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1 Einleitung

Die Produktionsplanung und -steuerung ist vor allem durch logistikorientierte ZielgroRen
gepragt. Niedrige Bestinde und kurze Durchlaufzeiten bei gleichzeitig hoher Termintreue

und hoher Auslastung sind das Ziel.

In den letzten Jahren haben vor allem steigende Energiepreise zu neuen Rahmenbedingun-
gen gefiihrt. Die Rohstoffverknappung, Reduzierung von Treibhausgasemissionen und die
damit verbundene Umstellung auf erneuerbare Energien werden diesen Trend in den folgen-

den Jahren noch verstarken.

Produzierende Unternehmen sehen sich daher zunehmend in einem Spannungsfeld zwischen
Energie und Klima. Gerade energieintensive Branchen bendtigen neue Ansdtze, um durch
eine energieeffizientere Produktion den steigenden Kosten zu begegnen. Die klassischen
MaRnahmen wie neue Maschinentechnologie und verbesserte Gebdaude und Gebadudetechnik
sind mit hohen Investitionen verbunden und werden nur bei Neuinvestitionen berlcksichtigt.
MaRnahmen, die durch eine intelligente Steuerung das vorhandene Einsparpotenzial aus-

schopfen, benoétigen nahezu keine Investitionen.

In der kunststoffverarbeitenden Industrie besteht ein nicht unerheblicher Energieverbrauch
aus Heizenergie. Vor allem bei der Verarbeitung von Materialien, die gesundheitsschadliche
Schadstoffe emittieren, fuhrt eine verstarkte Luftwechselrate zu einem deutlich hoheren

Heizenergiebedarf.

Der Ansatz einer energieeffizienten Produktionssteuerung, die die Wechselwirkungen zwi-

schen Emissionen, Liftung und Warmeverlusten ausnutzt, liegt nahe.

Im Rahmen der Arbeit soll daher untersucht werden, ob durch einen solchen Ansatz der E-
nergiebedarf gesenkt werden kann und inwieweit die logistischen und wirtschaftlichen Ziel-
groRen dadurch beeinflusst werden. Die Untersuchung soll an einem Simulationssystem
durchgefiuhrt werden, das neben den Materialflissen auch die Stoff- und Energiefliisse in-
nerhalb der Fabrik abbildet. Es steht hierbei die Anwendung des Simulationssystems im Vor-
dergrund, weshalb keine wissenschaftliche Untersuchung der Kopplung der verschiedenen

Simulatoren durchgefiihrt wird. Bei der Untersuchung sollen auch Optimierungsmethoden



eingesetzt werden, um die Produktionssteuerung hinsichlich der energetischen und wirt-

schaftlichen ZielgroRen zu optimieren.

In Kapitel 2 wird daher zundchst die Ausgangssituation beschrieben, in der neben der Ent-
wicklung der Energiekosten auch die Einsparmoglichkeiten und die Wechselwirkungen inner-
halb der Produktion erldautert werden. Daraufhin werden in den Kapiteln 3 bis 7 die benétig-
ten Grundlagen dargestellt. Kapitel 3 definiert die Produktionsplanung und -steuerung sowie
deren Ziele und gibt eine Ubersicht liber die existierenden Verfahren der Maschinenbele-
gungsplanung. In Kapitel 4 werden die Einsatzgebiete und die Methode der Materialflusssi-
mulation beschrieben. Analog dazu findet in Kapitel 5 eine Einfihrung in die thermische
Gebdudesimulation statt. Kapitel 6 gibt den aktuellen Stand im Bereich der Untersuchung
von Stoff- und Energiefliissen von Maschinen wieder, wobei auf die Methode der Okobilan-
zierung bzw. der Ganzheitlichen Bilanzierung zuriickgegriffen wird, aber auch andere Mo-
dellansdtze im Bereich der Kunststoffverarbeitung aufgegriffen werden. In Kapitel 7 werden
zudem die Kennzahlen des logistischen Systems genauer erldutert. Aufbauend auf den
Grundlagen wird die Entwicklung des Simulationssystems (Kapitel 8) beschrieben, wobei,
ausgehend von den Anforderungen an das System, die einzelnen Komponenten sowie die
Kopplung detailliert werden. Daraufhin findet in Kapitel 9 eine Beschreibung der Moglichkei-
ten fiir eine energieeffiziente Produktionssteuerung und der entwickelten Ansatze statt. Die
Anwendung an einer Beispielanlage und die dabei erzielten Ergebnisse werden in Kapitel 10

dargestellt (Abbildung 1).
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Abbildung 1: Aufbau der Arbeit



2 Ausgangssituation

In Produktionsbetrieben werden im Rahmen der Produktionsplanung und -steuerung vorran-
gig logistische Ziele verfolgt. Dies resultiert aus dem Denken, dass Produktionskosten
hauptsdchlich durch Materialkosten, Personalkosten und Abschreibungen von Maschinen
bzw. Anlagen festgelegt werden. Davon ausgehend wird versucht, eine moglichst hohe Aus-
lastung der Maschinen bei gleichzeitig geringen Bestinden und niedrigem Personalaufwand
zu erreichen. Die Verschiebung zu einem kundenorientierten Ansatz hat kurze Lieferzeiten

und hohe Termintreue in den Blickpunkt gebracht (Wiendahl, 2005, S. 254 f.).

Aktuell sind zudem umweltliche bzw. energetische ZielgréRen zu nennen. Rohstoffverknap-
pung und Klimaerwdrmung haben zu steigenden Energiepreisen und Kosten fiir die Emission
von Treibhausgasen gefiihrt. Die Energiepreissteigerung ist sowohl im Strom- als auch im
Gas- und Olmarkt zu erkennen. Beispielhaft ist in Abbildung 2 die Entwicklung des Rohdl-

preises in den letzten Jahren aufgefiihrt.
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Abbildung 2: Entwicklung des Rohol-Weltmarktpreises in US-$/Barrel (Tecson, 2007)



Trotz des aktuellen Riickgangs ist auch weiterhin ein steigender Trend zu prognostizieren,
da in den nachsten 10-30 Jahren der Punkt erreicht sein wird, bei dem etwa die Halfte des
zu erwartenden Erdols bereits geférdert ist (,depletion mid-point®) und die damit verbunde-
ne zuriickgehende Férdermenge eine Verknappung bedeutet und den Preis weiter steigen
lassen wird (Rempel, 2000). Auch auf dem Strom- und Gasmarkt wird ein steigender Trend

erwartet.

Neben der Verknappung von Rohstoffen fiihren auch MaRnahmen zur Reduzierung von
Treibhausgasemissionen (z. B. Einfilhrung erneuerbarer Energien, Emissionshandel) zu Preis-
steigerungen. Im Rahmen des Kyotoprotokolls hat sich die EU auf eine Reduzierung der CO,-
Emissionen bis 2012 um acht Prozent gegeniiber 1990 verpflichtet (Vorholz, 2001). Die Auf-
teilung innerhalb der EU-Lander ist unterschiedlich, so verpflichtet sich beispielsweise
Deutschland zu einer Reduktion von 21 % (Vorholz, 2001). Als Instrument ist beispielhaft der
Emissionshandel zu nennen, durch den Unternehmen eine vorgegebene Emissionsmenge
(Emissionszertifikate) erlaubt wird. Bei hoheren Emissionsmengen muss zugekauft und nicht
ausgeschopfte Zertifikate konnen verkauft werden. Hierdurch entstehen zusatzliche Kosten

bzw. es wird ein Anreiz fir ReduzierungsmaRnahmen geschaffen (EHRL, 2003; TEHG, 2004).

Zur weiteren Reduzierung von Treibhausgasemissionen ist eine Erhdhung des Anteils erneu-
erbarer Energien an den Primdrenergien vorgesehen. Die Bundesregierung hat beispielsweise
das Ziel, bis 2010 den Anteil erneuerbarer Energien am Stromverbrauch auf mindestens
12,5 % zu steigern (EEG, 2004). Langfristszenarien sehen bis 2050 sogar einen Anteil von
50 % am Primarenergieverbrauch (WBGU, 2003; Fischedick, Nitsch, 2002), wie in Abbildung 3

zu sehen ist.
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Abbildung 3: Verdnderung des globalen Energiemix im exemplarischen Pfad bis

2050/2100 (WBGU, 2003, S. 4)

Die Umstellung auf erneuerbare Energien, die sich zurzeit noch in der Entwicklungsphase
befinden, fuhrt auch zu hoheren Energieerzeugungspreisen. Weiterhin ist mit zunehmendem
Anteil von regenerativen Energiequellen wie Wind- und Solarenergie verstdrkt mit einer an-
gebotsabhidngigen Energieerzeugung zu rechnen, da hier der Einfluss auf die Energiemenge

fremdbestimmt (Wind, Sonne) ist.

Neben diesen Einfliissen durch die veranderte Energiesituation sind auch Einflisse tber Kli-
ma und Umwelt zu erkennen. Es treten vermehrt Wetterschwankungen und Wetterextrema
auf. So sind extreme HeiRwetter- und Kaltwetterperioden zu beobachten, die die Produkti-
onsbetriebe beeinflussen. Diese Temperatureinfliisse fihren bei Prdazisionsteilen zu Quali-
tatsproblemen, da z. B. in der Kunststoffproduktion hohere Temperaturen zu einer schlech-
teren Abkulhlphase fihren und dies Oberflichen- und MaRprobleme zur Folge hat. Meist
wird durch eine verstdrkte Kiihlung entgegengewirkt, die allerdings zu hoheren Energiekos-
ten fiihrt. Neben diesem Qualitdtseinfluss fiihren hohere Temperaturen allerdings teilweise
auch zu Produktionsausfillen, da hierbei beispielsweise Maschinensteuerungen nicht mehr

funktionieren. Auch die Reduzierung von Treibhausgasemissionen fithrt zu Problemstellun-
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gen, in dem einige Materialien (z. B. Kaltemittel, Schutzgase) nicht mehr verwendet werden

konnen.

Nach einer Unternehmensbefragung der Deutschen Energie-Agentur GmbH (DENA, 2005)
halten daher auch 97 % aller befragten Unternehmen das Thema Energieeffizienz fir wichtig.
Eine Fabrik befindet sich demnach in dem in Abbildung 4 dargestellten Spannungsfeld zwi-

schen Energieerzeugung und Klima.

i 3
/ﬁ_ Energiesrzeugung Klima

D~ €

N

Abbildung 4: Fabrik im Spannungsfeld zwischen Energieerzeugung und Klima

(Hesselbach, Junge, 2005b, S. 3)

Es stellt sich daher die Frage, inwieweit die genannten Einflisse auf die Produktion zu einer
Berticksichtigung im Zielsystem fiihren konnen und ob ein Einfluss durch die Produktions-

steuerung ausgeiibt werden kann.

Im Bereich der Produktion sind grundsatzlich sechs Ansdtze moglich, um Energieeinsparun-

gen bzw. Treibhausgasemissionsminderungen zu erzielen.
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Abbildung 5: Moglichkeiten zur Energieeinsparung in der Produktion

In Abbildung 5 sind die MaRnahmen in einer Ubersicht dargestellt, wobei auch gleichzeitig
die steigende Komplexitat und Vernetzung bei dem Einsatz der MaRnahmen veranschaulicht
ist. Bei der Verbesserung der Maschinentechnik kann eine Optimierung der Energieeffizienz
losgelost von anderen Prozessen und Anlagen erreicht werden. Die Reduzierung des Ener-
gieverbrauchs durch bessere Gebdudetechnik benétigt aber schon eine Abstimmung zwi-
schen Maschinentechnik und Gebaudetechnik. Die folgenden MaRnahmen besitzen einen
noch starker vernetzenden Charakter und bendtigen einen systemischen Ansatz zur Unter-

suchung der MaRnahmen.

Die MalRnahmen unterscheiden sich neben dem Vernetzungscharakter noch durch unter-
schiedliche Kosten und damit verbundene Investitionszyklen. Eine Investition in neue Ma-
schinentechnik oder Gebaudetechnik wird meist nur nach zehn oder mehr Jahren durchge-
flhrt. Der Einsatz erneuerbarer Energien ist ebenfalls mit hohen Investitionen verbunden,
wogegen die lbrigen drei MaRnahmen durch eine Optimierung der Steuerung nur geringe

Investitionskosten besitzen.

Bei einer energieeffizienten Produktionssteuerung sind vor allem die in einer Fabrik vorhan-
denen Wechselwirkungen zu beachten, die am Beispiel der Kunststoffproduktion erlautert

werden. In Abbildung 6 ist eine vereinfachte Produktionshalle dargestellt.

10



1

-
Abwarme
Liftung >
= >| Heizung
[“] ® [“NC] ®
(V) @
Produkt i Produkt

Abbildung 6: Wechselwirkungen in der Kunststoffproduktion

Bei der Produktion von Kunststoffteilen entstehen unterschiedliche Emissionen. Diese unter-
scheiden sich sowohl in der Stoffart als auch in der Menge. Aufgrund gesetzlicher Vorgaben
ist fir bestimmte Schadstoffe eine maximale Arbeitsplatzkonzentration (MAK) vorgegeben,
die nicht lberschritten werden darf. Zur Einhaltung der Vorgabe muss verstarkt geliftet
werden, wenn entsprechend emissionsreiche Produkte gefertigt werden. In Verbindung mit
der Luftung findet ein Warmeverlust statt. Der Einsatz von Warmetauschern kann die Warme-
verluste nur mindern, aber nicht verhindern. Um eine fiir den Produktionsprozess und die
Mitarbeiter gleichmaRige Umgebungstemperatur zu erzielen, ist der Einsatz von Heizsyste-
men erforderlich. Gerade bei niedrigen AuRentemperaturen ist ein erhohter Heizenergiebe-
darf vorhanden. Die Produktionssteuerung legt die Produktionsreihenfolge und somit die
Zeitpunkte fest, wann emissionsreiche Produkte zu fertigen sind. Der Heizenergiebedarf wird
demnach beeinflusst durch die Produktionssteuerung, da hierdurch ein verstarktes Liiften

bei niedrigeren oder bei héheren AufRentemperaturen festgelegt wird.
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Die Berlicksichtigung dieser Wechselwirkung fiihrt zu einer erhohten Komplexitdat bei der

Produktionssteuerung, da hierfiir zusatzlich folgende Daten berilicksichtigt werden miissen:

e Aktuelle AuRentemperatur

e Gebdudetechnik (Heiztechnik, Liiftungstechnik)

e Emissionen der einzelnen Produkte

e Maximale Arbeitsplatzkonzentration der Schadstoffe

e Widrmeabgabe der einzelnen Produkte/Maschinen

Neben diesen Daten missen weiterhin alle logistischen GroRen wie z. B. Lieferzeiten und

Bearbeitungszeiten betrachtet werden.

Die Untersuchung und Entwicklung von energieeffizienten Produktionssteuerungen kann nur
Uber einen systemischen Ansatz erfolgen. Es missen sowohl die Teilsysteme (Maschine, Ma-
terialfluss, Gebdude, Gebdudetechnik und Produktionssteuerung) detailliert abgebildet als
auch die Wechselwirkungen untereinander beriicksichtigt werden. Ein Simulationssystem ist
aufgrund der Komplexitdt notwendig, um energieeffiziente Steuerungsansitze entwickeln

und erproben zu kénnen.

12



3 Produktionsplanung und -steuerung

3.1 Definitionen und Einordnung

Im folgenden Abschnitt werden zundchst die mit der Produktionsplanung und -steuerung
zusammenhdngenden Begriffe erlautert und die Produktionsplanung und -steuerung inner-
halb der Produktion eingeordnet. Zudem werden grundlegenden Aufgaben,vorhandene Mo-
delle und Vorgehensweisen besprochen. Diese Aufarbeitung ist notwendig, da in der Litera-
tur sehr unterschiedliche Begriffe im Bereich der Produktionsplanung und -steuerung

verwendet werden.

Der Verband fiir Arbeitsstudien und Betriebsorganisation REFA definiert die Begriffe Planen

und Steuern wie folgt:

,Planen ist das systematische Suchen und Festlegen von Zielen sowie von Aufgaben

und Mitteln zum Erreichen der Ziele“ (REFA, 1991b, S. 18).

,Steuern ist das Veranlassen, Uberwachen und Sichern der Aufgabendurchfiihrung hin-
sichtlich Menge, Termin, Qualitit, Kosten und Arbeitsbedingungen® (REFA, 1991b,

S. 22).

Die Arbeitsvorbereitung ist ein Teil der Auftragsabwicklung und stellt das Bindeglied zwi-
schen Konstruktion und Herstellung der Erzeugnisse dar. Haufig ist auch der Begriff der Fer-
tigungsvorbereitung anzutreffen, da sie sich urspriinglich nur mit der Vorbereitung der Fer-
tigung beschaftigt hat (Wiendahl, 2005, S. 195). Heutzutage umfasst die Arbeitsvorbereitung
die Teilbereiche Arbeitsplanung und Arbeitssteuerung (Wiendahl, 2005, S. 195; Eversheim,

1989, S. 2).

Die Arbeitsplanung beschaftigt sich mit allen einmalig auftretenden PlanungsmaRnahmen,
um ein Erzeugnis zu fertigen oder eine Dienstleistung durchzufiihren. Es findet die Festle-
gung und Auswahl von Fertigungsverfahren und Betriebsmitteln statt, ohne einen Bezug zu
konkreten Auftragen und Terminen herzustellen. Ohne Beriicksichtigung von Kapazitatsbe-
schriankungen wird das wirtschaftlichste Verfahren bevorzugt (Wiendahl, 2005, S. 196). Hau-
fig wird die Arbeitsplanung auch durch nachfolgende Fragen charakterisiert (Wiendahl, 2005,

S. 196; Eversheim, 1989, S. 2):
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e Was soll gefertigt oder geleistet werden?
e Wie soll gearbeitet werden?

e Womit soll gearbeitet werden?

Die Arbeitssteuerung hingegen befasst sich mit allen fiir einen konkreten Auftrag durchzu-
flihrenden MaRnahmen. Ebenfalls konnen die Inhalte der Arbeitssteuerung durch Fragen be-

schrieben werden (Eversheim, 1989, S. 2):

e Wie viel Erzeugnisse sind in welchen Zeitabschnitten zu fertigen?

e Wann miussen die Arbeitsauftrage, das benoétigte Material, die Arbeitsmittel und die Ar-

beitskrafte bereitgestellt werden?
e Wo soll gefertigt werden (Arbeitsmittel)?

e Wer soll die Fertigung durchfiihren (Arbeitskrafte)?

In der Praxis findet meist keine so klare Gliederung und Unterscheidung der Arbeitsvorberei-
tung statt. Die Aufgaben der Arbeitssteuerung werden zudem hdufig unter dem in dieser
Arbeit verwendeten Begriff der Produktionsplanung und -steuerung (PPS) zusammengefasst
(Wiendahl, 2005, S. 196). Besonders zu beachten ist zudem, dass die Produktionsplanung
und -steuerung einen vernetzenden Charakter besitzt, da sie im Rahmen der Auftragsab-
wicklung nahezu allen betrieblichen Abteilungen wie Konstruktion, Vertrieb, Einkauf, Teile-
fertigung, Montage, Ersatzteilwesen und Versand betrifft (Frackenpohl, 2002, S. 6). Es wird
damit im Allgemeinen auf die Planung der operativen Ebene abgezielt. Ausgehend von einer
vorgegebenen Ausstattung mit Betriebsmitteln und einer feststehenden Produktpalette sind

folgende Aufgaben durchzufiihren (Kurbel, 1995, S. 17 f. bzw. S. 39):

e Welche Mengen welcher Produkte sind im Planungszeitraum herzustellen (Produktions-

programmplanung)?

e Welche Mengen an Vor- und Zwischenprodukten werden dafiir benétigt (Sekundarbe-

darfsplanung)?

e Welche Mengen eines (End-, Zwischen- und Vor-) Produkts sollen zu einem Fertigungs-

los zusammengefasst werden (LosgroRenplanung)?
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e Zu welchen Zeitpunkten soll die Herstellung bzw. Beschaffung der (End-, Zwischen- und

Vor-) Produkte erfolgen (Terminplanung)?

e Wie kénnen die zeitlichen Anforderungen mit den vorhandenen Kapazititen abgestimmt

werden (Kapazitatsplanung)?

Diese Planungsaufgaben sind schon friih aufgegriffen worden. Hier ist besonders Gutenberg
zu nennen, der bereits 1951 die Produktionsplanung in Produktionsprogrammplanung, Be-
reitstellungsplanung und Planung des Produktionsprozesses einteilte (Kurbel, 1995, S. 39;
Gutenberg, 1951). Obwohl demnach die Aufgaben nicht neu sind, wurden sie bis heute nicht
vollstandig gelost, da die Aufgabenstellungen sehr komplex sind (Kurbel, 1995, S. 15). Ne-
ben der Produktionsplanung werden industrielle Produktionsvorgange auch von der Produk-
tionstheorie untersucht. Wahrend die Produktionstheorie versucht, das Produktionspotenzial
eines Betriebes, effiziente Produktionsverfahren und HauptkosteneinflussgroRen zu identifi-
zieren, obliegt das konkrete Planen und Steuern der Produktionsplanung (Jahnke, Biskup,

1999, S. 19).

Die Produktionsplanung und -steuerung ldsst sich abhdngig vom Planungshorizont in drei
Ebenen unterteilen, namlich in die strategische (langfristige), taktische (mittelfristige) und
operative (kurzfristige) Produktionsplanung (Jahnke, Biskup, 1999, S. 13; Gutenberg, 1983,
S. 64 f.). Wahrend die strategische Planung einen Zeitraum von sechs Monaten bis zu zwei
Jahren betrachtet, ist die taktische Planung meist auf einen Zeitraum von einigen Wochen bis
Monaten begrenzt. Die operative Planung bezieht sich dagegen auf Reichweiten von einigen
Tagen oder wenigen Stunden (Kurbel, 1995, S.17f.; Jahnke, Biskup, 1999, S. 16;
Frackenpohl, 2002, S. 7 f.). Die Planungsgenauigkeit nimmt dabei zu, je kiirzer der Pla-
nungszeitraum ist. Diese Ebenen sind allerdings nicht scharf zu trennen, sondern gehen in-
einander lber (Jahnke, Biskup, 1999, S. 16). Die Aufgaben der PPS werden in der Literatur
hauptsdachlich an dem Vorgehensmodell von Hackstein erldautert. Hackstein unterteilt die
Produktionsplanung in die Hauptfunktionen Produktionsprogrammplanung, Mengenplanung
und Termin- und Kapazitdtsplanung sowie die Produktionssteuerung in Auftragsfreigabe
und Auftragsiiberwachung (Hackstein, 1989, S. 5). Zudem fiihrt er den Begriff der Werkstatt-
steuerung als Querschnittsfunktion ein (Hackstein, 1989, S. 248). In Abbildung 7 ist das Mo-

dell von Hackstein dargestellt.
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Abbildung 7: Funktionen der Produktionsplanung und Steuerung (angelehnt an Hackstein,

1989, S. 5 ff.)
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Aufbauend auf dem Modell von Hackstein wurde das Aachener PPS-Modell entwickelt
(Frackenpohl, 2002, S. 7), welches in der Literatur sehr verbreitet eingesetzt wird. Das Mo-
dell untergliedert sich hauptsachlich in vier Bereiche: Aufgaben-, Prozess-, Funktions- und
Datenmodell (Nicolai et al., 1995; Luczak et al., 1999, S. 15). Hier wird nur das Aufgaben-
modell betrachtet, da die librigen Modelle meist sehr unternehmens- und EDV-spezifisch
geprdagt sind (Luczak et al.,, 1999, S. 16 ff.). Das Aufgabenmodell unterscheidet zwischen
Kern- und Querschnittsaufgaben. Wahrend die Kernaufgaben fir die Auftragsabwicklung
zustandig sind, erfolgt liber die Querschnittsaufgaben die Integration der betroffenen Berei-

che (Luczak et al., 1999, S. 16 f.).

Zusammenfassend ist zu sagen, dass ausgehend von einer Planung des Produktionspro-
gamms zuerst eine Mengenplanung stattfindet, in der alle zur Herstellung benétigten Men-
gen an Vor-, Zwischen- und Endprodukten bestimmt werden. Darauf aufbauend findet eine
Termin- und Kapazitdatsplanung fiir die Herstellung statt. Bei dieser Terminierung findet
noch keine Beriicksichtigung der vorhandenen Betriebsmittel statt, es wird von unbegrenzten
Kapazitiaten ausgegangen. Erst wahrend der Reihenfolgeplanung im Rahmen der Produkti-
onssteuerung findet eine termingerechte, arbeitsvorgangsgenaue Planung mit Zuordnung zu
den jeweiligen Betriebsmitteln statt (Frackenpohl, 2002, S. 7 f.; Jahnke, Biskup, 1999,
S. 71 f.). Fiir diesen Schritt der Reihenfolgeplanung existieren in der Literatur verschiedene
Begriffe. Unter anderem werden die Bezeichnungen Feinterminierung, Ressourcenfeinpla-
nung, Maschinenbelegungsplanung, Ablaufplanung, Werkstattsteuerung bzw. die in der eng-
lischsprachigen Literatur verwendeten Begriffe Sequencing und Scheduling verwendet
(Conway et al., 1967, S. 3; Pinedo, 1995, S. 3; Jahnke, Biskup, 1999, S. 228; Frackenpohl,

2002, S. 9; Evers, 2002, S. 14).

Neben einer grundsadtzlichen Kritik an der Vorgehensweise der Produktionsplanung und -
steuerung wird auch haufig die Funktion der Feinplanung in bestehenden Systemen als un-
zureichend bezeichnet (Hoff, Endres, 2002). Es hat daher eine Tendenz zur Dezentralisie-
rung dieser Komponente stattgefunden, welche in Form von Leitstinden ausgelibt wird
(Jahnke, Biskup, 1999, S. 75; Binner, 2003, S. 336; Kurbel, 1999, S. 233 f.). In diesem Zu-
sammenhang hat auch die Entwicklung von Systemen wie Manufacturing Execution System

(MES) oder Shop Floor Control (SFC) stattgefunden (Hoff, Endres, 2002). Bei der Vorgehens-
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weise der PPS wird hauptsichlich kritisiert, dass nur eine geringe Ubereinstimmung zwischen
den Planen der PPS-Systeme und der tatsachlichen Produktion existiert (Kurbel, 1995, S. 27).
Dies hangt hauptsachlich davon ab, dass bei der groben Terminplanung keine Beriicksichti-
gung der vorhandenen Kapazitiaten stattfindet (Kurbel, 1995, S. 28; Drexl et al., 1994). Bei
der spater stattfindenden Belegungsplanung wird somit von unrealistischen Annahmen aus-
gegangen. Neuere Systeme, welche meist mit dem Begriff Advanced Planning Systems (APS)
bezeichnet werden, versuchen diese Problematik dadurch zu beheben, dass sie die Pla-
nungsschritte integrieren und von Beginn an eine ressourcenbezogene Planung durchfiihren

(Grunow et al., 2002; Viergutz, Tuschinski, 2004).
3.2 Charakterisierung der Betriebstypen

Die Produktionsplanung und -steuerung wird hauptsachlich in der Sachgiiterproduktion ein-
gesetzt. Hierunter sind sowohl physikalische, biologische als auch chemische Gewinnungs-
und Transformationsvorgdange zu verstehen, die als Ergebnis Sachgiiter in Form von Stoffen
oder Energien erzeugen (Jahnke, Biskup, 1999, S. 11). Die Betriebe der Sachguterproduktion
unterscheiden sich aber in einigen Merkmalen (Abbildung 8). Fiur die Produktionsplanung
und -steuerung entstehen dadurch unterschiedliche Anforderungen, da aufgrund der jewei-
ligen Merkmale verschiedene Aufgaben eine hohere oder niedrigere Prioritdt besitzen. Daher
wird an dieser Stelle eine Charakterisierung der unterschiedlichen Betriebstypen beschrie-
ben. Die Charakterisierung erfolgt anhand der am Forschungsinstitut fiir Rationalisierung

(FIR) der RWTH Aachen entwickelten Typologie in Form eines morphologischen Kastens.
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Abbildung 8: Merkmalausprdgungen im morphologischen Kasten (angelehnt an Sames,

Biidenbender, 1997)

Einige der aufgefiihrten Merkmale sind gegenseitig bedingt oder schlieRen sich aus, wodurch

eine Vereinfachung auf drei Industrietypen erfolgen kann. Diese Typisierung erfolgt auf-

grund der Hauptmerkmale ,Art der Auftragsauslosung” und ,Organisationsform” (Jahnke,

Biskup, 1999, S. 23). In Abbildung 9 sind die drei Industrietypen mit den jeweiligen Haupt-

merkmalen dargestellt.
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Abbildung 9: Darstellung der Industrietypen nach den Hauptmerkmalen (Jahnke, Biskup,

1999, S. 24)

Die auftragsorientierte Einzelfertigung (Typ 1) tritt beispielsweise im Flugzeug-, Schiff- und
Spezialmaschinenbau auf. Hier muss eine mdglichst flexible Fertigung aufgrund der unsteti-
gen und nicht prognostizierbaren Nachfragesituation sichergestellt werden. Die Ablaufpla-
nung und Lagerhaltung sind die vorherrschenden Fragestellungen. Die gemischte Serienfer-
tigung (Typ 2) ist eine Mischform der beiden anderen Typen, die beispielsweise bei der
Automobilproduktion und ihren Zulieferern anzutreffen ist. Je nach Betrieb herrscht verstarkt
eine bedingte Auftragsfertigung oder eine Fertigung fiir den anonymen Markt. Die Losgro-
Renplanung und Ablaufplanung zahlen hier zu den wichtigsten Aufgaben. Die marktorien-
tierte GroRserien- und Massenfertigung (Typ 3) zeichnet sich durch eine starre Fertigung
aus, bei der hauptsdchlich die Optimierung der Bearbeitungszeiten und Lagerhaltung im
Vordergrund steht. Beispiele hierfiir sind die Nahrungsmittel- und Papierindustrie (Jahnke,

Biskup, 1999, S. 23 ff.).

Neben dem Stellenwert der einzelnen Aufgaben hat besonders die Tatsache, ob eine Mehr-
oder Einstufenfertigung vorliegt, Einfluss auf die Maschinenbelegungsplanung. Erfolgt die
Fertigung eines Produktes in mehreren nacheinander folgenden Bearbeitungsstufen, muss
nicht nur eine Zuordnung von Auftrag und Maschine erfolgen, sondern es missen gleichzei-
tig die Abhdngigkeiten der Bearbeitungsstufen untereinander beriicksichtigt werden. Zudem

unterscheidet sich die Anzahl der moéglichen Permutationen (Hiittner, 1979, S. 10).
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Die Anzahl der Permutation P, n bei einer mehrstufigen Fertigung ergibt sich aus:

Py = (M)

Ymmehrstufig

Formel 1: Permutationen bei mehrstufiger Fertigung (Huttner, 1979,S.11)

In der Formel bezeichnet n die Anzahl der zu verplanenden Auftriage und m die Zahl der zur
Verfliigung stehenden Maschinen. Es wird in dem Fall davon ausgegangen, dass jeder Auftrag
auf jeder Maschine bearbeitet werden muss, die Reihenfolge beliebig ist und je Bearbei-

tungsstufe nur eine Maschine zur Verfligung steht. (Huttner, 1979, S. 11)

Bei der einstufigen Fertigung wird die Anzahl der Permutation wie folgt berechnet:

n+m-1
am__:m{ J
»Heinstufig m _1

Formel 2: Permutationen bei einstufiger Fertigung (Hittner, 1979, S. 11)

Die nachfolgende Tabelle gibt die Anzahl der Permutationen fiir ausgewdhlte Beispiele an.

Tabelle 1: Anzahl der Permutationen einstufig - mehrstufig

Auftrage Maschinen | Permutationen einstufig Permutationen mehrstufig
2 5 30 32
3 5 210 7.776
4 5 1.680 7.962.624
5 5 15.120 24.883.200.000

In Tabelle 1 ist zu erkennen, dass die Zahl der Permutationen sehr schnell mit der Anzahl
der einzuplanenden Auftrdge ansteigt, wobei dieser Effekt bei einer mehrstufigen Fertigung

noch starker vorhanden ist.
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3.3 Ziele

In der Theorie gilt das Wirtschaftlichkeitsprinzip als eine der Leitlinien unternehmerischen
Handelns. Demnach soll die Wirtschaftlichkeit als Quotient aus der erbrachten Leistung
(Output) des Unternehmens und den dabei entstandenen Kosten (Input) moglichst hoch sein.
Wadhrend die Leistung meist von Faktoren aulBerhalb der Produktionsplanung und -steuerung
festgelegt wird, kénnen in erster Linie die Kosten mitbestimmt werden. Die von der Produk-
tionsplanung und -steuerung beeinflussbaren Kosten sind hauptsadchlich (Kurbel, 1995,

S. 19):

Einrichtungs- und Ristkosten der Produktionsanlagen

e Leer- und Stillstandskosten von Produktionsanlagen

e Lagerhaltungskosten von Rohmaterial und Vor-, Zwischen- und Endprodukten
e Kosten durch Nichteinhaltung von Lieferterminen (z. B. Konventionalstrafen)

e Kosten durch die Vermeidung absehbarer Terminiiberschreitungen (z. B. Uberstunden)

In der Praxis werden allerdings nicht die Kosten als ZielgroRe herangezogen, da um dies zu
realisieren, zum Planungszeitpunkt alle erforderlichen Kosteninformationen vorliegen miiss-
ten. In der Regel liegen diese Informationen nicht vor, da sie teilweise auch wegen ihres Op-

portunitatskostencharakters kaum zu erfassen sind. Stattdessen werden hdufig Ersatzziel-

groRen verwendet, die in Zusammenhang mit den Kostenzielen stehen (Kurbel, 1995, S. 19).

Nach Wiendahl hat sich das nachfolgend dargestellte Zielsystem etabliert (Abbildung 10).
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Abbildung 10: Zielsystem (Wiendahl, 2005, S. 254)

Allerdings entsteht hierbei ein Zielkonflikt durch die unterschiedlichen Ziele, welcher auch

als Dilemma der Produktionssteuerung bezeichnet wird und schon von Gutenberg 1951 auf-

gezeigt wurde (Gutenberg, 1951; REFA, 1991b, S. 41; Kurbel, 1995, S. 20; Wiendahl, 2005,

S. 254 f.). Dieser Konflikt besteht darin, dass eine maximale Kapazitatsauslastung nur durch

hohe Bestdande erreicht werden kann, dies aber zudem zu hohen Durchlaufzeiten fiihrt. Eine

hohe Termintreue benétigt ebenfalls einen hohen Kapazitatsbestand. Es ist demnach nicht

moglich, alle Ziele gleichzeitig zu verfolgen (REFA, 1991b, S. 40). Mittlerweile ist festzustel-

len, dass eine Verschiebung der Ziele von betriebsbezogenen (hohe Auslastung, niedrige

Bestdande) hin zu marktbezogenen Zielen (hohe Liefertreue, niedrige Lieferzeit) stattgefunden

hat. Gleichzeitig werden aber auch niedrige Bestinde gefordert, wodurch die Auslastungs-

maximierung in den Hintergrund getreten ist (Wiendahl, 2005, S.255; Kurbel, 1995,

S. 21 f)).
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3.4 Verfahren der Maschinenbelegungsplanung

Bereits seit mehreren Jahren ist die Maschinenbelegungsplanung Forschungsgegenstand in
der Wirtschaftsinformatik und dem Operations Research (Kurbel, Rohmann, 1995). Formal
wird darunter die Planung der Reihenfolge fiir n Fertigungsauftrage (Jobs) Ji, 1 < i < n, die
auf m Arbeitssystemen (Maschinen) M;, 1 < j < m bearbeitet werden, verstanden. Jeder Ferti-
gungsauftrag besteht aus m Operationen (Arbeitsvorgdngen), 0j, 1 <i <n, 1 <j < m, wobei
0j; jene Operation eines Fertigungsauftrags Ji bezeichnet, die auf Maschine M; ausgefiihrt
wird. Bei der Abarbeitung der Arbeitsvorgdnge ist eine technologische Reihenfolge zu be-
achten und jede Maschine kann zu jedem Zeitpunkt nur eine Operation durchfiihren. Zudem
ist jeder Operation eine Bearbeitungszeit (processing time) p; zugeordnet (Zapfel, Braune,
2005, S. 5; Brucker, 2004, S. 2; Pinedo, 1995, S. 8). Weiterhin existiert eine Kostenfunktion
fi(t), welche die Kosten fiir Bearbeitung des Jobs Ji zum Zeitpunkt t beschreibt. Ziel ist es,
eine zuldssige Reihenfolge zu finden, bei der keine zwei Zeitintervalle, die auf einer Maschi-
ne bzw. einem Job zugeordnet sind, tberlappen, sowie alle sonstigen Randbedingungen er-
fullt und die Zielfunktion bzw. Kostenfunktion minimiert werden (Brucker, 2004, S. 3). Die
unterschiedlichen Maschinenbelegungsprobleme werden in der englischsprachigen Literatur
des Operations Research nach drei Feldern «|B|y klassifiziert. « spezifiziert die Maschinen-
charakteristika, B die Auftragscharakteristika und y das Zielkriterium. Diese Klassifikation
wurde von Graham et al. eingefiihrt (Graham et al., 1979). Eine ausfiihrliche Darstellung

kann bei Brucker (Brucker, 2004) und Pinedo (Pinedo, 1995) gefunden werden.

Dieser Beschreibungsformalismus gibt schon Aufschluss dariiber, dass es kein allgemeines
Verfahren gibt, welches die Maschinenbelegungsproblematik optimal [6st. Es werden haufig
Vereinfachungen durchgefiihrt, wodurch ein praktischer Einsatz nicht moglich ist. Das Ma-
schinenbelegungsproblem gilt nach der Komplexitdtstheorie als NP-vollstdndig, was bedeu-
tet, dass der Rechenaufwand mit zunehmender Anzahl von Auftrdgen und Maschinen expo-
nentiell wachst (Kurbel, Rohmann, 1995). Es wird aber zur Vollstandigkeit auf einige

Verfahren der klassischen Optimierung hingewiesen.

Aufgrund der Komplexitit und des hohen Rechenaufwands haben sich verschiedene L6-
sungsansatze etabliert. Im Folgenden wird eine Klassifizierung der einzelnen Verfahren

durchgefiihrt und daraufhin eine Auswahl naher erldutert.
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Grundsatzlich kénnen die existierenden Verfahren der Maschinenbelegungsplanung in opti-
mierende Verfahren, heuristische Verfahren und Verfahren der kiinstlichen Intelligenz einge-
teilt werden (Evers, 2002, S. 25 f.). Die optimierenden Verfahren basieren auf mathemati-
schen Ansdatzen und haben das Optimum zum Ziel. Es sind Enumerationen,
Branching & Bounding, sowie lineare und dynamische Programmierung zu unterscheiden.
Zudem existieren einige spezielle Ansatze fiir begrenzte Anwendungsfille, die nicht allge-
mein Ubertragbar sind. Die heuristischen Verfahren dagegen kénnen keine optimale Losung
garantieren. Es existieren einerseits Eroffnungsverfahren, die auf direktem Weg eine einzige
Losung erzielen und Suchverfahren, welche sich iterativ einer guten Losung anndhern
(Zapfel, Braune, 2005, S.22f.; Miiller-Merbach, 1970, S.25; Domschke et al., 1993,
S. 38 ff.). Zu unterscheiden sind dabei spezielle Suchverfahren fiir bestimmte Aufgabenstel-
lungen und allgemeine Suchverfahren, sogenannte Metaheuristiken, die auf verschiedenste
Aufgabenstellungen anwendbar sind (Zapfel, Braune, 2005, S. 24 f.; Aarts, Lenstra, 1997,
S. 4). Innerhalb der Metaheuristiken kann wiederum eine Einteilung in stochastische und de-
terministische Verfahren erfolgen (Schneider, 2001, S. 15 f.; Schwefel, 1977, S. 101). Deter-
ministische Verfahren verwenden einen vorgegebenen Pfad, wahrend stochastische Verfah-
ren Zufallszahlen verwenden und somit die Entwicklung nicht vorhersehbar ist. Bekannteste
Vertreter sind Genetische Algorithmen bzw. Evolutionsstrategien und Simulated Annealing.
Sowohl die optimierenden als auch die heuristischen Verfahren sind dem Operations Re-
search zuzuschreiben (Schrodel, 1992, S. 83 ff.; Zimmermann, 1990). In der letzten Zeit sind
vor allem Verfahren der kiinstlichen Intelligenz weiterentwickelt worden (Fischer, 1999,
S. 19). Hierbei sind besonders Agentensysteme und Neuronale Netze zu nennen. Allerdings
ist die konkrete Einteilung der Verfahren (Abbildung 11) nicht unumstritten, da es schwierig

ist, geeignete Ordnungskriterien zu definieren (Schultz et al., 1995).
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Abbildung 11: Einteilung der Verfahren zur Maschinenbelegung (angelehnt an Evers,

2002, S. 26)

Zudem muss unterschieden werden, ob die Planung statisch oder dynamisch erfolgt. Bei ei-
ner statischen Planung wird zu Beginn eines Zeitraums die Belegungsplanung vollstandig

durchgefiihrt und nicht mehr verandert, wihrend bei der dynamischen Planung Anderungen
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zur Laufzeit stattfinden. Teilweise wird sogar nur der nachste Auftrag ausgewahlt. Es wird in

diesem Zusammenhang auch hadufig von Real-Time-Scheduling gesprochen.

Im Nachfolgenden wird eine Auswahl der einzelnen Verfahren ndher erldutert.
3.4.1 Optimierende Verfahren

Mithilfe der optimierenden Verfahren wird garantiert die optimale Loésung berechnet. Diese
Verfahren benotigen allerdings enorme Rechenzeiten und finden daher in der Praxis kaum
Anwendung. Grundsatzlich gehen die meisten der optimierenden Verfahren von der voll-
stindigen Enumeration aus, also dem Priifen aller mdglichen Lésungen (Hittner, 1979,
S. 21; Miller-Merbach, 1970, S. 27 ff.). Die vollstindige Enumeration ist aufgrund des Re-
chenaufwands allerdings fiir die Maschinenbelegungsplanung nur von theoretischem Inte-
resse (Schultz et al., 1995). Um den Rechenaufwand zu verringern, werden durch Aufteilen
der Losungen diejenigen nicht mehr weiterbetrachtet, deren Nichtoptimalitiat schon erkannt
wurde. Die Vorgehensweise dabei unterscheidet sich zwischen den einzelnen Verfahren
(Huttner, 1979, S. 21; Evers, 2002, S. 26 f.; Herrmann, 1996, S. 30). Besonders zu nennen
sind die begrenzte Enumeration (Huttner, 1979, S. 23 ff.; Miller-Merbach, 1970, S. 31 ff.)
und das Branching & Bounding (Huttner, 1979, S. 22 f.; Schultz et al., 1995; Kim, 1993;
Vasko et al., 1993). Neben den allgemeinen Verfahren existieren dariiber hinaus auch Algo-
rithmen, welche einzelne Spezialfdlle optimal l6sen. Es erfolgen hierfiir Einschrankungen wie
beispielsweise Anzahl der Maschinen, gleiche Liefertermine, gleiche Bearbeitungszeit aller
Produkte. Eine Auswahl solcher speziellen Verfahren ist u. a. bei Brucker (Brucker, 2004),
Pinedo (Pinedo, 1995), Conway (Conway et al., 1967) und Jahnke/Biskup (Jahnke, Biskup,

1999) zu finden.
3.4.2 Heuristische Verfahren

Die heuristischen Verfahren finden (entsprechend der Bedeutung des griechischen Wortes
,heuriskeln®) Losungen zu Problemen, bei denen exakte Losungen nur schwer zu erreichen
sind. Diese Verfahren kénnen nicht garantieren, das Optimum zu erreichen und kénnen auch
keine Aussage dariiber machen, wie weit die gefundene Losung vom Optimum entfernt ist
(Zapfel, Braune, 2005, S. 21 f.; Muller-Merbach, 1970, S. 34 f.). Es sind verschiedene Ansat-

ze entwickelt worden, deren Einteilung in Abbildung 11 dargestellt ist. Die Suchverfahren
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unterscheiden sich hauptsachlich dadurch, ob sie fiir einen speziellen Anwendungsfall ent-
wickelt worden sind oder ob sie fiir moglichst viele Optimierungsprobleme angewendet wer-
den konnen. Solche allgemeinen Metaheuristiken sind dadurch gepragt, dass eine Uberge-
ordnete Strategie einen anderen problemspezifischen Algorithmus steuert und modifiziert,
um eine bessere Losung zu erzielen als der problemspezifische Ansatz (Zapfel, Braune,

2005, S. 24 f.; Dorigo, 2006).

Giffler-Thompson Er6ffnungsverfahren mit Prioritdtsregeln

Das Verfahren von Giffler-Thompson erzeugt einen sogenannten aktiven Ablaufplan. ,Ein
Ablaufplan heiBt aktiv, wenn es nicht moglich ist, den Beginn irgendeiner Arbeitsoperation
vorzuverlegen (eventuell unter Vertauschung der Auftragsfolge), ohne den Beginn mindes-
tens einer anderen Arbeitsoperation zu verzdogern® (Zapfel, Braune, 2005, S. 29 f.). Die Be-

deutung wird bei der Betrachtung der unterschiedlichen Arten von Ablaufplanen deutlich.

non-delay m
active
semi-active
feasible

Abbildung 12: Arten von Ablaufplanen (Bierwirth, Mattfeld, 1999, S. 8)

Demnach gehoren die optimalen Ablaufplane zu den aktiven Ablaufplanen, wobei die Ab-
laufpldane nicht unbedingt auf allen Maschinen ohne Verzégerung (non-delay) durchgefiihrt
werden missen (Bierwirth, Mattfeld, 1999; Kurbel, 1978, S. 82 f.). Auf Basis dieser Uberle-
gungen erzeugt das Verfahren beginnend mit den ersten Arbeitsoperationen einen aktiven
Ablaufplan. In jedem Schritt werden die jeweiligen frilhesten Start- bzw. Fertigstellungszeit-
punkte der aktuell einplanbaren Arbeitsvorgdnge bestimmt. Ein Konflikt tritt dann auf, wenn
zu einem Zeitpunkt auf einer Maschine ein Arbeitsvorgang einplanbar ist und wahrend die-

ses Zeitraums auch ein weiterer Arbeitsvorgang einplanbar ware. In diesem Fall ist eine Rei-
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henfolgeentscheidung erforderlich. Eine Losung hierfiir ist die Einfilhrung von Prioritdaten fir
die einzelnen Arbeitsvorgdnge, nach der die Auswahl vorgenommen wird. Das Verfahren von
Giffler—-Thompson kann mit beliebigen Prioritdatsregeln kombiniert werden (Zapfel, Braune,

2005, S. 31 f.; Giffler, Thompson, 1960).

Es wurden in den letzten vier Jahrzehnten einige hundert Prioritdtsregeln entwickelt. Die ein-
zelnen Regeln konnen nach verschiedenen Kriterien eingeteilt werden (Holthaus, 1996,

S. 25 f.; Evers, 2002, S. 28):

Zeitliche Veranderlichkeit (statisch - dynamisch)

Umfang der einbezogenen Daten (lokal - global)

Abhdngigkeit von anderen Auftragen (abhangig - unabhangig)

Nachfolgend ist eine Auflistung der bekanntesten Prioritdtsregeln dargestellt, die allerdings
keinen Anspruch auf Vollstandigkeit hat, sondern vielmehr eine Auswahl darstellt (Zapfel,
Braune, 2005, S. 35 f.; Holthaus, 1996, S. 34; Wiendahl, 2005, S. 327; Kurbel, 1995, S. 174;

REFA, 1991b, S. 63; Hackstein, 1989, S. 192 f.):

e KOZ-Regel (Kiirzeste Operationszeit): Die hochste Prioritat erhdlt der Auftrag mit der

kiirzesten Operationszeit.

e LOZ-Regel (Langste Operationszeit): Die hochste Prioritat erhdlt der Auftrag mit der

langsten Operationszeit.

e FIFO-Regel (First In First Out): Der erste Auftrag, der an der Maschine ankommt, erhalt

die hochste Prioritat.

e SZ-Regel (Schlupfzeit): Der Auftrag, der die geringste Differenz zwischen Liefertermin

und voraussichtlichem Bearbeitungsende hat, erhdlt die hochste Prioritat.

e FLT-Regel (Friihester-Liefertermin): Die hochste Prioritat erhadlt der Auftrag mit dem fri-

hesten Liefertermin.
e ZUF-Regel (Zufall): Die Prioritat wird zufdllig zugeordnet.

e WT-Regel (Wert): Die hochste Prioritat erhdlt der Auftrag, dessen Produktwert am hoéchs-

ten ist.
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Darliber hinaus kénnen die einzelnen Prioritdtsregeln auch miteinander kombiniert werden.
Hierbei sind additive, multiplikative, alternative oder dominante Verknlipfungen moglich
(Kistner, Steven, 1993, S. 151 f.; REFA, 1991b, S. 62; Hoss, 1965, S. 167 ff.). Die Kombinati-
on von Prioritdatsregeln muss allerdings nicht zu einer besseren Zielerfillung fiihren, sondern

kann auch das Gegenteil zur Folge haben, wie Untersuchungen gezeigt haben (Haupt, 1989).

Genetische Algorithmen/Evolutionsstrategien

Die biologische Evolutionstheorie inspirierte zur Entwicklung der Genetischen Algorithmen
(Holland, 1975) und der Evolutionsstrategie (Rechenberg, 1973; Schwefel, 1977). Die Verfah-
ren Ubertragen den Prozess der biologischen Evolution auf Optimierungsprobleme, in dem
sie die Grundmechanismen: Selektion, Rekombination (Kreuzung) und Mutation kinstlich
nachbilden. Es werden diese Mechanismen iterativ auf die Losungskandidaten (Individuen)
angewendet. Dabei werden gleichzeitig immer mehrere Individuen betrachtet. Aus einer sol-
chen Population wird immer wieder eine Folgepopulation erzeugt. Es wird dabei auch von
Generation gesprochen. Bevor eine Kreuzung oder Mutation durchgefiihrt wird, erfolgt die
Selektion. Bei diesem Vorgang wird festgelegt, welche Individuen aus der aktuellen Populati-
on als Elternindividuen fiir die Folgegeneration ausgewahlt werden. Die Wahrscheinlichkeit
der Auswahl hdngt stark vom Fitnesswert (Losungsqualitit) ab. Es existieren verschiedene
Selektionsregeln. Mithilfe der Kreuzung wird daraufhin durch Kombination von Teilldsungen
ausgewdhlter Individuen versucht, noch bessere Losungen zu erhalten. Zusatzlich findet
noch die Mutation statt, bei der ausgewdhlte Stellen geringfligig verandert werden. Hier-
durch kénnen Elemente, die in ,schlechten” Individuen versteckt waren und bei der Selektion

verloren gegangen sind, zufillig wieder in die Population gelangen.

Die Unterschiede der beiden Verfahren liegen hauptsachlich in der Codierung der Informati-
onen und in der Gewichtung von Mutations- und Rekombinationstechniken (Schneider,

2001, S. 22 f.; Claus, 1996, S. 53). Beide Verfahren sind stochastischer Natur.

Ein Kritikpunkt ist der Nachteil, dass der Suchraum der Verfahren deutlich groRer als der
Raum zuldssiger Losungen ist (Siedentopf, 1994, S. 38). Weiterhin stehen kaum geeignete
Methoden zur Verfligung, um eine Anfangspopulation zu erzeugen. Der Vorteil liegt in der

hohen Konvergenzgeschwindigkeit (Evers, 2002, S. 32).
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Ein einfacher Ansatz, um Genetische Algorithmen oder Evolutionsstrategien auf die Maschi-
nenbelegung anzuwenden, ist, die Prioritdatsregeln bei jeder Iteration des Giffler—-Thompson

Verfahrens zu variieren (Zapfel, Braune, 2005, S. 63).

Simulated Annealing

Simulated Annealing von Kirkpatrick et al. (Kirkpatrick et al., 1983) und von Cerny (Cerny,
1985) ist unabhdngig voneinander entwickelt. Die Grundidee des Verfahrens basiert auf dem
thermodynamischen Prozess des Auskiihlens von gliihenden Metallen. Ein solches System
nimmt mit der Zeit einen Zustand immer niedrigerer Gesamtenergie ein, wobei auch zwi-
schenzeitlich Zustande mit hdherer Energie moglich sind. Die Wahrscheinlichkeit dafir ist
allerdings gering. Die Moglichkeit der Akzeptanz von Zustanden mit hoherer Energie ist der
Motivationsfaktor fir die Ubertragung auf Optimierungsprobleme. Klassische Optimierungs-
techniken dagegen akzeptieren nur Verbesserungen, wodurch sie leicht in lokalen Minima

stecken bleiben.

Bei dem Verfahren wird der Metropolis Algorithmus (Metropolis et al., 1953) fiir eine Folge
von fallenden Temperaturwerten wiederholt angewendet. Der Metropolis Algorithmus gibt
an, ob eine neue Losung akzeptiert wird. Eine bessere Losung wird auf jeden Fall akzeptiert,
eine schlechtere Losung nur bei einer temperaturabhdngigen Wahrscheinlichkeit. Die nach-
folgende Formel beschreibt dies. Sie basiert im Wesentlichen auf der Boltzmann-Verteilung,

es wird zur Vereinfachung nur die Boltzmann-Konstante weggelassen.

-AC

P(AC)=e %

Formel 3: Metropolis-Algorithmus (Metropolis et al., 1953)

Bei Beginn ist die Temperatur sehr hoch, wodurch der Prozess eher einer Zufallssuche dh-
nelt. Mit abnehmender Temperatur wird die Wahrscheinlichkeit immer geringer, dass
schlechtere Losungen akzeptiert werden. Die Erzeugung einer neuen Konfiguration erfolgt
meist durch lokale Nachbarschaftssuche. Die Initialtemperatur und der Abkiihlfaktor sind die

entscheidenden Parameter des Simulated Annealings.

Das Verfahren kann anschaulich an einem vereinfachten Beispiel mit zwei Parametern (X, y)

erlautert werden. Die Zielfunktion entspricht einer Ebene bzw. Gebirgslandschaft. Wird eine
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Kugel auf dieses Gebirge fallen gelassen, so rollt sie in das nachste lokale Tal. Die Kugel ist
allerdings StoRen ausgesetzt, die zu Beginn sehr stark sind und mit der Zeit schwacher wer-
den. Die Kugel wird dadurch aus kleineren Talern hinausbewegt, um somit nach und nach

das globale Minimum zu finden (Wendt, 1995,S. 117).

Axial Iteration

Die Axial Iteration wird in der Literatur auch als GauR-Seidel-Strategie oder achsenparallele
Suche bezeichnet. Sie ist ein klassisches Hill-Climbing-Verfahren, welches wie ein blinder
Bergsteiger den steilsten Anstieg in seiner Umgebung auswahlt und diesen besteigt. Ausge-
hend von einem Startpunkt wird in positiver und negativer Richtung jeder Koordinatenachse
ein Punkt gesucht, der eine Verbesserung darstellt. Es wird so lange in diese Richtung gelau-
fen, bis eine Verschlechterung eintritt. Das Verfahren konvergiert daher sehr schnell, ist aber
auch nicht in der Lage, ein lokales Optimum wieder zu verlassen. Der Startpunkt spielt daher
eine wichtige Rolle bei diesem Verfahren (Schneider, 2001, S. 20 f.; Schwefel, 1977,

S. 50 ff.).

Simplex-Strategie

Die Simplex-Strategie basiert auf der Idee, eine geometrische Figur als Startpunkt zu ver-
wenden. Die Figur besitz n+1 Ecken, wobei n die Anzahl der Variablen darstellt. Das Verfah-
ren, welches keine Ahnlichkeit mit der namensihnlichen Simplex-Strategie hat, versucht
daraufhin durch Spiegelung des bisher schlechtesten Punktes an dem Mittelpunkt der
verbleibenden Ecken eine Verbesserung zu erzielen. Ist der neu entstandene Punkt der
Schlechteste, wird die zweitschlechteste Ecke ausgewadhlt. Dieses Verfahren eignet sich be-
sonders fiir relativ wenige Variablen. Bei einer gréoReren Anzahl kann es zu Uberspringen von

Optima kommen (Schneider, 2001, S. 29 f.; Schwefel, 1977, S. 68 ff.).
3.4.3 Verfahren der kiinstlichen Intelligenz

Bei den Verfahren der Kiinstlichen Intelligenz wird versucht, das menschliche Entscheidungs-
verhalten zu simulieren. Diese Verfahren befinden sich aber zurzeit hauptsachlich noch im
Forschungsstadium (Evers, 2002, S. 25 f.). Zu nennen sind in diesem Bereich vor allem A-

gentensysteme (Corsten, Gossinger, 1997; Evers, 2002, S. 35; Frackenpohl, 2002, S. 53;
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Zelewski, 1993, S.6 ff.) und Neuronale Netze (Hopfield, 1982; Corsten, May, 1995;

Schneider, 1993, S. 20; Evers, 2002, S. 36 f., Heuer, 1997).
3.5 Umweltorientierung in PPS-Systemen

Aufbauend auf der Umweltorientierung in verschiedenen Betrieben (z. B. Betriebs— und Pro-
duktlebenszyklusbilanzen, Umweltzertifikate) haben sich auch neue Anforderungen an PPS-
Systeme entwickelt. Es wird daher gefordert, dass die PPS-Systeme Umweltinformationen,
wie detaillierte Stoff- und Energiestrome, bereitstellen kénnen. Bestehende PPS-Systeme
kénnen dies aber nicht leisten. Es sind daher in dem Projekt OPUS (Organisationsmodelle
und Informationssysteme fiir einen produktionsintegrierten Umweltschutz) Anforderungen
an ein umweltorientiertes PPS-System entwickelt worden. Ein Resultat ist, dass die interne
Datenmodellierung der PPS-Systeme mit Stlicklisten und Arbeitspldanen nicht ausreichend ist.
Es missen flexiblere und vollstindigere Strukturen eingesetzt werden, die Produkte, Prozes-

se und komplexe Netze abbilden kénnen (Steinaecker, 1999).

Es wird davon ausgegangen, dass ein produktionsintegrierter Umweltschutz nicht nur durch
den Einsatz von umwelt- und ressourcenschonenden Produktionstechnologien (Stoffe, Ferti-
gungsverfahren, Arbeitsmethoden) erfolgen kann, sondern auch die inner- und liberbetrieb-
liche Auftragsabwicklung viele Moglichkeiten besitzt, die Belastung der Umwelt zu verrin-
gern. Die Umweltbelastung wird demnach auch durch die raumliche und zeitliche Anordnung
der Arbeitsprozesse beeinflusst (Aghte, Rey, 1998; Schreiner, 1996, S. 134; Bullinger, 1997,
S. 142 ff.). Es bestehen beispielsweise Optimierungsmaoglichkeiten hinsichtlich des zeitlichen
Abgleichs von Reststoffanfall und -bedarf oder des verwendeten Ausgangsmaterials
(Schmiedeteile statt Stangenmaterial) abhdngig von der LosgroRe (Bullinger, 1997, S. 63;

Aghte, Rey, 1998).
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4 Materialflusssimulation

4.1 Definition

Zur Analyse von dynamischen Aufgabenstellungen hat sich in den letzten Jahren die Simula-
tion bewadhrt (Kuhn, Reinhardt, Wiendahl, 1993, S. 1). Allgemein wird in der Informatik dar-
unter ,die Nachbildung von Vorgangen auf einer Rechenanlage auf der Basis von Modellen®
(Engesser, Claus, Schwill, 1993, S. 648) verstanden. Ubertragen auf die Materialflusssimula-

tion wird Simulation in der VDI Richtlinie 3633 wie folgt definiert:

,Simulation ist das Nachbilden eines Systems mit seinen dynamischen Prozessen in ei-
nem experimentierfihigen Modell, um zu Erkenntnissen zu gelangen, die auf die Wirk-

lichkeit Gbertragbar sind“ (VDI 3633, 2000, S. 2).

Die grundsatzliche Vorgehensweise kann Abbildung 13 entnommen werden.

reales Modellierung Simulations-
System Abstraktion modell
N 3)
< > c
= ()
| E
| 5
o
| S
| i
—_—
Eplgerungen Ubertragung Formale
fur das reale : !
Interpretation Ergebnisse
System

Abbildung 13: Vorgehensweise bei der Simulation (ASIM, 1987, S. 2)

Im Rahmen der obigen Definition stellt ein System eine gegeniiber seiner Umwelt abge-
grenzte Anordnung von Komponenten dar, die in Relation zueinanderstehen und durch Re-
geln und Attribute charakterisiert werden (VDI 3633, 2000, S. 3; DIN 19226). Ein Modell ist

dadurch charakterisiert, dass es ein geplantes oder real existierendes System samt seiner
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Prozesse vereinfacht nachbildet und dabei ein anderes Begriffs— oder Gegenstandssystem
verwendet (VDI 3633, 2000, S. 3). Die vorhandenen Prozesse sind die in dem System vor-
handenen Vorgdnge, welche Materie, Energie oder Informationen verandern, transportieren

oder speichern (DIN 19226).

Die Nachbildung eines Systems in einem Modell wird beeinflusst durch die rationale Wahr-
nehmung des Simulationsexperten, welche durch dessen Erfahrung und Wissen gepragt ist.
Die Zusammenhange bei diesem Prozess kénnen durch die in Abbildung 14 dargestellte Ob-
jekt-Subjekt-Modell-Relation veranschaulicht werden. Ausgehend von dem betrachteten
System (Objekt) entsteht im Kopf des Simulationsexperten (Subjekt) ein gedankliches Modell.
Das Gedankenmodell wird dann in einem Softwarewerkzeug (Modell) abgebildet, an dem
daraufhin die Experimente durchgefiihrt werden. Wird dieses Modell auch zur Steuerung des
realen Systems verwendet, schlieft sich der Kreis der OSM-Relation (Schneider, 2001,

S. 36 f,; VDI 3633, 2000, S. 5 f.).

Objekt (Original) Subjekt (Mensch)

Rationale Wahmehmung

Sinneswahrnehmung

> | Wissen ‘

| gedankliches Modell |

‘_ symbolisches Modell

Handeln technische Elgs-chreibung
Layoutzeichnung

Prozel-Cutput Sinneswahrnehmung

Modell (Werkzeug)

Prozeft-Input Umsetzen

Simulations-
modell

!

Realzeit-
programm

Abbildung 14: Objekt-Subjekt-Modell-Relation (Reinhardt, 1988, S. 16)
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Die Simulation kommt besonders dann zum Einsatz, wenn (Kuhn, Reinhardt, Wiendahl, 1993,

S. 2; Mattern, Mehl, 1989; Wenzel, 1998, S. 1 f.):

e keine vergleichbaren Anwendungen vorhanden sind bzw. neue Gebiete erforscht werden,;

e aufgrund der Komplexitat analytische bzw. mathematische Methoden nicht mehr ein-

setzbar sind;

e Experimente am realen System zu kostenintensiv, zu gefdhrlich, zu aufwendig, zu lang-

sam oder zu schnell sind;

e ein reales System noch nicht existiert.

Typische Zielrichtungen bei einer simulationsgestiitzten Untersuchung sind (Kuhn, Rein-
hardt, Wiendahl, 1993, S. 2; Wenzel, 1998, S. 1 f.; Mattern, Mehl, 1989; VDI 3633, 2000,

S. 1; Page et al., 1988, S. 2):

e Optimierung bzw. Verbesserung des Systemverhaltens
e Entscheidungshilfe beim Systementwurf

e Uberpriifung von Theorien

e Validierung eines geplanten Systems

e Veranschaulichung komplexer Sachverhalte zur Verbesserung des Systemverstindnisses

Der Einsatz der Simulation ist aber auch mit Nachteilen verbunden (Mattern, Mehl, 1989;

Neelamkavil, 1987, S. 12 f.):

e Der Genauigkeitsgrad der Simulationsergebnisse mit der Realitdt ist nur schwer abzu-

schatzen.

e Simulationen sind teilweise sehr rechenzeitaufwendig.

e Ergebnisse kdnnen leicht fehlinterpretiert werden.

e Es kdnnen Ungenauigkeiten bei den Simulationsergebnissen entstehen, da keine exakte
Abbildung der Realitat erfolgt, sondern nur eine Abstraktion.

4.2 Einsatzgebiete

Simulation wird in vielen Bereichen der Technik, Natur- und Wirtschaftswissenschaften ein-

gesetzt (Mattern, Mehl, 1989). Innerhalb des Bereiches der Produktion und Logistik wird sie
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vor allem zur Leistungsbemessung und als Funktionsnachweis verwendet, dabei findet ein
durchgéangiger Einsatz wahrend Planung, Realisierung und Betrieb statt (Wenzel, 1998, S. 2;
VDI 3633, 2000, S. 2). Vorreiter bei der Entwicklung und dem Einsatz der Simulationstechnik
in Produktion und Logistik war vor allem die Automobilindustrie (Bayer, Collisi, Wenzel,

2002, S. 1).

Logistik
Materialfluss
Produktion

Taktische Planung

Abbildung 15: Anwendungsfelder der Simulation

In der Simulation wird ebenfalls von der strategischen, taktischen und operativen Ebene ge-
sprochen (Abbildung 15), in der die Simulation eingesetzt wird. Auf der strategischen Ebene
werden grundlegende und langfristige Entscheidungen, wie z. B. Standorte, Strukturen, Ka-
pazitaten getroffen. Die taktische Planung ist eher mittelfristig ausgelegt. Hier werden kon-
kretere Entscheidungen gefallt, wie z. B. Auswahl von Férdertechnik, Schichtmodellen. In der
operativen Planung erfolgt eine Beachtung kurzfristiger Ereignisse des Betriebs, wie z. B.
Auftragsmix, Stérungen. Die einzelnen Ebenen gehen ineinander iber und die Simulations-
studien sind meist nicht auf eine Ebene beschriankt (Kuhn, Reinhardt, Wiendahl, 1993,
S. 7 f.). Weiterhin unterscheiden sich auch die eingesetzten Simulationssysteme bzw. der
Detaillierungsgrad in Abhdngigkeit von der jeweiligen Aufgabenstellung (Bley, Braun, Wuttke,

1999; Pensky, 2004, S. 3).
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Im Hinblick auf die Produktionssteuerung eignet sich die Simulation als Hilfsmittel in allen
drei Ebenen. In der strategischen Ebene werden grundlegende Fragestellungen untersucht
(Kuhn, Reinhardt, Wiendahl, 1993, S. 9 ff.):

e Auswabhl eines Steuerungsverfahrens

e Detaillierungsgrad der Abbildung der Produktionsstruktur im PPS-System

e Grundlegende Regeln fiir die Werkstattsteuerung

Die taktische Ebene beschiftigt sich mit konkreteren Fragen der Erprobung und dem Test
von Steuerungssoftware (Kuhn, Reinhardt, Wiendahl, 1993, S. 19 f.):

e Einsatz einer bestimmten Auftrags- bzw. Arbeitsvorgangsterminierung

e Einsatz eines bestimmten Auftragsfreigabeverfahrens

e Einsatz einer bestimmten Prioritatsregel

e Variation von Parametern der Fertigungssteuerung

Auf der operativen Ebene werden konkrete Dispositionsalternativen auf Basis der aktuellen
Maschinenbelegung und Auftragssituation untersucht. Hierbei ist die Simulation hauptsdach-
lich als Entscheidungsunterstiitzung zu verstehen. Zweck ist es, die Zielereichung in der Pro-
duktion zu erhohen (VDI 3633, 2000, S. 5; Friederich, 1998, S. 53). In diesem Zusammen-
hang existieren unterschiedliche Ansédtze, die von der Auswahl von Entscheidungsregeln bis
hin zu simulationsbasierten Trainingssystemen reichen. Ein Uberblick ist beispielsweise bei
Friederich (Friederich, 1998, S. 54 ff.) zu finden. Grundsatzlich wird dabei tUber eine Riick-

kopplung der Ergebnisse der Simulation auf eine Verbesserung der Fertigungssteuerung ab-

gezielt (Zell, 1992, S. 187).
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Abbildung 16: Simulation als Instrument zur Unterstiitzung der Fertigungssteuerung (an-

gelehnt an Zell, 1992, S. 39; Friederich, 1998, S. 59)

Im Rahmen dieser Arbeit wird die Simulation in der Konzeptphase eingesetzt, wodurch die
Entwicklung und der Vergleich unterschiedlicher Steuerstrategien in Bezug auf die jeweiligen
ZielgroRen mithilfe der Simulation untersucht werden kénnen (Kuhn, Reinhardt, Wiendahl,

1993, S. 218).
4.3 Methode und Konzept

Bei der Modellierung wird ausgehend von dem realen oder geplanten System zundchst aus
einem Gedankenmodell ein symbolisches Modell erzeugt, welches daraufhin in ein Soft-
waremodell transformiert wird (VDI 3633, 2000, S. 14 f.). Das Modell besitzt dabei folgende
Eigenschaften (VDI 3633, 2000, S. 14; Wenzel, 1998, S. 33): Experimentierbar (Experimen-
tierfahigkeit), Dynamisch (Zeitverhalten), Symbolisch (Beschreibungsmittel), Digital (Be-
schreibungsart), Deterministisch oder Stochastisch (Zufallsverhalten), Kontinuierlich oder

Diskret (Simulationsmethode).

In einem Simulationsmodell wird die Zeit des realen Systems uber die Simulationszeit abge-
bildet. Mit Voranschreiten der Zeit wird der Zustand des Modells verdndert. Es existieren

unterschiedliche Methoden zur Abbildung der Zeit. Es sind Simulationswerkzeuge vorhan-
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den, welche die Abbildung der Simulationszeit, die Zustandsanderungen im Modell sowie
den Aufbau und die Verwaltung des Modells unterstiitzen (Wenzel, 1998, S. 34). Nach Wen-

zel (Wenzel, 1998, S. 34) werden die Simulationsmodelle tber:
1. Simulationsmethode und
2. Modellierungskonzept oder auch Strukturkonzept

charakterisiert. Die Simulationsmethode legt dabei das Zeitverhalten fest (Mattern, Mehl,
1989) und das Modellierungskonzept definiert das Regelwerk zur Strukturierung und Model-

lierung (Wenzel, 1998, S. 34 f.).

Grundsatzlich besteht die Moglichkeit, eine kontinuierliche oder eine diskrete Simulations-
methode zu verwenden. Die kontinuierliche Simulation verwendet gekoppelte Differential-
gleichungen zur Beschreibung der Zeit und der Zustandsvariablen. Die diskrete Simulation
dagegen diskretisiert die Zeitachse und Ereignisse filhren zu Zustandsanderungen (Wenzel,
1998, S. 36; Mattern, Mehl, 1989). Nachfolgend ist eine Klassifizierung der Simulationsme-

thoden dargestellt (Abbildung 17).

zeitgesteuert
( kon(tqiﬁiisei;lich J (ereignisgesteuert) (aktivitétsorientiert) (prozef&orientiert)( tra;ris:rl](ttii;r:s- J

Abbildung 17: Klassifikation der Simulationsmethoden (Mattern, Mehl, 1989, S. 200)

Fur die Materialflusssimulation hat sich die diskrete ereignisorientierte Simulation etabliert
(Bley, Braun, Wuttke, 1999), weshalb hier verstarkt auf diese Simulationsmethode eingegan-
gen wird. Bei dieser Simulationsmethode finden die Zustandsdanderungen sprunghaft zu dis-
kreten Zeitpunkten statt, welche durch Ereignisse ausgeldst werden, die keine Simulations-

zeit verbrauchen (Mattern, Mehl, 1989).
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Ein Ereignis (event) wird wie folgt definiert: ,an event is defined as an instantaneous occur-

ence that may change the state of the system” (Law, Kelton, 1991, S. 6).

Zudem werden die Begriffe Prozesse (process) und Aktivitidten (activities) verwendet (Wenzel,
1998, S. 37). Weitere Aspekte sind bei Fishman (Fishman, 1973), Hooper (Hooper, 1986;
Hooper, Reilly, 1982), Kreutzer (Kreutzer, 1986), Kriiger (Kriiger, 1975) und Wenzel (Wenzel,
1998) zu finden.

Bei der diskreten ereignisorientierten Simulation muss nach Auftreten eines Ereignisses fest-
stehen, welches Ereignis als Nachstes eintreten soll. Haufig stehen aber bereits mehrere Fol-
geereignisse fest (Mattern, Mehl, 1989). In der nachfolgenden Abbildung ist der Ablauf bei-

spielhaft dargestellt.

(ST) €4 e €3
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-— N ™ T < To) © ~ Simulationszeit

Abbildung 18: Beispielhafte Darstellung des Ablaufs der ereignisorientierten diskreten

Simulation (Mattern, Mehl, 1989, S. 201)

Zum aktuellen Zeitpunkt haben bereits die grau dargestellten Ereignisse stattgefunden. Die-
se Ereignisse haben zur Einplanung der schwarz hinterlegten Ereignisse gefiihrt. Durch diese
Ereignisse kdnnen weitere, zum aktuellen Zeitpunkt noch unbekannte Ereignisse (weiB) hin-
zugefligt werden. Beim Eintreten eines Ereignisses wird die diesem Ereignis zugehorige Rou-
tine innerhalb des Prozesses aufgerufen, die zu einer Zustandsdanderung und der Einplanung
weiterer Ereignisse flhren kann. Die Simulationszeit wird immer auf die Eintrittszeit des
ndachsten eingeplanten Ereignisses gesetzt, wodurch ereignislose Zeitrdume Ubersprungen
werden. Die eingeplanten Ereignisse werden in einem Simulationssystem Ublicherweise in
einer Ereignisliste (Ereigniskalender) verwaltet. Diese Ereignisliste ist meist nach der Ein-
trittszeit sortiert (Mattern, Mehl, 1989). Nachfolgend ist beispielhaft eine Ereignisliste darge-

stellt (Abbildung 19).
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Abbildung 19: Beispiel einer Ereignisliste (Mattern, Mehl, 1989, S. 202)

Neben den unterschiedlichen Simulationsmethoden basieren die Modelle wie schon ange-

sprochen auch auf verschiedenen Modellierungskonzepten (Abbildung 20).
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Abbildung 20: Uberblick Modellierungskonzepte (Wenzel, 1998, S. 38)

In dieser Arbeit wird nur auf die in der Materialflusssimulation haufig anzutreffenden appli-
kationsorientierten Konzepte eingegangen. Zu den anderen Konzepten sei auf Wenzel

(Wenzel, 1998, S. 39 ff.) verwiesen.

Bei den applikationsorientierten Konzepten sind vor allem die Bausteinkonzepte zu nennen.
Bausteinorientierte Simulatoren besitzen auf ein bestimmtes Anwendungsfeld beschrankte
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vordefinierte Elemente. Diese Elemente reprasentieren meist reale Systemkomponenten mit
ihrer jeweiligen Funktionalitdt (Bley, Braun, Wuttke, 1999; Wenzel, 1998, S. 42). Neben der
ablauforientierten bzw. funktionsorientierten Sichtweise (Fertigen, Montieren, Prifen) hat
sich vor allem die aufbauorientierte bzw. topologische Sichtweise (Forderstrecke, Lager, Ma-
schine) etabliert (Wenzel, 1998, S. 42). Eine Unterscheidung der Bausteine kann in nachste-

hende Gruppen erfolgen (Bley, Braun, Wuttke, 1999):

e Bewegte Elemente: Produkte, Transporthilfsmittel,
e Stationdre Elemente: Arbeitsstationen, Puffer, Aufzige,

e Organisatorische Elemente: Pausen, Stérungen, Arbeitsplane.

Hierdurch ist der Modellierungsprozess einfacher und wirtschaftlicher (Bley, Braun, Wuttke,

1999).
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5 Thermische Gebaudesimulation

5.1 Definition

Gerade in den letzten Jahren wird die thermische Gebdudesimulation verstarkt eingesetzt,
um das thermische und energetische Verhalten von Gebauden und Anlagen genauer zu be-
rechnen. Wahrend in den 60er und 70er Jahren die Planung von heiz- und raumlufttechni-
schen Anlagen nur das Ziel eines moglichst hohen Komforts hatte und somit zu tberdimen-
sionierten Anlagen mit hohem Energieverbrauch fiihrte, hat der Kostendruck zu einem
Umdenken hinsichtlich genauerer Dimensionierung und geringerem Energieverbrauch ge-
flhrt. Diese Anforderungen und die vorhandenen Wechselwirkungen zwischen den einzelnen
technischen Anlagen und dem Gebdude verlangen eine Gebdude- und Anlagensimulation

(VDI 6020, 2001, S. 2).

Nach der VDI Richtlinie 6020 wird zwischen der Thermisch-energetische Gebaudesimulation

(TEG) und der Thermisch-energetische Anlagensimulation (TEA) unterschieden.

,unter einer thermisch-energetischen Gebadudesimulation [...] wird die stundenweise
Berechnung der Raumreaktion (Last oder Temperatur) unter Beriicksichtigung aller Ein-
flisse (Aktionen) wie AulRenklima, Innenlasten, Verkehrs- und Betriebszeiten etc. ver-
standen. In der Regel ist eine solche Simulation mit den Wetterdaten eines Testrefe-

renzjahres (TRY) durchzufiihren® (VDI 6020, 2001, S. 5).

Hierbei ist eine stundenweise Berechnung nicht zwangslaufig vorgegeben. Je nach Anwen-

dungsfall kénnen auch kleinere bzw. groRere Zeitschrittweiten sinnvoll sein.

Die thermisch-energetische Anlagensimulation beschaftigt sich mit dem Verhalten der heiz-
oder raumlufttechnischen Anlage aufgrund der durchgefiihrten Gebadudesimulation (VDI

6020, 2001, S. 5) und ist nicht Bestandteil dieser Arbeit.

Bei der thermischen Gebaudesimulation sind statische und dynamische Verfahren zu unter-
scheiden (Gummerer et al., 2000a, S. 1; Knabe et al., 1999, S. 2). Wahrend statische Pro-
gramme Energiebilanzen mit Hilfe von Faktoren bzw. Kennzahlen erstellen, verwenden dy-
namische Programme mathematische und physikalische Modelle. Statische Programme sind

weit verbreitet, kdnnen aber nur zur Beantwortung einfacher Aufgabenstellungen verwendet
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werden. Die dynamischen Programme dagegen kénnen auch fiir komplexe Systeme einge-
setzt werden (Gummerer et al., 2000a, S. 1). Obwohl die Programme zwar bereits groRteilig
in den 70er Jahren entwickelt wurden, werden sie erst vereinzelt eingesetzt (Knabe et al.,

1999, S. 1 f).

Besonders ist bei der thermischen Gebdudesimulation zu beachten, dass das Nutzerprofil
eine unbekannte GroRe der Berechnung darstellt. In der Simulation wird von Standard-
Nutzern ausgegangen, wodurch die Ergebnisse um bis zu 100 % abweichen kénnen. Das
Fehlerpotenzial durch die Abschdatzung des Nutzerverhaltens ist somit groRer als durch die

programmspezifischen Losungsansdtze (Gummerer et al., 2000b, S. 56).
5.2 Einsatzgebiete

,Das Anwendungsspektrum reicht vom Einfamilienhaus bis zum reprasentativen Biiro-
gebdude mit Glasfassade und Atrium. Mit der Simulation kénnen verschiedenste As-
pekte mit dem Ziel der energetischen Optimierung untersucht werden - von der einfa-
chen Lastberechnung fiir Heizung, Liftung und Kihlung Uber spezielle
Untersuchungen wie z. B. der sommerlichen Erwdrmung bis hin zu Lebenszyklusanaly-
sen baulich und technisch komplexer Gebdude. Zudem bietet sich die heutige Simula-
tionstechnik zunehmend als Instrument und Planungsumgebung fiir das kooperative,

integrale Planen an“ (Knabe et al., 1999, S. 1).

Die thermische Gebdudesimulation kann beispielsweise fiir folgende Aufgaben eingesetzt

werden (Gummerer et al., 2000b, S. 1; Knabe et al., 1999, S. 2):

e Berechnung von Raumklima und Energieverbrauch,
e Ermittlung solarer Energiegewinne bzw. sommerlicher Erwdrmung,
e Planung, Beurteilung und Optimierung von Gebaudetechnik,

e Planung, Beurteilung und Optimierung von architektonischen Entwiirfen hinsichtlich der

energetischen Auswirkungen,
e Entwurf, Optimierung und Test von Regelungs- und Gebdaudemanagementsystemen,

e Optimierung der Tageslichtversorgung und Ausleuchtung der Raumressourcen passend

zum Nutzungsprofil,
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e Einsatz im laufenden Betrieb zur Fehlererkennung und Fehlerdiagnose bzw. zur voraus-

schauenden Betriebsweise,

e Entwicklung neuer Anlagenkomponenten und (Regel-) Systeme.

Grundsatzlich ist bei dem Einsatz zu unterscheiden, welche Art von Gebadude untersucht

werden soll (Gummerer et al., 2000a, S. 2):

e Wohngebaude,
e Biirogebdude,

e Gebdude mit hallendhnlicher Struktur (z. B. Sport-, Veranstaltungszentren, Industriehal-

len).

Unter Berilicksichtigung der Wirtschaftlichkeit des Einsatzes der Gebdudesimulation wird
deutlich, dass es nicht sinnvoll ist, jedes Einfamilienhaus zu berechnen. Der Einsatz ist be-
sonders bei groReren Bauvorhaben sowie bei extremen oder vollkommen neuen architekto-

nischen Losungen berechtigt (Gummerer et al., 2000b, S. 3).

Die thermische Gebdudesimulation kann mit unterschiedlichem Detaillierungsgrad je nach
Aufbau des Simulators in allen Phasen von Entwurf und Planung eingesetzt werden (Knabe et

al., 1999, S. 1). Dies sind u. a. (Gummerer et al., 2000a, S. 20):

e Vorentwurf,

e Entwurf,

e Einreichung,

e Ausflihrungsplanung und

e Ausschreibungsunterlagen.

5.3 Methode

Die thermische Gebdudesimulation ist gepragt durch die hohe Komplexitdt des Systems ,Ge-
bdaude und Gebaudetechnik” in Verbindung mit den jeweiligen physikalischen Verfahren der
einzelnen Teilsysteme. Die mathematisch-physikalischen Modelle der Teilsysteme haben
sich groRtenteils bewahrt (Feist, 1994, S. 19). Nachfolgend sind die Teilmodelle aufgefiihrt,

die zu berechnen und zu verkniipfen sind (Feist, 1994, S. 21; VDI 6020, 2001, S. 10 ff.):
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e Instationdre Warmeleitung in der Raumumfassung (Fourier Gleichung)

e Stromung von Luft im Raum bzw. konvektiver Warmeulbergang an Oberflachen (Navier-

Stokes Gleichungen)
e Langwelliger Strahlungsaustausch (Plancksches Gesetz)
e Reflexion, Transmission und Absorption von Solarstrahlung
e Regelung der Heizung
e Wadrmequellen im Raum

¢ Infiltration und Ventilation

Die Randbedingungen und damit zeitlich unabhangigen GroéRen sind (Feist, 1994, S. 21; VDI

6020, 2001, S. 11):

e Beschreibung der Gebdudegeometrie (z. B. MaRe der Raume, Raumkopplungen)
e Beschreibung der bauphysikalischen Daten (z. B. Stoffdaten der Wande und Fenster)

e Klimadaten des jeweiligen Standortes (z. B. Umgebungstemperatur, solare Strahlung)

Die einzelnen Teilmodelle und deren Zusammenhange sind in Abbildung 21 veranschaulicht.
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Abbildung 21: Warmebilanz von Raum und Wand

Die Losung der oben genannten Grundgleichungen ist allerdings auch fiir ein einzelnes Teil-

system mit einem betrdchtlichen Aufwand verbunden, da die Grundgleichungen haufig selbst
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sehr komplex sind und besonders die Randbedingungen (z. B. Gebdudegeometrie) dazu fiih-
ren, dass eine analytische Losung nicht moglich ist. Schon hierbei ist eine numerische L6-
sung notwendig. Bei der Kopplung der einzelnen Grundgleichungen ist sogar eine numeri-
sche Losung nicht mehr mit vertretbarem Aufwand zu finden. Es miissen daher
Vereinfachungen in den Teilsystemen verwendet werden, um die Komplexitit und somit
auch den Aufwand zu reduzieren. Eine Abbildung des Gesamtsystems ist allerdings notwen-
dig. Es sollte vielmehr ein geringerer Detaillierungsgrad bei den einzelnen Teilsystemen rea-
lisiert werden, ohne die Wechselwirkungen untereinander zu vernachlassigen. Fiir Detailana-
lysen kann nach der Gesamtuntersuchung mit den berechneten Randbedingungen eine

Einzelkomponente ndher betrachtet werden (Feist, 1994, S. 19 ff.).

In diesem Zusammenhang kann von einer kontinuierlichen Simulation gesprochen werden,
bei der sich der Zustand des Modells stetig mit der Zeit verandert (Mattern, Mehl, 1989). Das
Gebdude wird als Menge gekoppelter Differentialgleichungen betrachtet, deren freie Variable
die Zeit ist (Mattern, Mehl, 1989; Gummerer et al., 2000b, S. 28). Die eingesetzten Verfahren
kénnen nach der Art und Weise der dynamisch instationdaren Berechnung unterteilt werden.

Etabliert haben sich vor allem folgende Verfahren (Gummerer et al., 2000b, S. 59 ff.):

e Finite-Elemente-Verfahren (FEM)
Das Verfahren wurde im Bereich der Festkdrpermechanik entwickelt. Das Integrationsge-
biet wird dabei in sich nicht tiberschneidende geometrisch gleiche Elemente unterteilt.
Das Gesamtsystem wird als Netz und alle Eckpunkte als Knoten bezeichnet. Die Berech-
nung erfolgt Giber Ansatzfunktionen der finiten Elemente unter Beriicksichtigung der

Wechselwirkungen. Daraufhin findet eine numerische Integration statt.

e Finite-Differenzen-Verfahren
Es wird wie bei dem FEM eine Diskretisierung durchgefiihrt. Daraufhin werden allerdings
die Differentialgleichungen direkt in die Gitterpunkte eingesetzt. In festen Zeitintervallen
findet daraufhin eine Reihentwicklung statt, die nach dem n-ten Glied abgebrochen wird.

Die verbleibende Gleichung stellt nun die Entwicklung zwischen zwei Zeitpunkten dar.

e Finite-Volumen-Verfahren

Auch hier findet zundchst eine Diskretisierung statt. Die Elemente entsprechen aber klei-
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nen Volumeneinheiten. Es werden allerdings keine Differenzen, sondern Erhaltungsglei-

chungen verwendet.

e Harmonische Verfahren
Die Grundlage fiir dieses Verfahren bilden Zustandsanderungen mit periodischer Wieder-
kehr, wobei von einem eingeschwungenen Zustand ausgegangen wird. Die einzelnen
Eingangskomponenten werden in sogenannte Fourier Komponenten zerlegt, liber die
mithilfe einer Transferfunktion das Verhalten dargestellt werden kann. Nicht lineare Pro-

zesse sind mit diesem Verfahren nicht abzubilden.

e Response Verfahren
Bei diesem Verfahren werden die zeitlich abhdngigen GréRen lber eine Serie aufeinan-

derfolgender Impulse dargestellt.

Hauptsachlich haben sich bei den Softwaresystemen Finite-Differenzen-Verfahren und Res-
ponse-Verfahren etabliert (Gummerer et al., 2000b, S. 28). Nachfolgend werden die wich-

tigsten physikalischen Grundlagen fiir die oben aufgefiihrten Teilmodelle erldutert.

Instationdare Warmeleitung in der Raumumfassung

Das zeitliche Verhalten des Temperaturfeldes T (x, y, z, t) in der Raumumfassung wird durch

die Fouriersche Differentialgleichung beschrieben.

pc%——q =div(Agrad T)

Formel 4: Fouriersche Warmeleitungsgleichung (Feist, 1994, S. 86)

Nur in Ausnahmefallen ist die obige Gleichung analytisch |6sbar, es werden daher haufig
numerische Verfahren verwendet. Allerdings erfordert auch eine numerische Losung fiir ein
ganzes Gebdude aufgrund der nétigen raumlichen und zeitlichen Diskretisierung einen sehr
hohen Rechenaufwand und erscheint daher wenig sinnvoll. Das Gebadude wird zu diesem
Zweck in Bauteile zerlegt, die als Wand bezeichnet werden, unabhingig davon, ob es sich um
eine Wand, ein Dachbauteil, einen Boden oder ein Fenster handelt. Zudem wird davon ausge-

gangen, dass der Aufbau tangential zur Hillle homogen ist und die Eigenschaften sich nur
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normal zur Hiille &ndern. Somit lasst sich die Warmeleitung als eindimensionale dynamische

Aufgabe behandeln (Feist, 1994, S. 86 ff.).

oT 0 ( 8TJ
pC—=—|-1—
ot OX OX

Formel 5: Eindimensionale, dynamische Warmeleitungsgleichung (Feist, 1994, S. 131)

Der Aufwand zur Lésung dieser Formel ist numerisch leicht beherrschbar. Allerdings kann an
den Anschliissen zwischen den Bauteilen (Warmebriicken) die Approximation sehr schlecht
werden, wodurch an diesen Stellen die Lésung der mehrdimensionalen Warmeleitungsglei-

chung notwendig ist (Feist, 1994, S. 88).

Konvektiver Warmeliibergang an Oberflachen

Der Warmestrom des konvektiven Warmeiibergangs wird nach dem Newtonschen Warme-

Ubergangsgesetz wie folgt berechnet.
Q =y (Tw -T. )A
Formel 6: Konvektiver Warmeiibergang (Glick, 1997, S. 55; VDI 6020, 2001, S. 12)

Bei der Berechnung des Warmeiibergangskoeffizienten ist zu unterscheiden, ob der Warme-
Ubergang im Raum oder an den AuRenwanden untersucht wird. Im Raum kann grundsatzlich
von freier Konvektion ausgegangen werden, wahrend an den AuRenwanden weitere Faktoren
(z. B. Windgeschwindigkeit, Windrichtung, Beschaffenheit und Lage der Oberflache, Feuch-
tigkeit) den Warmelbergang beeinflussen und somit auch teilweise eine erzwungene Kon-
vektion vorliegt. Die Bestimmung ist daher deutlich erschwert (Feist, 1994, S. 279; Gluck,

1997, S. 54 f)).

Theoretische Untersuchungen zur Berechnung des konvektiven Warmelibergangskoeffizien-
ten basieren auf den Gleichungen von Navier-Stokes. Aufgrund des hohen Rechenaufwandes
werden aber hiufig Ansitze aus der Ahnlichkeitstheorie verwendet, deren Basis experimen-
telle Untersuchungen sind. Als Ahnlichkeitszahlen werden in diesem Zusammenhang die
Nusselt-Zahl, die Rayleigh-Zahl, die Grashof-Zahl und die Prandtl-Zahl verwendet (Feist,

1994, S. 158 f.; Gluck, 1997, S. 57 ff.).
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Langwelliger Strahlungsaustausch

Ein warmer Korper gibt abhdngig von seiner Temperatur sowie der GréRe und Beschaffenheit
seiner Oberflache elektromagnetische Strahlung ab. Dieser Energiestrom wird von einem
Korper mit anderer Temperatur teilweise absorbiert. Die physikalische Grundlage hierfir ist
das Plancksche Gesetz. Bei Auftreffen einer Strahlung auf einen Korper findet eine Reflexion,
Transmission und Absorption statt. Der Energieinhalt wachst dabei mit der vierten Potenz
der Temperatur (Gummerer et al., 2000b, S. 23 f.). Bei den AuRenoberflachen der Gebaude-
hiille findet ein Strahlungsaustausch mit den Flachen der Umgebung und dem Himmel statt

(Feist, 1994, S. 288).

Reflexion, Transmission und Absorption von Solarstrahlung

Neben der langwelligen Strahlung findet zudem auch ein kurzwelliger Strahlungsaustausch

(Solarstrahlung) statt. Hierbei sind zu unterscheiden (VDI 6020, 2001, S. 16):
e Strahlungsaustausch an auRenliegenden Bauteilen,
e Strahlungsaustausch durch transparente Bauteile,

e Strahlungsaustausch mit innenliegenden nichttransparenten Bauteilen.

Der Wert der absorbierten Solarstrahlung bzw. des Strahlungsdurchgangs hangt von der O-
berflaichenbeschaffenheit des Bauteils sowie dem direkten und diffusen Strahlungsanteil ab

(VDI 6020, 2001, S. 16).

Regelung der Heizung

Bei der Ermittlung des Heizwarmebedarfs bzw. der Temperatur wird von einer idealen Hei-
zung ausgegangen. Diese ideale Heizung wird durch eine ideal geregelte Warmluftheizung

mit folgenden Eigenschaften reprasentiert (Feist, 1994, S. 304):

RegelgroRe ist die Raumlufttemperatur.
e StellgroRe ist die Warmezufuhr unmittelbar an die Raumluft.
e Die Regelung ist absolut tragheitslos.

e Die Regelung stellt zu jedem Zeitpunkt exakt die vorgegebene Solltemperatur ein (ideale

Regelung).
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Es entstehen hierdurch einige, teilweise bedeutende Unterschiede zur Realitdt (Feist, 1994,

S. 305):

e Die Heizwdrme wird meist nicht ausschlieRlich der Raumluft zugefiihrt, sondern es exis-

tieren auch Strahlungsanteile.
e Die Warmezufuhr ist nicht tragheitslos (z. B. durch Warmekapazitat des Heizkorpers).

e Die Regelung arbeitet nicht ideal (Hysterese, Zweipunktregelung).

Warmegquellen im Raum

In Gebduden mit geringem Heizenergiebedarf stellen die internen Warmequellen einen ent-
scheidenden Warmbeitrag dar. Bei Industriegebduden ist die Warmeabgabe von Maschinen
und Anlagen nicht unerheblich. Es miissen daher die Quantitat, der zeitliche Anfall und der
Ort dieser Quellen genau bestimmt werden. Zudem muss auch die Art der Warmeabgabe
(Konvektion und Strahlung) bestimmt werden. Hierin liegt ein hoher Aufwand, da je nach

Objekt dies sehr unterschiedlich sein kann (Feist, 1994, S. 298).

Infiltration und Ventilation

Durch die Offnungen in dem Gebdude bzw. durch das Liiftungssystem findet ein Luftaus-
tausch mit der AuRenluft statt. Da ein Temperaturunterschied zwischen Innen- und Aulen-

luft existiert, ist damit auch ein Energiestrom verbunden (Feist, 1994, S. 239).

Dieser Energiestrom kann wie folgt berechnet werden:
Q = n"]C(Tzu _Ti)

Formel 7: Liftungswarmeverlust (VDI 6020, 2001, S. 12)
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6  Stoff- und Energiefluss von Maschinen

6.1 Okobilanzierung / Ganzheitliche Bilanzierung

In den letzten Jahrzehnten haben sich die Umweltbelastungen und der steigende Rohstoff-
verbrauch zu einer bedeutenden Aufgabe der Gesellschaft entwickelt. Es wurde klar, dass
Okonomie und Okologie nicht mehr losgeldst voneinander betrachtet werden konnten, son-
dern ein nachhaltiges und zukunftvertragliches Wirtschaften sowie ein effizienter und spar-
samer Umgang mit Ressourcen erforderlich sind (Eyerer, 1996, S. 1; Eberle, 2000, S. 8). In
diesem Zusammenhang sind verschiedenste Methoden entwickelt worden, um eine systema-
tische Erfassung der Umweltrelevanz von Produkten und Prozessen zu ermdglichen. Mittler-
weile existiert eine internationale Standardisierung der Okobilanzierung. In Abbildung 22
sind die wichtigsten Entwicklungsschritte aufgefiihrt. Fiir eine ausfiihrlichere Beschreibung

sei auf Eyerer (Eyerer, 1996, S. 4 ff.) und Eberle (Eberle, 2000, S. 9 f.) verwiesen.

> ISO 14040 ff.

Q~\B$G =» NAGUS, Deutschland
$$\$ =>» SETAC, Standardisierungsmodell, USA-Europa
Q’\\)?* => HABERSATTER, Bewertungsmethodik, ETH Ziirich

=> EYERER, Ganzheitliche Bilanzierung, IKP Stuttgart

=>» OKOINSTITUT, Produktlinienanalyse, Freiburg

> BOUSTEAD, Bilanzmethodik, Software, Open University UK

=>» EMPA, Bilanzmethodik, St. Gallen

> BRAESS, Energiebilanzierung verschiedener Werkstoffe im Automobilbau, Porsche AG Stuttgart

COCHRAN, Energy Return Factors von Aluminium im Automobilbau, Alcoa Laboratories USA
HUNT, Ressourcen- und Umweltprofile, University of Kansas

MULLER-WENK, Okologische Buchhaltung, St. Gallen

SCHAFER, Energiebilanzierung, TU Miinchen

000

1973 1976 1978 1981 1985 1989 1990 1991 1992 1993 Zeit ———

Abbildung 22: Historische Entwicklung der Okobilanzierungsmethodik (angelehnt an

Eyerer, 1996, S. 4)

Eine Okobilanz ist nach ISO EN DIN 14040 definiert als ,Zusammenstellung und Beurteilung
der Input- und Outputflisse und der potentiellen Umweltwirkungen eines Produktsystems
im Verlauf seines Lebensweges” (ISO 14040, 2006, S. 9). Die Ganzheitliche Bilanzierung er-

weitert den Gedanken der Okobilanzierung um die Dimensionen Wirtschaft und Technik und
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wird definiert ,als ein Instrumentarium zur Erhebung, Dokumentation und Aufbereitung um-
weltlicher Parameter von Produkten, Verfahren, Systemen oder Dienstleistungen auf der Ba-

sis technischer und wirtschaftlicher Pflichtenhefte” (Eyerer, 1996, S. 2).

In diesem Zusammenhang werden auch haufig die Begriffe Life Cycle Assessment und Life
Cycle Analysis (LCA) verwendet (Eberle, 2000, S. 11; Eyerer, 1996, S. 6). Die Werkzeuge der
Okobilanzierung bzw. der Ganzheitlichen Bilanzierung werden in mehreren Bereichen einge-
setzt. Sowohl in der Planung, Optimierung, Schwachstellenanalyse als auch im Marketing
werden sie verwendet (Baitz et al., 2001). Entscheidungen zur Werkstoffauswahl, Verfahrens-
technik sowie dem Recycling bei der Produktentwicklung sind allerdings das Haupteinsatz-

gebiet (Eyerer, 1996, S. 2; Eberle, 2000, S. 10).

Es findet generell eine Betrachtung des gesamten Lebenswegs statt. Die Teilschritte eines

Produktlebenszykluses sind (Eyerer, 1996, S. 6):

e Abbau von Rohstoffen,

e Herstellung und Verarbeitung von Halbzeugen und Produkten,
e Nutzung der Produkte,

e Wieder- und Weiterverwertung (Recycling),

e Entsorgung.

Folgende Parameter sind dabei zu beachten (Eyerer, 1996, S. 6):

Verbrauch materieller Ressourcen,

e Verbrauch von Energietrdagern,

e Belastungen der Luft durch atmospharische Emissionen,
e Stoffliche Belastungen des Wassers,

e Belastungen des Bodens durch Abfalle und direkte Emissionen.

Die Vorgehensweise der Bilanzierung gliedert sich dabei in vier Arbeitsschritte, die sich ge-

genseitig bedingen und beeinflussen (Roth, 2001, S. 5; ISO 14040, 2006, S. 4):
e Zieldefinition,

e Sachbilanz,
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e Wirkungsabschatzung,

e Interpretation der Ergebnisse.

Im Rahmen der Zieldefinition werden Untersuchungsrahmen, Zweck der Studie, sowie die
Systemgrenzen definiert. In der anschlieRenden Sachbilanz findet eine Aufsummierung der
Input- und Outputfliisse iber den gesamten Lebensweg des Produktes statt. Aufbauend auf
den Ergebnissen der Sachbilanz werden im Rahmen der Wirkungsabschdtzung die potenziel-
len Umweltwirkungen ermittelt. Dabei findet eine Zuordnung zu Wirkungskategorien (z. B.
Treibhauspotenzial, Eutrophierungspotenzial) statt. Im letzten Schritt findet eine Auswertung
der Ergebnisse in Bezug auf die zu Beginn festgelegten Ziele statt (ISO 14040, 2006,
S. 17 ff.). Diese kurze Darstellung der Methode der Okobilanzierung bzw. der Ganzheitlichen
Bilanzierung soll nur einen Uberblick iiber die Methodik sowie die Einsatzgebiete geben, so-
weit es fir die Fragestellungen dieser Arbeit relevant ist. Eine ausfiihrliche Darstellung kann
beispielsweise bei Eyerer (Eyerer, 1996) bzw. in der ISO-Reihe 14040 ff. (ISO 14040, 2006)

gefunden werden.

In Zusammenhang mit der Ermittlung von Stoff- und Energiestromen von Maschinen ist nur
der Lebensabschnitt der Produktion von Interesse. Weiterhin muss auch keine Wirkungsab-
schatzung durchgefiihrt werden. Vielmehr ist die in der Sachbilanz stattfindende Aggregati-
on der Input- und Outputstrome der einzelnen Fertigungsprozesse zu verwenden. Es handelt
sich somit um eine Sachbilanzierung der Fertigungsprozesse. Als Nachteil der Methodik ist
die retrospektive Betrachtungsweise zu nennen, da haufig erst nach Produktentwicklung eine

Uberpriifung stattfindet (Schiefer, 2001, S. 8).

Fir die Sachbilanzierung von Fertigungsprozessen sind verschiedene Ansdtze entwickelt
worden. Im Besonderen hat in den 80er Jahren haufig eine Betrachtung des Energieeinsatzes
stattgefunden. Ein Uberblick ist bei Binding (Binding, 1988, S. 17 ff.) zu finden. Hervorzuhe-
ben sind vor allem die Untersuchungen von Degner (Degner, 1986) und Wolfram (Wolfram,
1986; Wolfram, 1990). Sie flihrten Untersuchungen zum Sekundar- und Primarenergieauf-
wand in der Metallindustrie durch. Dabei wurde zwischen Produktionsverbrauch und Neben-
verbrauch unterschieden. Zum Produktionsverbrauch gehért die Energieaufwendung zur
Durchfiihrung des Hauptprozesses (z. B. Werkzeugmaschine bei der spanenden Fertigung).

Er wird Uber die Wirkenergie, Grund- und Leerlaufleistung der Maschine sowie lber die Fer-
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tigungszeiten bestimmt. Die Daten liegen hauptsachlich als masse-, stiickzahl- oder ferti-
gungszeitbezogene Kenngrolen dar. Der Nebenverbrauch beriicksichtigt alle sonstigen E-
nergieaufwendungen, wie beispielsweise Heizung und Beleuchtung des Fabrikgebdudes
(Wolfram, 1990). Die von Degner und Wolfram erarbeiteten Daten sind allerdings nicht mehr

auf aktuelle Produktionsstitten zu tUbertragen (Schiefer, 2001, S. 12).

Ebenso wie bei Degner und Wolfram liegen auch bei Okobilanzsoftwaresystemen vorwiegend
fir Fertigungsprozesse nur Energiedaten vor, die meist massebezogene KenngréRen sind

(Schiefer, 2001, S. 13).
6.2 Modellansatze fiir den Kunststoffspritzguss

In diesem Abschnitt werden einige Modellansatze fiir das Fertigungsverfahren Kunststoff-
spritzguss vorgestellt. Im ersten Schritt wird zum besseren Verstandnis der Fertigungspro-

zess erlautert.

Das Verfahren des Kunststoffspritzgusses kann in drei Phasen unterteilt werden:

e Plastifizieren,
e Einspritzen und Nachdriicken,

e Abkihlen und Entformen.

Es ist hierbei zu beachten, dass Phasen teilweise gleichzeitig verlaufen. In Abbildung 23 ist

der gesamte Prozess grafisch dargestellt.
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(1) Werkzeug
(8) Werkzeug schlieRen
offnen, auswerfen

(2) Aggregat vor

(7) Kuhlen

(4) Nachdruck

(6) Dosieren (5) Aggregat zuriick
Plastifizieren

Abbildung 23: Kreisdiagramm des Spritzgusszykluses (Michaeli, 1999, S. 110)

Nach SchlieRen des Werkzeugs (1) wird das Spritzaggregat vorgefahren (2), wodurch ein Ein-
spritzen in das Werkzeug maéglich ist. Bei dem Einspritzvorgang (3) wird das vorher plastifi-
zierte Granulat mit Druck in das Werkzeug gepresst. AnschlieRend wird zur Erhéhung der
Qualitat ein Nachdruck (4) aufrechterhalten. Nach Abschluss dieser Phase wird das Spritzag-
gregat zurickgefahren (5), um anschlieRend neues Kunststoffgranulat in der Schnecke durch
Reibung aufzuschmelzen. Zur Erhaltung einer gleichmaRigen Temperatur und um zusatzli-
che benétigte Warme einzubringen findet auRerdem eine Beheizung durch aulen aufge-
brachte Heizbander statt. Ab dem Zuriickfahren des Spritzaggregats wird zeitgleich das
Spritzgussbauteil innerhalb des Werkzeugs gekiihlt (7). AnschlieRend 6ffnet das Werkzeug

und das SpritzgieRteil wird ausgeworfen (8).

Der Energieverbrauch einer Spritzgussmaschine bei dem oben genannten Ablauf ist mit un-

terschiedlichen Parametereinstellungen in Abbildung 24 dargestellt.
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16 + Werkzeug-

Einstellung |5pezif. Energie bewegung
—Standard 0,25 kWhikg
14 + ... hoher Staudruck 0,37 kWh/kg '

—....hohe Schneckendrehzahl 0,23 kWh/kg ||
_...schnelle WZ-Bewegung 0,31 kWhikg

124

Einspritz- und I
{}, Nachdruckphase '
| i

-
o

i Plastifizierphase I |

Leistung [kW]

Zeit [s]

Abbildung 24: Leistungs- und spezifischer Strombedarf einer Spritzgussmaschine Uber

einen Zyklus bei verschiedenen Parametereinstellungen (Wortberg et al., 1997, S. 5)

Zu erkennen ist, dass der Leistungsbedarf tiber die Zeit sehr unterschiedlich ist und zudem
auch sehr stark bei unterschiedlichen Parametersdtzen variiert. Dariiber hinaus hat die ver-
wendete Technologie der eingesetzten Maschine (hydraulisch - elektrisch) und das Verhalt-
nis von Bauteilgewicht zu MaschinengréRe (Maschinenauslastung) einen erheblichen Einfluss,

wie in Abbildung 25 zu sehen ist.

Formteil 1

B hydraulische Maschine

B vollelzktrische Maschine

Formteil 2

Formteil 3

spezif. Energiebedarf [kWh/kg]
3]

154 55 85,7

Gewicht [g] (als MaR fiir die Maschinenauslastung)

Abbildung 25: Zusammenhang zwischen Maschinenantrieb und Auslastung von Spritz-
gieRmaschinen bei dem spezifischen Strombedarf (Wortberg et al., 1997, S. 6)
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Der Unterschied zwischen den unterschiedlichen Antriebskonzepten ist abhdngig von den
Wirkungsgraden der einzelnen Elemente. Die geringere Anzahl an Wirkelementen bei elektri-
schen Systemen fiihrt zu einem besseren Gesamtwirkungsgrad und auch einer geringeren
Bandbreite. In Untersuchungen wurde fiir hydraulische Maschinen eine Bandbreite des Wir-
kungsgrads von 0,33 bis 0,8 festgestellt, wiahrend elektrische Maschinen eine Bandbreite

von 0,77 - 0,91 besitzen (Koch, 2004).

Aufgrund dieser Bandbreite der Wirkungsgrade und dem Einfluss der Maschinenauslastung
und Parametereinstellung fallte der spezifische Energieverbrauch in verschiedenen Studien

sehr unterschiedlich aus. Nachfolgend sind beispielhaft einige Kennzahlen aufgefiihrt.

Tabelle 2: Ubersicht des spezifischen Energieverbrauchs bei verschiedenen Untersuchun-

gen
Quelle spezifischer Energieverbrauch [kWh/kg]
Wortberg et al., 1997 ca. 0,23-3,0

Koch, 2004 ca.0,5-1,7

Schmidt-Pletschka, Milles, 2005 ca.1,6 - 2,8

EU-Recipe, 2005 Mittelwert 3,1

Im Rahmen des Sonderforschungsbereichs 392 ,Entwicklung umweltgerechter Produkte -
Methoden, Arbeitsmittel, Instrumente“ ist eine Methode zur Sachbilanzierung von Ferti-
gungsprozessen insbesondere fiir den Kunststoffspritzguss entwickelt worden. Es wird da-
von ausgegangen, dass die Input- und Outputstrome des Prozesses Uber physikalische und
technische Zusammenhange bestimmt werden kdénnen. Die Inputs und Outputs die von der
Maschine bedingt werden, basieren auf maschinenspezifischen Parametern. Alle anderen In-
und Outputs beispielsweise von der Prozessperipherie werden lber fabrikspezifische Para-

meter bestimmt (Abele et al., 2005, S. 52 f.).

Der Energieverbrauch setzt sich aus nachfolgenden Komponenten zusammen (Abele et al.,

2005, S. 53):
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e aktive Energie Ew
e zusatzlicher Energieverbrauch der Maschine Eaqditional

e Energieverbrauch der Prozessperipherie Eperiphery

Die aktive Energie wird abhangig von physikalischen Gesetzen oder empirischen, technologi-
schen Zusammenhdngen bestimmt. Sie reprdsentiert den niedrigsten Energieverbrauch des
Prozesses (Abele et al., 2005, S. 53). Fiir den Spritzgussprozess wird die aktive Energie Uber

den mittleren Energieverbrauch und die Zykluszeit berechnet (Abele et al., 2005, S. 89).
Eth :tcycle Z I:)mean

Formel 8: Berechnung aktive Energie Spritzgussprozess (Abele et al., 2005, S. 89)

Die Bestimmung des mittleren Energieverbrauchs erfolgt nach folgendem Schema (Abbildung

26).
2 3 Druck 3
2 2 =
3 2 2
% ) )
° £ - £
T < N
—< A § ‘7( %
= / =
Temperatur Flache Leistung
=| Z Pmean
- Temperatur
‘O
§ // -
3 ( Spezifische Energie
N> X (D e i i

_/

Wandstarke

Abbildung 26: Verfahren zur Berechnung des spezifischen Energieverbrauchs beim

Kunststoffspritzguss (Abele et al., 2005, S. 88)

Der zusatzliche Energiebedarf der Maschine wird tUber die Grundleistung (Ppasic), die Leerlauf-

leistung (Pigie), die Grundzeit (tp) und die Nutzungszeit (ty) bestimmt.
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E additional = Pidte *to + Phasic '(tu _tb)
Formel 9: Berechnung zusatzlicher Energiebedarf (Abele et al., 2005, S. 53)

Der Energiebedarf der Prozessperipherie wird kalkuliert Giber den mittleren Energiebedarf der

einzelnen Verbraucher (P;) und die Nutzungszeit (ty).

Eperiphery,el = Z I:)i 'tU
i

Formel 10: Berechnung Energiebedarf Prozessperipherie (Abele et al., 2005, S. 53)

Neben der oben aufgefiihrten Methodik ist bei Lampl (Lampl, 1994) eine Berechnung des
Energieverbrauchs Uber die physikalischen Zusammenhadnge aufgefiihrt, bei der daraufhin
Uber einen Wirkungsgrad der Realenergieverbrauch ermittelt wird. Der Ansatz unterscheidet

vier Energieanteile (Lampl, 1994):

Energie zum Plastifizieren des Kunststoffs

Energie zur Formteilbildung (Einspritzen, Nachdriicken)
e Bewegungsenergie der SchlieReinheit (Offnen, SchlieRen, Auswerfen)

e Bewegungsenergie der Spritzeinheit (Diisenbewegung)

Die Plastifizierenergie berechnet sich aus der Aufschmelzenergie, der Pumpenenergie der
Schnecke und dem mechanischen Reibungsverlust der Schnecke im Plastifizierzylinder

(Lampl, 1994).
Epl =m-AH + pg -V +W,
Formel 11: Plastifizierenergie (Lampl, 1994, S: 18)

Bei der Berechnung der Einspritzenergie werden der Fiillwiderstand im Werkzeug und der
Maschinendiise sowie Reibungsverluste im Schneckenzylinder und Spritzzylinder beriick-

sichtigt (Lampl, 1994).

Esr :IAz ) pE(t)'ds

Formel 12: Einspritzenergie (Lampl, 1994, S. 18)
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Die erforderliche Energie, die zum Offnen und SchlieRen des Werkzeugs benétigt wird, hdngt
vom verwendeten System ab. Die hier dargestellte Formel ist allerdings nur fiir ein hydrauli-
sches System mit Kniehebel anzuwenden. Sie beriicksichtigt die Energie zum Beschleunigen
und Abbremsen, die Energie zum SchlieRkraftaufbau sowie die Reibungsverluste beim Off-

nen und SchlieRen (Lampl, 1994).

Es,o = Ay -[ Ps (t)'ds

Formel 13: Energie zum Offnen und SchlieRen des Werkzeugs (Lampl, 1994, S. 19)

Das Auswerfen, die Diisenbewegung und die Nachdriickphase werden in dieser theoretischen
Berechnung vernachldssigt, da der Energieverbrauch in diesen Phasen gering ist (Lampl,

1994).

Neben dem Energieverbrauch fiir den Spritzgussprozess ist auch die durch Konvektion und
Strahlung abgegebene Warmemenge von Interesse. Hierbei ist die Warmeabgabe an den
Kihlkreislauf und in die Halle zu unterscheiden. Fiir diese Aufteilung existieren verschiedene
Angaben. Nach Gonser (Gonser, 2000, S. 11) wird 50 % der entstehenden Abwadrme (iber das
Kihlsystem abgeleitet. Hingegen geht Pauldrach (Pauldrach, 1981) davon aus, dass 70 % der
Abwarme durch das Kihlwasser abgefiihrt werden und 30% Strahlungswarme sind. Bei einer
Untersuchung von Extrusionsmaschinen hat Schwarze (Schwarze, 1996) festgestellt, dass
27 % Verluste durch Konvektion und 9 % Verluste durch Strahlung sind. Zudem gibt es bei
Zollner (Zollner, 1997, S. 26 ff.) Ansadtze zur physikalischen Berechnung der Warmebilanz an

dem Spritzgusswerkzeug, welches einen Teil der Warmeabgabe darstellt.

Weiterhin sind gesundheitsschadliche Emissionen zu betrachten, die einen Liftungsbedarf
zur Folge haben. In Untersuchungen von Kihl (Kihl et al., 1995) und Marti (Marti et al.,
2003) wurden die Emissionen bei der Kunststoffverarbeitung untersucht. In den meisten
Fallen sind die Emissionen unterhalb der Nachweisgrenze. Lediglich bei der Verarbeitung von
Polyoxymethylen (POM) findet eine Emission von gesundheitsschadlichem Formaldehyd statt.
Es ist bei den Untersuchungen zu beachten, dass, wenn liberhaupt, nur Gesamtmengen der

jeweiligen Emissionen angegeben sind und kein zeitliches Verlaufsprofil vorliegt.
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7 Kennzahlen fiir die Produktion

7.1 Kostenrechnung

Nach dem Wirtschaftlichkeitsprinzip wird als ZielgroRe fiir die Produktionsplanung und
-steuerung die Reduzierung von Kosten herangezogen (s. Kapitel 3.3). Kosten sind definiert
als ,[...] der in Geldeinheiten bewertete Verzehr an Giitern (Materialverbrauch, Abschreibun-
gen usw.) und Dienstleistungen (Lohne, Sozialkosten usw.) zur Erstellung und zum Absatz
der betrieblichen Erzeugnisse bzw. von Produktionsfaktoren, Fremdleistungen sowie 6ffent-
lichen Abgaben, soweit sie zur Aufrechterhaltung der Betriebsbereitschaft dienen® (Warnecke

et al., 1996, S. 24).

Zur Durchfiihrung der Kostenrechnung existieren verschiedene Systeme, wobei diese nach
Sachumfang und Zeitbezug unterschieden werden. Abbildung 27 gibt einen Uberblick uber

die Gliederung der Kostenrechnungssysteme.

( Kostenrechnungssysteme )

v

v
( Zeitbezug ) ( Sachumfang )

¥ v v v v
( Istkosten ) (Normalkosten)( Plankosten ) ( Vollkosten ) ( Teilkosten )

Abbildung 27: Gliederung der Kostenrechnungssysteme (angelehnt an Warnecke et al.,

1996, S. 38)

Hummel und Mannel definieren die Vollkosten- und Teilkostenrechnung wie folgt: ,Fiir den
erstgenannten Systemtyp und dessen verschiedene Ausprdagungsformen ist kennzeichnend,
daR jeweils samtliche Kostenarten, die im Betrieb anfallen, auf die relevanten Kalkulations-
objekte weiterverrechnet, dal also fir alle Kalkulationsobjekte stets die ,vollen’ Kosten be-
stimmt werden“ (Hummel, Mdnnel, 1983, S. 19). ,In den Systemen der Teilkostenrechnung
werden den verschiedenen Kalkulationsobjekten [...] nur Teile der betrieblichen Gesamtkos-
ten zugerechnet, und zwar [...] meist prinzipiell nur jene Kosten, die sich direkt fiir die be-

treffenden Kalkulationsobjekte erfassen lassen” (Hummel, Mdnnel, 1983, S. 19 f.).
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Die Istkostenrechnung wird vergangenheitsbezogen am Ende einer Rechnungsperiode
durchgefiihrt und erfasst die tatsdchlich angefallenen Kosten ilber die angefallenen Ver-
brauchsmengen, multipliziert mit den jeweiligen Istpreisen (Zimmermann, 1996, S. 7). Die
Normalkostenrechnung verwendet die durchschnittlichen Istkosten der Vergangenheit. Somit
werden UnregelmaRigkeiten nicht berlicksichtigt (Zimmermann, 1996, S. 8). Zur Ermittlung
von wirklichen Plan- und Sollkosten wird die Plankostenrechnung verwendet. Dieses Verfah-

ren basiert auf Planpreisen und Planverbrauchsmengen (Zimmermann, 1996, S. 8).

Neben den verschiedenen Systemen der Kostenrechnung findet ebenfalls eine Unterteilung in
verschiedene Teilgebiete und somit auch in unterschiedliche Aufgaben statt. Die Teilgebiete

sind (Warnecke et al., 1996, S. 39; Baier, 2002, S. 41 f.):

e Kostenartenrechnung
Welche Kosten sind angefallen?
Alle Kosten innerhalb eines Zeitraums werden erfasst und nach Kategorien (z. B. Materi-

alkosten, Arbeitskosten, Betriebsmittelkosten) gegliedert.

e Kostenstellenrechnung
Wo sind die Kosten angefallen?
Die nicht direkt dem Erzeugnis (Kostentrager) zurechenbaren Kosten (Gemeinkosten)
werden verursachungsgerecht den Kostenstellen zugeordnet. Eine Kostenstelle ist dabei

ein nach bestimmten Kriterien festgelegter Bereich.

e Kostentragerrechnung
Fiir welche Produktart sind die Kosten angefallen?

Es werden die entstandenen Kosten dem Produkt bzw. Projekt zugeordnet.

Fiir eine detaillierte und umfangreichere Darstellung der verschiedenen Systeme und Teilge-
biete der Kostenrechnung sei beispielsweise auf Hummel, Mdannel (Hummel, Mannel, 1983),

Warnecke (Warnecke et al., 1996) und Zimmermann (Zimmermann, 1996) verwiesen.

Die Vorgehensweise der Kostenrechnung ist in Abbildung 28 dargestellt.
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Abbildung 28: Vorgehensweise der Kostenrechnung (Baier, 2002, S. 42)

In den letzten Jahren haben sich die Kostenstrukturen in Unternehmen verandert. Direkte
Kosten sind im Verhaltnis zuriickgegangen und Gemeinkosten haben deutlich zugenommen
(Warnecke et al., 1996, S. 232). Hierdurch riickt die Aufgabe der Zuordnung der Gemeinkos-
ten auf die Kostentrdger zunehmend in den Vordergrund. Die Prozesskostenrechnung nach
Horvath, die auf das in den achtziger Jahren in den USA entwickelte ,Activity Based Costing“
aufbaut, hat sich fir diese Aufgabe etabliert (Baier, 2002, S. 54). Die Prozesskostenrechnung
sieht das Unternehmen als Summe von Aktivitaten und orientiert sich an der Ablauforganisa-
tion und nicht wie die traditionelle Kostenrechnung an der Aufbauorganisation (Nadig, 2000,
S. 304). Die einem Prozess zuordenbaren Kosten (Prozesskosten) werden iiber einen ausge-
wdhlten Kostentreiber (Cost Driver) einem Produkt zugeordnet. Der Kostentreiber stellt dabei
den Haupteinflussfaktor der Kostenentstehung des jeweiligen Prozesses dar. So kénnen bei-
spielsweise die Kosten fiir die Aktivitit bzw. den Prozess ,Maschinen riisten“ Giber den Kos-
tentreiber Riistvorgdnge oder Riststunden verteilt werden. Die Auswahl des jeweiligen Kos-
tentreibers ist dabei von entscheidender Bedeutung und ist individuell fir jeden Prozess und

jedes Unternehmen zu bestimmen (Horvath, 1996, S. 532 ff.).

7.2 Durchlaufzeit

Die ErsatzzielgroRe Durchlaufzeit wird verwendet, um die Logistikleistung darzustellen. Es
ist zu beachten, dass der Bearbeitungszeitanteil an der Durchlaufzeit in vielen Fillen nur
10 % betrdagt. Die Liegezeiten verursachen den groRten Anteil (Wiendahl, 2005, S. 262). Die
Durchlaufzeit eines Auftrags setzt sich aus mehreren einzelnen Durchlaufelementen zusam-
men. Ein Durchlaufelement bei einer mehrstufigen Fertigung setzt sich aus einer nach der

Bearbeitung an einer Arbeitsstation moglichen Liegezeit, dem daraufhin stattfindenden
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Transport und bei einer vorhandenen Warteschlange vor der nachsten Arbeitsstation einer
weiteren Liegezeit sowie dem vor der Bearbeitung moglichen Riistvorgang und der eigentli-

chen Bearbeitung zusammen (Nyhuis, Wiendahl, 2003, S. 21). In Abbildung 29 sind die Zu-

sammenhdnge noch einmal veranschaulicht.

( AVG1 )—( AVG2 ) J ‘l AVG3
//// \\\
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Abbildung 29: Durchlaufzeitanteile und Durchlaufelemente (Nyhuis, Wiendahl, 2003,
S.22)

,Demnach ist die Durchlaufzeit fiir einen Arbeitsvorgang als die Zeitspanne festgelegt, die
ein Auftrag von der Beendigung des vorhergehenden Arbeitsvorganges bzw. vom EinstoR-

zeitpunkt des Auftrages (beim ersten Arbeitsvorgang) bis zum Bearbeitungsende des be-

trachteten Arbeitsvorganges selbst benétigt“ (Nyhuis, Wiendahl, 2003, S. 21).

/DL =TBE - TBEV

Formel 14: Durchlaufzeit (Nyhuis, Wiendahl, 2003, S. 21)

Zur Ermittlung der Durchlaufzeit fiir einen gesamten Auftrag werden die Durchlaufzeiten der
einzelnen Arbeitsvorgange aufsummiert. Die mittlere ungewichtete Durchlaufzeit berechnet

sich als Quotient der Summe der Einzeldurchlaufzeiten und der Anzahl der abgefertigten
Auftrage bzw. Artikel (Wiendahl, 2005, S. 268 f.).

7.3 Bestand

Das Durchlaufdiagramm ermoglicht, das Systemverhalten zeitlich exakt zu beschreiben und

die vorhandenen Zusammenhdnge zwischen den einzelnen ZielgroRen zu verdeutlichen
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(Wiendahl, 2005, S. 267 f.). Abbildung 30 zeigt beispielhaft ein solches Durchlaufdiagramm.

Es sind die Zu- und Abgdnge sowie die mittlere Leistung und der Verlauf des Bestands dar-

gestellt.
i)
12
g AB FB
Qo
2 Lm =? Bm = P
Zugang
Bn
R,=—"
Lm
« Rm |
D Bestandsflache FB
£
m
m
Abgang <
/i .
Bezugszeitraum BZ Zeit [Std]

Abbildung 30: Bestand, Reichweite und Leistung im Durchlaufdiagramm (Wiendahl, 2005,
S. 268)

Der Bestand ist demnach der vertikale Abstand zwischen Zugangs- und Abgangskurve

(Nyhuis, Wiendahl, 2003, S. 27). Allgemein kann der mittlere Bestand mit nachfolgender For-

mel berechnet werden:

tjzu (t)dt — tj AB(t)dt

B. =D 0
; tl_to

Formel 15: Bestand (Nyhuis, Wiendahl, 2003, S. 27)

7.4 Auslastung

,Die Auslastung eines Systems wird definiert als das Verhdltnis der mittleren Leistung und

der moglichen Leistung® (Nyhuis, Wiendahl, 2003, S. 27).
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Lm

AU = -100

m

max

Formel 16: Auslastung (Nyhuis, Wiendahl, 2003, S. 27)

Die dabei verwendete mittlere Leistung wird wie folgt definiert:
n
3 ZAU,
L = i=1
" BZ

Formel 17: Mittlere Leistung (Nyhuis, Wiendahl, 2003, S. 26)

In diesem Zusammenhang muss beachtet werden, dass die maximal mogliche Leistung nicht
der Arbeitszeit innerhalb eines Bezugszeitraums entspricht, sondern zudem durch bei-

spielsweise durch Stérungen und Wartungen reduziert wird (Nyhuis, Wiendahl, 2003, S. 67).
7.5 Termintreue

Zur Beschreibung der Termintreue existieren verschiedene Ansdtze, so definiert die VDI-

Richtlinie ,4400 - Logistikkennzahlen fiir die Produktion“ vier Kennzahlen (VDI 4400, 2000):

Liefertreue,

Liefertermintreue,

Liefermengentreue,

Mittlere Lieferterminabweichung.

Aus diesen Kennzahlen wird hier die Liefertermintreue naher betrachtet, da bei der Untersu-
chung von Verfahren der Produktionssteuerung die Einhaltung des Liefertermins im Vorder-
grund steht. Die Liefertermintreue ist definiert als der Prozentsatz der termingerecht gefer-
tigten Produktionsauftrdge im Verhdltnis zur Anzahl der Produktionsauftrage (VDI 4400,

2000).

LTT = Ll 100
AP

Formel 18: Liefertermintreue (VDI 4400, 2000, S. 14)
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8  Aufbau des Simulationssystems

8.1 Anforderungen

Die Hauptaufgabe, fir die das Simulationssystem eingesetzt werden soll, ist die Untersu-
chung und Entwicklung von Algorithmen fiir eine energieeffiziente Produktionssteuerung.
Die Bewertung der jeweiligen Algorithmen soll sowohl tiber den Energiebedarf als auch tber
die in der Produktion anfallenden Kosten und logistischen ZielgroRen erfolgen. Dartiber hin-
aus soll das Instrument auch genutzt werden kénnen, um eine genauere Dimensionierung

der technischen Gebaudeausriistung zu erzielen.

Aufbauend auf dem logistischen Zielsystem nach Wiendahl (Kapitel 3.3) soll die Produktion
neben den dort genannten ErsatzzielgroRen auch nach den jeweilig anfallenden Herstellkos-
ten beurteilt werden. Die durch die Produktionssteuerung beeinflussbaren Kosten sind (Ka-
pitel 3.3):

e Einrichtungs- und Rustkosten,

e Leer- und Stillstandskosten,

e Lagerhaltungskosten,

e Kosten durch Nichteinhaltung von Lieferterminen,

e Kosten durch die Vermeidung absehbarer Terminiiberschreitungen.

Dariiber hinaus sind bei der Erweiterung des Zielsystems um die Energieeffizienz auch die
Energiekosten und der Energieverbrauch zu beriicksichtigen. Bei den Energiekosten sind die
Betriebskosten fiir Heizungs- und Klimatechnik, sowie der mengenabhangige Arbeitspreis
fur den Strombedarf von Maschinen und Anlagen unter Beriicksichtigung eines stunden- und
tagesabhangigen Strompreises enthalten. Weiterhin soll auch der spitzenlastabhdngige Leis-

tungspreis des Strombedarfs ermittelt werden kénnen.

Das Simulationssystem soll demnach folgende Ergebnisse bereitstellen:

Logistikbezogene Ergebnisse:

e Auslastung aller Produktionsmaschinen (zudem Zeitanteil der technischen Stérungen, der

logistischen Stoérungen (Mangel, Stau) und dem Riistaufwand)
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e Minimaler, maximaler und mittlerer Bestand der Anlage

e Minimale, maximale und mittlere Durchlaufzeit der jeweiligen Artikel

e Prozentualer Anteil der zum Liefertermin verfligbaren Artikel (Liefertreue)
Kostenbezogene Ergebnisse:

e Kosten fiir den Energieverbrauch der Heizungs- und Klimatechnik

e Kosten fiir den mengenabhangigen Arbeitspreis fiir den Strombedarf der Produktionsma-

schinen (unter Berlicksichtigung von tages- und tageszeitabhdangigen Strompreisen)

e Kosten fiir den spitzenlastabhdngigen Leistungspreis des Strombedarfs der Produkti-

onsmaschinen
e Einrichtungs- und Ristkosten
e Lagerhaltungskosten
e Kosten fir Nichteinhaltung von Lieferterminen

e Kosten durch die Vermeidung absehbarer Terminliberschreitungen
Energiebezogene Ergebnisse:

e Energieverbrauch der Heiztechnik
e Energieverbrauch der Klimatechnik
e Spitzenlast der Produktionsmaschinen

e Energieverbrauch der Produktionsmaschinen

Zur Realisierung einer energieeffizienten Produktionssteuerung unter Beriicksichtigung der
Wechselwirkungen (Kapitel 2) ist es sinnvoll, folgende Parameter zur Bestimmung der Ma-

schinenbelegung miteinzubeziehen:

e Aktuelle Hallentemperatur
e Aktuelle Liuftungsrate

e Aktuelle Schadstoffkonzentration (je Schadstoff)

Ausgehend von den Anforderungen an die wahrend der Simulation erzeugten Kennzahlen

bzw. Groken ergeben sich folgende Anforderungen an das Simulationssystem.

70



Zur Berechnung des Energieverbrauchs der Heizungs- und Klimatechnik muss ein thermi-
sches Gebaudemodell wie in Kapitel 5 beschrieben erzeugt werden. Das thermische Gebau-
demodell muss dabei die Heizungs- und Klimatechnik nachbilden, sowie eine von der Kon-
zentration und dem jeweiligen Grenzwert abhangige Liiftung realisieren. Zudem miussen alle
Warmegewinne und Warmeverluste beriicksichtigt werden. Es werden daher zeitlich aufge-
|6ste Stoff- und Energiestrome der Produktionsmaschinen benétigt. Nur so sind die internen
Warmegewinne zu bestimmen und die jeweiligen Konzentrationsberechnungen innerhalb der
Fabrikhalle durchzufiihren. Hierfiir muss entweder jeder Maschine ein von dem jeweiligen
Produkt abhdngiges Energie- und Stoffstromprofil hinterlegt werden oder das Simulations-
system muss das Profil auf Basis von Parametern berechnen. Diese fiir jeden Bearbeitungs-
zeitraum vorliegenden Energie- und Stoffstromprofile flihren verkniipft mit einer Material-
flusssimulation zu einem zeitlich aufgeldsten Stoff- und Energieflussprofil der gesamten
Anlage. Die Materialflusssimulation legt dabei die Start- und Endzeitpunkte fiir jede Maschi-
ne sowie das produzierende Produkt fest und gibt diese an die Berechnung der Energie- und
Stoffstromprofile weiter. Das daraus zusammengefiigte Gesamtprofil ist EingangsgroRe der
thermischen Gebaudesimulation. Die dabei berechneten GroRen, wie beispielsweise Raum-
temperatur, Energieverbrauch, Luftwechselrate miissen, um eine davon abhdngige, dynami-
sche (real-time) Produktionssteuerung zu realisieren, wieder an die Ebene der Materialfluss-
simulation zuriickgegeben werden. Hierdurch ist eine Online-Kopplung der einzelnen
Simulatoren notig. In Abbildung 31 sind die Simulatoren und die Zusammenhdnge noch

einmal dargestellt.
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Simulator Datenbasis Ergebnis
Gebaude- Gebaudegeometrie,
. Bauphysikalische Heizenergiebedarf
simulator Daten, Klimadaten
Gesamtenergieprofile
Stoff- und Energie-, Emissions- (aggregiert)
Energieﬂuss und Warmeprofile
Energieprofile
einzelner Maschinen
. O O
Materialfluss- Bearbeitungszeiten, Start- und
simulator Auftrége, Stérungen o Endzeitpunkte
O

Abbildung 31: Aufbau und Ebenen des Simulationssystems

Im Folgenden werden die Anforderungen an jeden einzelnen Simulator beschrieben, sowie

deren Realisierung dargestellt. Zudem wird die Kopplung der Simulatoren ndher erldutert.

8.2 Materialflusssimulation

Zur Abbildung der Materialfliisse in der Produktionsanlage soll, wie allgemein Ublich, ein
ereignisdiskreter, bausteinorientierter Simulator eingesetzt werden. Unter Beriicksichtigung
der Anforderungen an das Gesamtsystem werden folgende besondere Anspriiche an die Ma-

terialflusssimulation gestellt:

e Die Bereitstellung der Kennzahlen sowie die Weitergabe der Start- und Endzeitpunkte fir
die Materialflusssimulation erfordert eine detaillierte Abbildung der einzelnen Maschinen

und Anlagen. Der Abstraktionsgrad ist in diesem Fall sehr gering.

e Die Online-Kopplung mit den anderen Simulationssystemen erfordert entweder eine vor-
handene Schnittstelle oder die Moglichkeit der Programmierung mithilfe einer Gblichen

Programmiersprache (z. B. C++, Java).

Diese Anspriiche kénnen aktuell von verschiedenen kommerziell verfiigbaren Simulations-

systemen, wie z. B. Plant Simulation (UGS, 2007), Quest (Delmia, 2007), Enterprise Dynamics
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(Incontrol, 2007), erfullt werden. Zudem erfiillt auch der an der Universitat Kassel entwickel-
te Simulator SIMFLEX/3D diese Anforderungen. Da das grundsatzliche Konzept simulatoru-
nabhdngig entwickelt werden soll, ist die Auswahl des Simulationssystems nicht von beson-
derer Bedeutung. Aufgrund der Tatsache, dass das Simulationssystem SIMFLEX/3D leicht
verfugbar ist und zudem auch der Quellcode zur Verfiigung steht, wird fir die prototypische

Entwicklung SIMFLEX/3D ausgewdhlt und im Folgenden vorgestellt.

Der Simulator SIMFLEX und sein Konzept wurden erstmals 1977 auf der GI-Tagung in Min-
chen vorgestellt. Er war schon zu diesem Zeitpunkt ein prozessorientierter, grafisch-
interaktiver Simulator, bei dem auf Basis eines Bausteinkastens modelliert wurde. Jeder Bau-
stein beinhaltete die grafische Erscheinung sowie alle technischen und strategischen Para-

meter (Reinhardt, 1977).

In dieser Arbeit wird SIMFLEX in der Version SIMFLEX/3D verwendet, welche in der objektori-
entierten Programmiersprache C++ implementiert ist. Zudem besitzt er eine 3-dimensionale
Darstellung und Animation des Modells mit OpenGL. Das grundlegende Konzept basiert wei-

terhin auf der ereignisdiskreten, bausteinorientierten Simulation (Schneider, 2001, S. 95 f.).

Das Simulationssystem besteht aus drei Softwarewerkzeugen, dem Grafischen-Statistischen-
Logistischen System (GSL), dem Grafischen Topologieentwurfssystem (GTS) und dem Grafi-
schen Bausteinerstellungssystem (GBS). Mit dem GBS kdnnen neue Bausteine fiir die Bau-
steinbibliothek entworfen werden, welche von dem GTS dazu genutzt werden, das jeweilige
Materialflusssystem zu modellieren. Die Experimente werden daraufhin mit dem GSL durch-
gefiihrt. Wahrend des Modellexperiments ist es dem Benutzer moglich, den Modellzustand

bzw. Bausteinzustand zu beobachten. Die Betrachtungsweise ist dabei prozessorientiert.

Die Ereignisabarbeitung erfolgt bei SIMFLEX/3D liber einen Ereigniskalender in Form einer
geordneten Liste mit Ereignisnotizen und Kalenderoperationen zum Einplanen und Fort-
schalten von Ereignissen. Eine der Ereignisnotiz zugeordnete Ereignisprozedur fihrt zu Ver-
anderungen des Modellzustands und plant Folgeereignisse ein. Jeder Zustand ist dabei von

einem Anfangs- und einem Ende-Ereignis begrenzt.
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8.3 Stoff- und Energieflusssimulation von Maschinen

Bei der Stoff- und Energieflusssimulation miissen nachfolgende Parameter je Maschine und

Produkt dargestellt werden.
e Elektrische Leistungsaufnahme
e Waidrmeabgabe (Strahlung, Konvektion)

e Emissionen (je Substanz)

Diese Parameter sind abhdngig vom jeweiligen Produkt in Kombination mit der jeweiligen
Maschine anzugeben. Neben der Gesamtmenge je Bearbeitungsschritt ist auch der zeitliche
Verlauf von Interesse und besonders zur Berechnung von Spitzenwerten bei der Leistungs-

aufnahme unerlasslich.

Die in Kapitel 6.2 dargestellten Unterschiede bei den massebezogenen KenngroRen verdeut-
lichen, dass eine Verwendung dieser Daten im Rahmen dieser Arbeit nicht moéglich ist. Die
daraufhin vorgestellte Berechnungsmethodik nach Lampl (Lampl, 1994) basiert auf vielen
Parametern, die nicht an der Maschine eingestellt (z. B. Driicke in den Hydraulikzylindern,
Reibarbeit), sondern nur wahrend des Betriebs gemessen werden kdnnen. Darliber hinaus
kann nur bedingt tUber die Aufteilung in die einzelnen Phasen eine zeitliche Auflésung ange-
geben werden. Die Berechnungsmethodik eignet sich daher ebenfalls nicht zur Vorherbe-

rechnung des Energieverbrauchs.

Aktuell wird daher an der Universitdt Kassel an einem Modell gearbeitet, welches aufbauend
auf physikalischen Zusammenhdngen und empirischen Messungen einen Leistungsverlauf
berechnet. Das Modell (Abbildung 32) benétigt als EingangsgroRen Informationen Uber das
Produkt (z. B. Volumen, Flache, Werkstoff), die Maschine (z. B. Antriebsart, GroRe), die Um-
gebungsbedingungen (z. B. Temperatur) und die eingestellten Steuerungsparameter (z. B.

Staudruck, Fahrgeschwindigkeiten, Nachdriickzeiten).
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Produkt Maschine

(z.B. Werkstoff) (z.B. GroRe)
Steuerungs- Umgebungs—
bedingungen
parameter Modell (z.B.
(z.B. Staudruck) Temperatur)
Leistungs-
profil

Abbildung 32: Modell zur Berechnung des Leistungsprofils

Diese Arbeiten sind allerdings noch nicht abgeschlossen und beriicksichtigen zudem nicht
die Warmeabgabe und die Emissionen. Es wird daher in dieser Arbeit auf Messwerte, die im

Rahmen von Industrieprojekten ermittelt worden sind, zuriickgegriffen.

Ausgehend von der realen Energieverbrauchskurve findet eine Approximation und Zerlegung
in stiickweise lineare Funktionen statt. Ebenso werden fiir die Warmestrahlung und Konvek-
tion sowie die Emissionen linearisierte Darstellungen auf Basis von Literatur- bzw. Messwer-
ten durchgefiihrt. Diese Vorgehensweise ist notwendig, um den Rechenaufwand und die Da-
tenmenge bei der Simulation zu reduzieren. Der Integralwert sowie die Spitzenwerte sollen
dabei den realen Werten entsprechen. In Abbildung 33 ist beispielhaft eine solche Linearisie-

rung dargestellt.
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Abbildung 33: Beispielhafte Darstellung der Linearisierung der Leistungsaufnahme

Als Eingangsdaten werden demnach stiickweise lineare Funktionen verwendet, die abhdngig
von Produkt und Maschine die Verlaufskurven fiir Leistungsaufnahme, Strahlung, Konvektion
und die jeweiligen Emissionen angeben. In Verbindung mit den Bearbeitungsstart- und
-endzeitpunkten werden die jeweiligen Gesamtverlaufe berechnet und an die thermische

Gebdudesimulation weitergegeben.

Jedes Startereignis flihrt zu einer Speicherung dieses Zeitpunktes. Erst bei dem zugehdrigen
Endeereignis findet eine Berechnung der Verlaufs- und Integralwerte statt. Die Verlaufswerte
werden jeweils an den Start- und Endzeitpunkten aller linearen Teilfunktionen berechnet. Die
Zwischenrdaume werden linear interpoliert, was zu keinen Abweichungen fiihrt, da die Teil-
funktionen ebenfalls linear sind. Die berechneten Integralwerte werden in den vorgegebenen
Zeitschritten an die thermische Gebdudesimulation weitergeleitet. Hierbei miissen fir alle zu

diesem Zeitpunkt aktiven Maschinen auch die Teilintegrale berechnet werden.
8.4 Thermische Gebdudesimulation

Bei der thermischen Gebdudesimulation wird auf eine dynamische Simulation zuriickgegrif-
fen. Ausgehend von den inneren Warmelasten sowie den Emissionen aus der Stoff- und E-

nergieflusssimulation soll die benotigte Heiz- bzw. Kiihlenergie berechnet werden. Das Luf-
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tungssystem soll dabei so gesteuert werden, dass keine Uberschreitung der vorgegebenen

maximalen Arbeitsplatzkonzentration (MAK) erfolgt. Folgende Anforderungen ergeben sich:

e Eine bibliotheksbasierte Modellierung der Gebdaudegeometrie und der bauphysikalischen

Daten sollte moglich sein, da hierdurch der Modellierungsaufwand reduziert wird.

e Die Online-Kopplung mit den anderen Simulationssystemen erfordert entweder eine vor-
handene Schnittstelle oder die Moglichkeit der Programmierung mithilfe einer lblichen

Programmiersprache (z. B. C++, Java).

e Die Verwendung unterschiedlicher Klimadatensatze zur Untersuchung verschiedener

Standorte sollte einfach durchzufiihren sein.

e Um das System auch fiir eine Auslegung der technischen Gebaudeausriistung zu verwen-

den, sollte eine detaillierte Abbildung der technischen Gebdudeausriistung maéglich sein.

Da auch hier eine von dem Simulator unabhangige Entwicklung erfolgen soll, ist die Auswahl
des Simulators nicht entscheidend. Aufgrund der groRen Verbreitung und der Zusammenar-
beit zwischen der Universitat Kassel und der Transsolar GmbH wird das Softwaresystem
TRNSYS fir die prototypische Umsetzung gewahlt, welches im Folgenden ndher dargestellt

wird.

TRNSYS wurde urspriinglich an der Universitiat von Wisconsin und der Universitdt von Colo-
rado entwickelt und ist seit 1975 kommerziell verfigbar. Mittlerweile liegt TRNSYS in der
Version TRNSYS 16 vor und wird von einer Gruppe von Institutionen und Unternehmen wei-

terentwickelt (TRNSYS, 2006).

TRNSYS ist ein modular aufgebauter Simulator, welcher eine Bibliothek mit verschiedenen
energietechnischen Komponenten enthalt. TRNSYS ist in der Programmiersprache FORTRAN
geschrieben und liegt zu groRen Teilen auch als Quellcode vor (Gummerer et al., 2000b,
S. 50). Daruber hinaus besteht seit Version 15 auch die Moglichkeit, eigene Komponenten in
unterschiedlichen Programmiersprachen (z. B. C++) zu entwickeln (Transsolar, 2004). Hier-

durch ist es ebenfalls moglich, die notwendige Kopplung zu realisieren.

TRNSYS besteht aus verschiedenen Programmmodulen (Transsolar, 2004):

e TRNSYS Studio - Benutzerinterface zum Aufbau des Simulationsmodells
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e TRNEXE - Simulator zur Durchfiihrung der eigentlichen Simulation

e TRNBUILD - Grafisches Benutzerinterface zur Modellierung des Gebaudes

e TRNEDIT - Editor zur Bearbeitung der TRNSYS spezifischen Dateien

Grundsatzlich besteht ein TRNSYS Modell aus einzelnen Komponenten (TYPE), die liber Pa-
rameter, Eingdnge und Ausgdnge beschrieben werden. Wdhrend uber die Parameter die
Komponente spezifiziert wird, stellen die Ein- und Ausgdnge die Verbindung zu anderen

Komponenten dar. Ein- und Ausgdnge kdnnen beispielsweise Massenstrome oder Tempera-

turen sein (Transsolar, 2004).

Input

_>
Parameter Type
_>

Output

Abbildung 34: Komponente in TRNSYS

Unter anderem existieren nachfolgende Komponenten (Transsolar, 2004):

e Wetterdatenleser

e Mehrzonen-Gebdaudemodell
e Strahlungsumrechner

e Feuchteumrechner

e Drucker
Der TYPE 56 von TRNSYS dient der thermischen Berechnung von mehreren miteinander e-
nergetisch gekoppelten Raumen (Zonen). Der Baustein basiert auf der Bilanzierung der Ener-

giestrome in den thermischen Zonen des Gebdudes. Das hierfiir angewendete mathemati-

sche Modell ist im Handbuch von TRNSYS (Transsolar, 2004) sowie bei Felsmann (Felsmann,
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2001, S. 2 ff.), Merz (Merz, 2002, S. 47 ff.) und Perschk (Perschk, 1999, S. 5 ff.) ndaher erlau-

tert.

8.5 Kopplung Materialflusssimulation - Stoff- und Energiefluss von Ma-

schinen - Gebaudesimulation

Zur Realisierung einer energieeffizienten Produktionssteuerung unter Beriicksichtigung der
aktuellen AuBen- bzw. Hallentemperatur, der Liftungsrate und der jeweiligen Schadstoff-
konzentration miissen diese Daten zu jedem Zeitpunkt dem Produktionsplanungs- und -
steuerungssystem vorliegen. Dies ist nur liber eine Online-Kopplung der einzelnen Simulati-
onssysteme moglich. Zu beachten ist hierbei, dass eine ereignisdiskrete Simulation mit einer

kontinuierlichen Simulation gekoppelt werden muss.

Die Kopplung der Simulationssysteme muss im Allgemeinen eine technische bzw. syntakti-
sche, eine semantische und eine pragmatische Integration unterstiitzen. Unter der techni-
schen Integration werden vor allem die Zeitsynchronisation und die Datenformate verstan-
den. Die semantische Kopplung umfasst die Bedeutung der Daten eines Modells im Kontext
des jeweiligen anderen Modells. Die Ebene der pragmatischen Kopplung setzt die Daten und
Modelle in Verbindung mit der eigentlichen Planungsaufgabe (Wenzel et al., 2003, S. 4 f;

Wenzel et al., 2005).

Grundsatzlich existieren verschiedene Verfahren zur Verteilung von Softwareanwendungen,

welche auch fiir die Kopplung von Simulationssystemen geeignet sind:

e High Level Architecture (HLA)
HLA wurde vom amerikanischen Department of Defense fiir die Kopplung von militari-
schen Simulatoren entwickelt (DOD, 2006). Bei HLA erfolgt die verteilte Simulation tber
die sogenannte Runtime Infrastructure (RTI). Jeder Prozess muss bei der RTI angemeldet
werden und die Kommunikation zwischen den Prozessen erfolgt dann liber diese RTI. Die
Vorteile von HLA bestehen in der einfachen Wiederverwendbarkeit von Komponenten und
der Interoperabilitdt. Nachteilig ist aber die langere Simulationszeit, da die gesamte
Kommunikation tber die RTI erfolgt (Koegst et al., 2000, S. 6). Die weite Verbreitung von

HLA hat auch dazu gefiihrt, dass bereits Realisierungen im Bereich der Fertigungssimula-
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tion erfolgt sind (Baier, 2002; Schumann, Blimel, 1998; StraBburger, 2003; Verzano,

Reinhardt, 2003).

e Common Object Request Broker Architecture (CORBA)
Die CORBA Technologie ist eine der am haufigsten verwendeten Architekturen fiir verteil-
te Anwendungen. Sie ist eine von der Object Management Group (OMG) entwickelte, ob-
jektorientierte Middleware, die plattformiibergreifende Protokolle und Dienste spezifi-
ziert (OMG, 2004). Auch mit dieser Architektur hat es bereits Realisierungen im Bereich

der Simulationstechnik gegeben (Adamski, Hiller, 1998).

Neben den genannten Technologien sind auch verschiedene anwendungsspezifische Verfah-
ren zur Verteilung bzw. Kopplung von Simulationssystemen entwickelt worden. Es handelt
sich hierbei um Spezialanwendungen, die keinen umfassenden und standardisierten Ansatz

beinhalten (Pensky, 2004, S. 6 ff.).

Die hier vorgesehene prototypische Realisierung der Kopplung legt ihren Fokus auf die tech-
nische bzw. syntaktische Integration. Es wird von einer direkten Kopplung der vorgesehenen
Simulationssysteme ausgegangen, wodurch im ersten Schritt die semantische und pragmati-
sche Ebene durch die spezifische Anpassung realisiert wird. Bei der technischen Realisierung
besteht grundsatzlich die Moglichkeit, die oben genannten standardisierten Verfahren HLA
oder CORBA zu verwenden. Weiterhin kann eine anwendungsspezifische Implementierung
auf Basis des Netzwerkprotokolls TCP/IP (Transmission Control Protocol / Internet Protocol)

erfolgen.

Bei dem zu entwickelnden Simulationssystem ist fiir die Kopplung kein Zeitmechanismus zur
Synchronisation notwendig. Bei der Kopplung der Logistiksimulation mit der Stoff- und E-
nergieflusssimulation erfolgt eine direkte Weiterleitung der Ereignisse. Es besteht bei dieser
Kopplung grundsatzlich die Moéglichkeit, dass die Berechnung parallel verlauft, der Rechen-
aufwand der Stoff- und Energieflusssimulation ist aber verhaltnismaRig gering, wodurch hier
eine blockierende bzw. wartende Kopplung erfolgen kann. Die Stoff- und Energieflusssimu-
lation besitzt hier keinen eigenen Zeitmechanismus, sondern wird von der Logistiksimulation
gesteuert. Die Kopplung zu der thermischen Gebdudesimulation erfolgt zu bestimmten Zeit-

schritten und die bendtigte Rechenzeit ist als gering zu betrachten. In diesem Fall kann e-
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benfalls auf einen Zeitmechanismus verzichtet und eine blockierende Kopplung verwendet

werden.

Aufbauend auf dem Ansatz, dass kein Zeitmechanismus zur Kopplung benétigt wird, er-
scheint es wenig sinnvoll, HLA zu verwenden, da dieses Verfahren sich besonders durch sei-
ne Zeitsynchronisation auszeichnet und einen zu groRen Aufwand in der Implementierung
darstellt. Auch die Verwendung von CORBA fihrt zu einem zu groRen Uberbau in Form von
Steuerungsebenen fiir die Kopplung. Aus diesem Grund ist die prototypische Kopplung
durch eine anwendungsspezifische Neuentwicklung auf Basis von TCP/IP realisiert worden.

Abbildung 35 veranschaulicht das Verfahren.

Temperatur, Temperatur,

Energiebedarf Energiebedarf

<= (oo =

Materialfl . g
gte a .USS TCP/IP Energiefluss TCP/IP G.ebau.de
simulation : simulation
Maschinen

Ereignisse Wérmeabgabe,

Emissionen
Materialflussmodell Maschinenmodell Gebaudemodell

Abbildung 35: Kopplung der Simulationsebenen (Hesselbach, Junge, 2005a, S. 43)

Fur die Kopplung an die thermische Gebdudesimulation wurde in TRNSYS eine eigene Kom-
ponente entwickelt, welche die Kopplung realisiert. Nach der Initialisierung durchlauft das
TRNSYS Modell diese Komponente und wartet auf die vorgeschaltete Stoff- und Energiefluss-
simulation. Nach Ubermittlung der Warmeabgabe (Strahlung, Konvektion) und der entstan-
denen Emissionen findet riickwirkend die Simulation des in der Logistiksimulation bereits
vergangenen Zeitraumes statt. Die vorgeschalteten Simulatoren warten wahrend der Berech-
nung. Ist die Simulation fir den aktuellen Zeitschritt erfolgt, werden die Ergebnisse an die
anderen Simulationssysteme weitergegeben und TRNSYS geht wieder in einen Wartemodus.
Nachfolgend ist das zeitliche Verhalten des gesamten Simulationssystems noch einmal dar-

gestellt.
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Abbildung 36: Ablaufverhalten des Simulationssystems

In Abbildung 36 sind die drei Simulationsebenen aufgefiihrt, indem jeweils auf einem Zeit-
strahl das Verhalten lber die Simulationszeit dargestellt ist. Zudem ist der zeitliche Ablauf in
der realen Zeit Uber verschiedene Farben visualisiert. Im ersten Schritt (1) findet ein
ANFANG-ARBEITEN Ereignis in der Materialflusssimulation statt. Dieses wird an das Modul
Stoff- und Energiefluss weitergeleitet, das nur den Zeitpunkt speichert. Daraufhin (2) tritt ein
ENDE-ARBEITEN Ereignis auf, welches auf der Ebene des Stoff- und Energiefluss’ riickwir-
kend zur Berechnung der Leistung fiihrt. Dieser Prozess wiederholt sich ein weiteres Mal (3
und 4). Im ndchsten Schritt (5) erfolgt ein TRNSYS-Zeitschritt Ereignis. Dies fiihrt zur Berech-
nung der Integrale der Warmemengen und Emissionen, die an TRNSYS weitergeleitet werden

und dort beginnt die Simulation des Temperaturverhaltens fiir den vergangenen Zeitraum.

Mit dem dargestellten Simulationssystem koénnen die Untersuchungen zur Entwicklung und

Optimierung einer energieeffizienten Produktionssteuerung durchgefiihrt werden.
8.6 Test der Kopplung

Zur Sicherstellung der Funktionsweise des Simulationssystems ist ein Test der Software not-
wendig. Hierbei wird davon ausgegangen, dass die einzelnen Komponenten (Simulatoren)
getestet und fehlerfrei sind. Es ist demnach die Kopplung bzw. die Integration der einzelnen

Komponenten zu testen. Beim Einsatz des Simulationssystems missen dann die mit den Si-
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Komponenten zu testen. Beim Einsatz des Simulationssystems miissen dann die mit den Si-
mulatoren erstellten Modelle, sowie das gekoppelte Gesamtmodell verifiziert und validiert
werden. Die Verifikation und Validierung des verwendeten Beispiels wird in Kapitel 10.3 er-

lautert.

Bei dem Test des Zusammenspiels der einzelnen Komponenten sind vor allem die Schnitt-
stellen der einzelnen Komponenten und die Parameteriibergabe zu testen. Folgende Fehler

konnen beispielsweise auftreten:

e Die Ubergabe der Daten findet nicht statt.
e Die libergebenen Daten sind syntaktisch falsch.
e Die libergebenen Daten werden verschieden interpretiert.

e Die libergebenen Daten liegen zum falschen Zeitpunkt vor.

Bei einem Test missen daher die Daten wahrend des Einsatzes der Software beobachtet

werden.

Das entwickelte Simulationssystem wurde flr das Testen der Schnittstellen schrittweise zu-
sammengesetzt. Es wurde demnach im ersten Schritt die Ubertragung der Daten zwischen
Materialflusssimulation und der Komponente fiir den Stoff- und Energiefluss der Maschinen
betrachtet. Zur Sicherstellung, dass die Daten iibergeben werden und die Ubergabe korrekt
ist, wurden die zu Ubertragenden Daten in der Materialflusssimulation und die empfangenen
Daten bei dem Stoff- und Energieflussmodul in Dateien geschrieben und miteinander vergli-
chen. Der Vergleich zeigte keine Unterschiede. Um die Interpretation der Daten und die zeit-
liche Synchronisation sicherzustellen, sind Debug-Methoden und Ausschriebe verwendet
worden. Dariiberhinaus wurde mit einer Testkomponente der gesamte Bereich der mdglichen
zu Ubertragenden Daten an die empfangende Komponente gesendet und die Abarbeitung
bzw. Interpretation ebenfalls mit Debug-Methoden und Ausschrieben gepiift. Ebenso wurde
mit der Kopplung zwischen Stoff- und Energiefluss der Maschinen und der thermischen Ge-

baudesimulation verfahren.
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9 Entwicklung von energieeffizienten Produktionssteuerungs-

konzepten

9.1 Grundlegende Ansatze

Die Entwicklung und Optimierung der Konzepte der Produktionssteuerung findet in dieser
Arbeit am Beispiel des Kunststoffspritzgusses statt. Die Herstellung von Kunststoffspritz-
gussteilen ist ein einstufiger Prozess mit parallelen Maschinen, der zudem in der Regel durch
die im nachfolgenden morphologischen Kasten (Abbildung 37) dargestellten Eigenschaften

(grau hinterlegt) charakterisiert ist.
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Abbildung 37: Kunststoffspritzgussbetrieb im morphologischen Kasten (vgl. Kapitel 3.2)
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Diese Auspragungen haben Einfluss auf die Anzahl der moéglichen Permutationen und beein-

flussen die moglichen Konzepte zur Produktionssteuerung.

Fiir eine energieeffiziente Produktionssteuerung stehen folgende Freiheitsgrade bei der Ma-

schinenbelegungsplanung zur Verfliigung:

Zuordnung Auftrag zu Maschine,

Reihenfolge der Auftrage auf der Maschine,

Variation der Losgrole,

e Terminierung (Vorwarts/Rickwarts).

Dariiber hinaus besteht die Moglichkeit, eine statische oder dynamische (Real-Time-
Scheduling) Planung durchzufiihren. Besonders bei der dynamischen Planung ergeben sich
aufgrund bestimmter Rahmenbedingungen noch die Moéglichkeiten, Lose abzubrechen bzw.
zu unterbrechen oder in die Prozesse durch Parametervariation einzugreifen, um somit Takt-
zeiten oder Stoff- und Energiefllisse (z. B. Leistungsaufnahme) zu verandern. Die angespro-

chene Art der zusadtzlichen Eingriffe wird im Rahmen dieser Arbeit nicht ndher betrachtet.

Temperatur, Temperatur, Temperatur,
Energiebedarf Energiebedarf Energiebedarf
. (jl_l . (jl_l Stoff-/ «
Produktions- Materialfluss . Gebéaude
. . TCP/IP Energiefluss TCP/IP . .
steuerung simulation . simulation
Maschinen
Maschinen- Ereigni .
belegung relgnisse Warnjeqbgabe,
Emissionen

Auftragsdaten Materialflussmodell Maschinenmodell Gebaudemodell

Abbildung 38: Simulationssystem mit Produktionssteuerungskomponente

Die Produktionssteuerung ist ein eigenes Modul in Form einer DLL (Abbildung 38). Bei Simu-
lationsstart erzeugt das Produktionssteuerungsmodul, ausgehend von den Auftragsdaten
und den fir die Verfahren benétigten Parametern, eine Zuordnung zu den Maschinen und
eine Reihenfolge der Auftrdge innerhalb der Maschinen. Zudem ist es moglich die Auf-
tragsauswahl zur Laufzeit durchzufiihren. In diesem Fall legt das Produktionssteuerungsmo-
dul nach Beendigung eines Auftrags den ndchsten Auftrag auf Basis der aktuellen Situation

fest.
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Im Folgenden werden drei Ansdtze fiir eine energieeffiziente Produktionssteuerung vorge-
stellt. Bei der Beschreibung wird grundsatzlich davon ausgegangen, dass die AuRentempera-
tur niedriger als die vorgegebene Hallentemperatur ist (Heizfall). Bei einer im Vergleich zur
Hallentemperatur hoheren AuBentemperatur (Kiihifall) kénnen die Ansdtze umgekehrt wer-

den.
9.2 Ansatz Temperaturtrend

Bei diesem Ansatz wird davon ausgegangen, dass emissionsreiche Produkte moglichst zu
dem Zeitpunkt gefertigt werden, bei dem die AuRentemperatur hoch ist. Grundsatzlich ist es
nicht moglich, vorauszusagen, wann welche AuRentemperatur zu erwarten ist. Allerdings
sind einfache Temperaturtrends, wie etwa steigend oder fallend, fiir einen Planungszeitraum
von etwa einer Woche anzugeben. Diese Annahme kann dazu genutzt werden, dass bei ei-
nem fallenden Temperaturtrend die Einplanung der Produkte nach dem Emissionsfaktor, mit
dem hoéchsten Wert zuerst, erfolgt. Der Emissionsfaktor ist in diesem Zusammenhang nicht
die absolute Emissionsmenge, sondern das Verhdltnis aus Emissionsmenge und maximaler
Arbeitsplatzkonzentration fir den jeweiligen Schadstoff. Im Gegenzug erfolgt bei einem
steigenden Temperaturtrend die Reihenfolge der Einplanung beginnend mit dem niedrigsten
Emissionsfaktor. Zusatzlich wird bei einem steigenden Temperaturtrend eine Rickwartster-
minierung durchgefiihrt, um mdéglichst in Zeitrdumen mit hohen AuRentemperaturen zu pro-
duzieren. Bei fallendem Temperaturtrend erfolgt dagegen eine Vorwdartsterminierung. Das

Verfahren wird nachfolgend an einem Beispiel (Abbildung 39) noch einmal ndher betrachtet.
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Abbildung 39: Beispieldarstellung des Ansatzes Temperaturtrend

In dem dargestellten Beispiel symbolisieren die grau dargestellten Kasten Auftrage mit emis-
sionsreichen Produkten, die weilken Kasten dagegen Auftrige mit emissionsarmen Produk-

ten. Die Ldnge der Kdsten entspricht der Bearbeitungsdauer.
9.3 Ansatz Unterscheidung Tag / Nacht

Unter der Annahme, dass in der Nacht geringere Temperaturen als am Tag zu erwarten sind,
kann eine Planung erfolgen, die am Tag verstarkt emissionsreiche Produkte einplant. Im ers-
ten Schritt gilt es hierbei allerdings zu entscheiden, welche Produkte als emissionsreich bzw.
emissionsarm eingestuft werden sollen. Eine einfache Mdglichkeit hierfiir ist die Berechnung
des mittleren Emissionsfaktors aller zu fertigenden Produkte fiir den vorgesehenen Pla-
nungszeitraum. Nach Aufteilung der Produkte in die Kategorien emissionsreich und emissi-
onsarm muss daraufhin die Festlegung des Zeitfensters, das Tag bzw. Nacht, reprasentiert
erfolgen. Die Berechnung erfolgt liber die Bearbeitungsdauer aller emissionsreichen Produk-
te dividiert durch die im Planungszeitraum vorhandenen Arbeitstage. Dieses Zeitfenster wird
daraufhin um den Zeitpunkt, an dem typischerweise die Tageshdchsttemperatur erreicht
wird, gelegt. Nach Festlegung dieser Rahmenbedingungen kann daraufhin die eigentliche
Belegungsplanung erfolgen. In diesem Zusammenhang findet auch eine LosgroRenanpas-
sung entsprechend der GroRe des Zeitfensters statt. Das Vorgehen wird ebenfalls noch ein-

mal an einem Beispiel (Abbildung 40) veranschaulicht.
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Abbildung 40: Beispieldarstellung des Ansatzes Tag/Nacht

In diesem Beispiel symbolisiert ebenfalls die Farbe grau einen emissionsreichen Auftrag und
die Farbe weiR einen emissionsarmen Auftrag. Zu erkennen ist zudem, dass versucht wird,
eine gleichmaRige LosgroRe zu erzielen, die das jeweilige Tages- bzw. Nachtzeitfenster op-

timal ausnutzt.
9.4 Ansatz Liftungswarmeverluste

Die Liftungswarmeverluste stellen tblicherweise den hochsten Anteil der Warmeverluste dar.
Sie werden direkt von den entstehenden gesundheitsschadlichen Emissionen beeinflusst, da
die Luftwechselrate bzw. der Luftvolumenstrom abhangig von Konzentration und Emissionen
eingestellt wird. Die hierdurch entstandenen Luftungswarmeverluste konnen sich nach fol-

gender Formel berechnen.
Q=m-c, AT
Q = ﬂ'p'VRaum 'Cp '(Tzu _Ti)
Formel 19: Liftungswarmeverluste

Grundsatzlich ist zu erkennen, dass im Betrieb der Anlage die Luftungswarmeverluste nur
von der Luftwechselrate B und der Temperaturdifferenz AT abhdngen. Die Luftwechselrate

kann zudem abhangig von der Schadstoffemission und dem MAK-Wert berechnet werden.
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Formel 20: Berechnung der Luftwechselrate (Rotscher, 1982, S. 9)

Es liegt daher nahe, die Temperaturdifferenz und die Luftungsrate bei der Planung zu be-
riicksichtigen. Aufgrund der Tatsache, dass die AuRentemperatur nur bedingt vorhersagbar
ist, ist eine solche Berilicksichtigung nur bei einer dynamischen Planung realisierbar. Ausge-
hend von dem Gedanken einer prioritatsregelbasierten Steuerung kann die Prioritat Giber das
Produkt aus Luftwechselrate und Temperaturdifferenz ermittelt werden. Diese Vereinfachung
ist moglich, da die realen Liftungswarmeverluste proportional zu diesem Wert sind. In die-
sem Fall kann aber nicht einfach das Los ausgewahlt werden, das die niedrigste Prioritdt hat,
da hierdurch, dhnlich wie beim Ansatz Temperaturtrend, die emissionsdrmsten Lose zuerst
ausgewdhlt werden. Um eine gleichmaRige Aufteilung zu erreichen, wird ein Vorgabewert
definiert, mit dem die jeweilige Prioritdt verglichen wird. Es wird daraufhin das Los ausge-

wahlt, das die niedrigste Abweichung von dem Vorgabewert besitzt.

Los 1

O Los 6
Los 3 O

Prioritat

Los 4 Vorgabewert

Los 2 O
O Los 5

Los

Abbildung 41: Beispieldarstellung der Losauswahl mit Vorgabewert

In Abbildung 41 ist die Losauswahl mit Vorgabewert an einem Beispiel dargestellt. Es stehen

sechs Lose zu Auswahl, fir die jeweils die Prioritdt bestimmt wurde. Die y-Achse symboli-
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siert dabei die Prioritdt. In dem Beispiel besitzt Los 3 die geringste Abweichung zwischen

Prioritdat und Vorgabewert und wird daher ausgewahlt.

Bei dieser Vorgehensweise werden allerdings nur die Zuordnung zu den Maschinen und die
Reihenfolge innerhalb der Maschinen bestimmt. Das Potenzial, welches durch die Terminie-
rung vorhanden ist, bleibt ungenutzt. Dies kann allerdings durch Verwendung eines Grenz-
werts statt des Vorgabewerts erreicht werden. Es wird grundsatzlich von einer Vorwartster-
minierung ausgegangen, wodurch die Auftrdge so frith wie moglich ausgefiihrt werden.
Durch die Definition des Grenzwertes kénnen auch Verschiebungen nach hinten realisiert
werden. Es werden, solange die Moglichkeit des Verschiebens besteht, nur Lose eingeplant,
deren Prioritdt niedriger als der Grenzwert ist. Eine Verschiebung ist moglich, wenn die noch
zur Verfligung stehende Bearbeitungszeit (Kapazitat) groRer ist als die Summe der Bearbei-

tungszeiten aller noch zu fertigenden Lose.

Los 1

O Los 6
Los 3 O

Grenzwert

Prioritat

Los 4

Los 2 O
O Los 5

Los

Abbildung 42: Beispieldarstellung der Losauswahl mit Grenzwert

In Abbildung 42 ist die Losauswahl mit Grenzwert an dem gleichen Beispiel wie oben noch
einmal dargestellt. Los 3 hat zwar weiterhin die geringste Abweichung zu dem Grenzwert,

liegt allerdings oberhalb von ihm und wird daher nicht ausgesucht. Stattdessen wird Los 4
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ausgewdhlt, da es von den Losen, die eine niedrigere Prioritdt als der Grenzwert besitzen, die

geringste Abweichung zum Grenzwert hat.

Sind keine Lose vorhanden, deren Prioritdt niedriger als der Grenzwert ist, findet ein Ver-
schieben bzw. Warten fiir eine vorgegebene Zeit statt. Daraufhin werden erneut die Priorita-
ten bestimmt. Ist keine Verschiebung mehr moglich, wird das Los mit der niedrigsten Priori-
tat unabhidngig vom Grenzwert eingeplant. Das Verfahren wird nachfolgend an einem

Beispiel (Abbildung 43) erldutert.

Aulen-
temperatur

Zeit

— e ()
produkt B C 1)

Zeit

Abbildung 43: Beispieldarstellung des Ansatzes Liftungswarmeverluste

In diesem Beispiel sind wieder emissionsreiche Auftrage grau und emissionsarme weill mar-
kiert. Es ist zu sehen, dass zu Beginn der Grenzwert auch bei einem emissionsreichen Auf-
trag unterschritten werden kann, aufgrund der hohen AuRentemperatur. Nach der Bearbei-
tung von vier Auftrdgen ist dies nicht mehr der Fall, wodurch emissionsarme Auftrage
ausgewdhlt werden. Daraufhin ist nur noch ein emissionsreicher Auftrag verblieben. Da der
Grenzwert Uberschritten wird, wird zundchst gewartet. Nach kurzer Zeit ist allerdings eine
hohere AuRentemperatur vorhanden, wodurch das emissionsreiche Produkt gewdhlt werden

kann.
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Der Grenzwert und die LosgroRe sind bei diesem Verfahren die entscheidenden Parameter.
Die Bestimmung dieser Parameter sollte daher mit Optimierungsmethoden durchgefiihrt

werden.
9.5 Parameteroptimierung

Bei dem oben aufgefiihrten Ansatz Liftungswdrmeverluste sind die Parameter flr den
Grenzwert und die LosgroRe zu ermitteln. Hierfiir bietet es sich an, allgemeine Suchverfahren
(Metaheuristiken) wie etwa Evolutionsstrategien oder Simulated Annealing zu verwenden. Mit
diesem Verfahren kann, wie schon erwdhnt, zwar kein Optimum garantiert, aber doch gute

Naherungslésungen ohne Aussage lber die Qualitat der Losung, erzielt werden.

Fur die Parameteroptimerung wird das entwickelte Simulationssystem um eine Optimie-
rungsumgebung erweitert. Auf dem Markt existieren verschiedene Systeme, welche unter-
schiedlichste Suchverfahren einsetzen. Darliber hinaus existieren Ansadtze, welche einen ko-
operativen Einsatz der unterschiedlichen Suchverfahren verfolgen. Zu nennen sind hier
beispielsweise die kommerziell verfiigbaren Systeme ISSOP (Dualis GmbH) und der WITNESS
OPTIMIZER (Lanner Group). In dieser Arbeit wird die an der Universitat Kassel entwickelte

Optimierungsumgebung OptiS (Schneider, 2001) eingesetzt.

Bei OptiS stehen fiir die Optimierung folgende Verfahren zur Auswahl (Schneider, 2001,

S.17):

Evolutionsstrategien,

Simulated Annealing,

Axial Iteration,

Simplex Strategie,

Zufallszahlen.

Die Kooperation der Verfahren wird lber eine sogenannte Kooperationsschwelle realisiert.
Die jeweilig aktuell erzielte Losung wird immer mit der bis dahin besten Losung verglichen.
Ist die aktuelle Lésung schlechter als tber die Kooperationsschwelle zugelassen, erfolgt ein
Neustart des Verfahrens mit der besten Losung als Startwert (Schneider, 2001, S. 53 ff.).

Dariiber hinaus ist mit OptiS eine Verteilung der durchzufiihrenden Experimente auf ver-
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schiedene Computer moglich, wodurch es moglich ist, den Zeitaufwand deutlich zu reduzie-
ren (Schneider, 2001, S. 58 ff.). Nachfolgend ist die Integration der Optimierungsumgebung

in das Simulationssystem dargestellt (Abbildung 44).

Parameteroptimierung

(OptiS)
Parameter @)PHP‘ i Ergebnis
4 )
Temperatur, Temperatur, Temperatur,
Energiebedarf Energiebedarf Energiebedarf
=\ (e <&
Produktions- Materialfluss " Gebaude
: . TCPAP Energiefluss TCP/IP . .
steuerung simulation . simulation
Maschinen
Maschinen- Ereigni .
belegung felgrisse Warr‘rluaalbgabe,
Emissionen
Auftragsdaten Materialflussmodell Maschinenmodell Gebaudemodell

Abbildung 44: Integration der Optimierungsumgebung in das Simulationssystem

Die Optimierungsumgebung ermittelt auf Basis des jeweiligen Verfahrens einen Parameter-
satz und sendet diesen an einen verfligbaren Client, der daraufhin die Simulation startet.
Nach Fertigstellung der Simulation sendet der Client die vorher definierte ZielgroRe (z. B.
Energieverbrauch) an die Optimierungsumgebung zuriick, woraufhin ein neuer Parameter-

satz berechnet und wiederum versendet wird.

Es ist allerdings in diesem Zusammenhang zu beachten, dass bei dem hier vorgesehenen
Ansatz die Temperatur als nicht vorhersagbare GroRe enthalten ist. Die Ergebnisse einer Op-
timierung kénnen daher von dem real besten Parameter abweichen. Allerdings kann uber
verschiedene Vergleichsldaufe jedoch eine gute Naherung fiir die jeweiligen Parameter gefun-
den werden. Zudem hilft die Verwendung der Optimierungsmethoden dabei, ein erhdhtes
Systemverstdandnis in Bezug auf die Wechselwirkungen zu erhalten, wodurch eine von der

Optimierung losgeloste Bestimmung der Parameter moglich ist.
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10 Anwendung an einer Beispielanlage

10.1 Beschreibung Beispielanlage

Das entwickelte Simulationssystem und die vorgestellten Ansdtze fiir eine energieeffiziente
Produktionssteuerung werden an einer Beispielanlage hinsichtlich ihrer Moglichkeiten unter-
sucht. Die Beispielanlage basiert nicht auf einer realen Produktionsanlage, da nur so eine

grundlegende Untersuchung frei von Einschrankungen durchgefiihrt werden kann.

Bei dem ausgewadhlten Beispiel handelt es sich um eine Produktionsanlage fiir Kunststoff-
spritzgussteile. Es stehen fiinf baugleiche Spritzgussmaschinen zur Verfligung. Die Bauteile
durchlaufen nach der Herstellung einen Priifprozess und werden anschlieRend bis zu ihrer
Auslieferung eingelagert. Die einzelnen Prozesse sind dabei Uber eine Férdertechnik auto-
matisch verkettet. Es werden vier verschiedene Produkte hergestellt, von denen jeweils zwei
aus Polyoxymethylen (POM) und jeweils zwei aus Polypropylen (PP) bestehen. Die Zykluszeit
fir alle Artikel betragt 60 Sekunden. Die Anlage wird in drei Schichten und sieben Tage pro
Woche betrieben. Die Auslieferung erfolgt einmal wodchentlich und die Gesamtuntersu-

chungszeit betragt vier Wochen.

In den folgenden Abschnitten werden die einzelnen Teilmodelle, deren Aufbau und Grundla-

gen sowie die verwendeten Kennzahlen dargestellt.
10.2 Modellerstellung

10.2.1 Materialflussmodell

Die Materialfliisse des Modells sind mit dem Materialflusssimulator SIMFLEX/3D dargestellt.
Die Spritzgussmaschinen und die Priifanlage sind mit dem Baustein Maschine nachgebildet.

Die Fordertechnik basiert auf Stauforderern und Weichen.
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Abbildung 45: Beispielanlage in SIMFLEX/3D

Jeder Maschine ist ein stochastisches Storverhalten hinterlegt. Die mittlere Zeit zwischen
zwei Fehlern (MTBF) betrdgt 100 Minuten und die mittlere Reparaturzeit (MTTR) betragt 10
Minuten. Es ergibt sich somit eine rechnerische Verfligbarkeit jeder Maschine von 90,91 %.
Das Umristen der Maschinen zwischen den einzelnen Artikeln ist Gber eine Ristmatrix ab-

gebildet. Alle Riistzeiten sind mit einer Stunde angenommen.

Das Abrufverhalten bzw. die Auslieferung ist iiber einen Steuerbaustein nachgebildet. Jeden
siebten Tag werden die vorgesehenen Artikel aus dem Lager bestellt. Sind die entsprechen-

den Mengen nicht vorhanden, werden diese, sobald sie verfligbar sind, nachgeliefert.

Die herzustellenden Auftrdge werden ebenso wie die Stdérungen stochastisch ermittelt. Mit-
hilfe eines Zufallszahlenstroms werden zu Beginn die Auftrage fiir jede Woche ermittelt.
Hierbei wird die maximale Kapazitit je Woche beriicksichtigt, um keine Engpdsse zu erzeu-
gen. In der Regel wird hierdurch keine Vollauslastung erreicht, wodurch auch die Moglich-
keiten der Terminierung verwendet werden kénnen. Durch eine Variation der Startzahlen der
Zufallszahlenstrome werden unterschiedliche Zufallszahlen erzeugt, die allerdings die glei-
che Verteilung besitzen. Hierliber ist eine Verdnderung des Lastmodells mdglich. Die Simula-

tionslaufzeit betragt bei allen Experimenten vier Wochen.
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10.2.2 Maschinenmodelle

Die Maschinenmodelle basieren auf Literaturwerten und eigenen Messungen, die mit Indust-
riepartnern bzw. den an der Universitdt Kassel vorhandenen Maschinen durchgefiihrt worden
sind. Die Leistungsaufnahme ist auf reale Messwerte zuriickzufiihren. Hierbei werden zwei
unterschiedliche Messprofile verwendet. Insgesamt werden vier verschiedene Produkte in der
Beispielanlage hergestellt, dabei werden jeweils zwei gleiche Bauteile (Bauteil A und Bau-

teil B) aus zwei unterschiedlichen Materialien (PP und POM) verwendet.

Bauteil A

e Gewicht: 0,14 kg

e Zykluszeit: 60 Sekunden

e Elektrischer Gesamtenergieverbrauch: 0,327 kWh

e Spezifischer elektrischer Energieverbrauch: 2,338 kWh/kg
Bauteil B

e Gewicht: 0,20 kg

e Zykluszeit: 60 Sekunden

e Elektrischer Gesamtenergieverbrauch: 0,406 kWh

e Spezifischer elektrischer Energieverbrauch: 2,028 kWh/kg

Der zeitliche Verlauf der Leistungsaufnahme wird jeweils durch abschnittsweise lineare
Funktionen approximiert. Die Leistungsaufnahme variiert in der Realitdt allerdings abhangig
von dem verwendeten Material. Da dieser Einfluss aber meist sehr gering ist, wird er in die-

sem vereinfachtem Modell vernachlassigt.

Die Warmeabgabe der Maschinen basiert auf Literaturwerten, da messtechnische Unterschei-
dung zwischen Konvektion und Strahlung nur schwer moglich ist. Basierend auf den Werten
von Schwarze (Schwarze, 1996) werden 27 % der aufgenommenen Energie durch Konvektion
und 9 % durch Strahlung in den Raum abgegeben. Fiir die verwendeten Bauteile ergeben sich

daher folgende Werte.
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Bauteil A

e Elektrischer Gesamtenergieverbrauch: 0,327 kWh
e Wadrmeabgabe durch Konvektion: 0,088 kWh

e Wairmeabgabe durch Strahlung: 0,029 kWh
Bauteil B

e Elektrischer Gesamtenergieverbrauch: 0,406 kWh
e Widrmeabgabe durch Konvektion: 0,109 kWh

e Wadrmeabgabe durch Strahlung: 0,036 kWh

Der zeitliche Verlauf ist in diesem Fall konstant tber die Zykluszeit. Lediglich nach Inbe-
triebnahme der Maschine findet zunachst ein Aufwarmen statt. Diese Aufwarmphase wird in

dem Beispielmodell nicht betrachtet.

Die Werte fiir die Emissionen basieren ebenfalls auf Literaturwerten. Hierfiir wurden vor al-
lem die Untersuchungen von Marti (Marti et al., 2003) und Kihl (Kihl et al., 1995) herange-
zogen. Entscheidend in Zusammenhang mit der maximalen Arbeitsplatzkonzentration (MAK)
ist vor allem die Emission von Formaldehyd bei der Verarbeitung von POM. Je nach Verarbei-
tungstemperatur werden bis zu 450 mg/kg Formaldehyd freigesetzt (Marti et al., 2003).
Hiermit kann der gesetzlich vorgegebene Grenzwert von 0,62 mg/m3 (TRGS 900, 2000)
leicht erreicht werden. Die Emission entsteht hauptsachlich bei Offnen des Werkzeuges. Fur

die verwendeten Bauteile werden folgende Formaldehyd-Emissionen angenommen.
e Bauteil A (POM): 22,5 mg je Zyklus
e Bauteil B (POM): 45,0 mg je Zyklus

Die detaillierten Daten zu Leistungsaufnahme, Warmeabgabe und Emissionen sind dem An-

hang zu entnehmen.

10.2.3 Gebaudemodell

Das thermische Gebdaudemodell wurde mit TRNSYS modelliert. Das Gebdude entspricht einer
vereinfachten Industriehalle, die eine Raumzone beinhaltet. Folgende Daten liegen dabei

dem Modell zugrunde:
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e Grundflache: 15 x 15m, Hohe: 4 m

e Raumvolumen: 900 m3, Warmekapazitat der Luft: 2160 kJ/K

e Keine Undichtigkeiten in der Gebaudehiille

e Konvektive Raumheizung mit maximaler Leistung von 1000 kW

e Mechanische Liftung

Fir den Boden, die Decke und die Wande wurden in TRNSYS vordefinierte Wande verwendet.
Die Luftung erfolgt abhdngig von der Hallenkonzentration und der maximalen Arbeitsplatz-
konzentration der Schadstoffe. Liegt keine Uberschreitung der Grenzwerte vor, so wird eine

minimale Luftwechselrate von 2/h eingestellt.

Die untersuchten Standorte sind Stuttgart (Deutschland) und Tallinn (Estland). Die verwende-
ten Klimadaten sind Testreferenzjahre, die von der Software Meteonorm (Meteonorm, 2006)
erstellt worden sind. Die genauen Daten sind den im Anhang aufgefiihrten Tabellen zu ent-

nehmen.

10.2.4 Kennzahlen

Zum Vergleich und zur Bewertung der einzelnen Verfahren werden die bereits genannten
logistischen ZielgroRen Durchlaufzeit, Bestand, Auslastung und Termintreue herangezogen.
Sie werden wie in Kapitel 7 definiert verwendet. Eine Ausnahme bildet in diesem Zusammen-
hang die Termintreue. Hier wird der Prozentsatz der Produkte, die zum Liefertermin vorlie-

gen, als Liefertreue herangezogen, und nicht der prozentuale Anteil der Auftrage.

Bei der Betrachtung der Kosten werden die in Kapitel 8.1 dargestellten Ergebnisse verwendet.

e Kosten fiir den Energieverbrauch der Heizungs- und Klimatechnik

e Kosten fiir den mengenabhangigen Arbeitspreis fiir den Strombedarf der Produktionsma-

schinen (unter Berilicksichtigung von tages- und tageszeitabhdangigen Strompreisen)

e Kosten fiir den spitzenlastabhdngigen Leistungspreis des Strombedarfs der Produkti-

onsmaschinen
e Einrichtungs- und Ristkosten

e lLagerhaltungskosten
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e Kosten fir Nichteinhaltung von Lieferterminen

e Kosten durch die Vermeidung absehbarer Terminiberschreitungen

Bei den Energiekosten werden grundsdtzlich zwei Szenarien betrachtet. Szenario 1 verwen-
det aktuelle Energiekosten, Szenario 2 dagegen versucht den Einfluss steigender Energie-
kosten zu bericksichtigen. Die unterschiedlichen Prognosen iber zukiinftige Energiepreise
verdeutlichen, dass hierbei keine exakte Vorherbestimmung maglich ist. Im Rahmen der Un-
tersuchung wird daher die Energiekostensteigung durch einen Zuschlag von 50% auf die ak-

tuellen Energiekosten angenommen.

Die Heizkosten werden Uber einen Heizolpreis von 6 ct/kWh (Tecson, 2006) ermittelt. Bei
den Stromkosten wird ein stundenabhdngiger Strompreis, wie er an der Europdischen Strom-
borse in Leipzig gehandelt wird, verwendet. Da dieser Preis allerdings zum jetzigen Zeit-
punkt nicht fiir den Endkunden herangezogen wird, wird der Preis dementsprechend ange-
passt, so dass der mittlere Preis einem Ublichen Endkundenpreis fir die Industrie entspricht.
Der mittlere Leistungspreis ist demnach 89,90 €/kW und der mittlere Arbeitspreis 77 €/ MWh

(EEX, 2005; VdEW, 2006).

Die Einrichtungs- und Rustkosten werden lber die Stundenkosten des jeweiligen Mitarbei-
ters berechnet. Es werden nur die direkt zuordenbaren Kosten beachtet. Die Lagerhaltungs-
kosten werden Uber die verursachten Zinskosten fiir das vorhandene Umlaufvermoégen er-
mittelt. Hierbei wird der Materialpreis und nicht der Verkaufspreis als Grundlage verwendet.
Die Materialpreise sind fir POM 2,40 €/kg und fiir PP 1,40 €/kg (Pro-Plast, 2006) und der

Zinssatz wird mit 6 % angenommen.

Die Kosten fiir die Nichteinhaltung von Lieferterminen und die Vermeidung absehbarer Ter-
mintberschreitungen sind allerdings nur sehr schwierig zu bewerten. Aufgrund der verstark-
ten Kundenorientierung in Unternehmen (Wiendahl, 2005, S. 255) sollen die entwickelten
Algorithmen eine nahezu vollstandige Termintreue sicherstellen, es wird daher keine mone-
tare Bewertung dieser GroRe erfolgen, vielmehr gilt eine verstirkte Terminabweichung als
Ausschlusskriterium fur den Algorithmus. Um die Kosten zur Vermeidung von absehbaren

Terminilberschreitungen zu beachten, muss in dem Simulationsmodell eine detaillierte Be-
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trachtung der Mitarbeiter erfolgen. Diese Betrachtung wiirde aber den Komplexitdtsgrad des

Modells erhohen und wird daher vernachlassigt.
10.3 Verifikation und Validierung

Verifikation und Validierung sind wichtige aber auch schwierige Teilaufgaben der Simulation.
Es handelt sich meist um komplexe und dynamische Systeme, wodurch es kein Verfahren
gibt, um eine formale Korrektheit nachzuweisen. Die Verifikation soll dabei die Richtigkeit
der Mechanismen und die Validierung die hinreichende Ubereinstimmung von Modell und

Realsystem priifen.

Verifikation und Validierung werden nach der Arbeitsgruppe fiir Validierung der ASIM wie

folgt definiert:

,Verifikation ist die Uberpriifung, ob ein Modell von einer Beschreibungsart in eine an-
dere Beschreibungsart korrekt transformiert wurde“ (Rabe et al., 2004, S.255)

(Ist das Modell richtig?) (Balci, 2003)

,Validierung ist die kontinuierliche Uberpriifung, ob die Modelle das Verhalten des ab-
gebildeten Systems hinreichend genau wiedergeben® (Rabe et al., 2004, S. 256) (Ist es

das richtige Modell?) (Balci, 2003).

Bei den eingesetzten Techniken fir die Verifikation und Validierung ist meist keine scharfe

Trennung zwischen beiden Begriffen maoglich.

Die Aufgabenstellung der Verifikation und Validierung existiert nicht nur fiir Simulationsmo-
delle, sondern fiir jede Art von Modellen. Bei der Simulation erschwert allerdings das dyna-
mische Verhalten die Durchfiihrung. Mittelwerte haben nur eine geringe Bedeutung und kén-
nen nur flr vereinfachte Modelle angewendet werden (Page, 1991). Es ist daher eine

systematische Uberprifung nach unterschiedlichen Klassen sinnvoll (Rabe et al., 2004):

Unterschiedliche Kennzahlen (z. B. Ausbringung, Durchlaufzeit, Bestand)

Unterschiedliche zeitliche Aggregation (z. B. Mittelwerte fiir Stunden, Tage, Wochen)

Unterschiedliche inhaltliche Aggregation (z. B. Artikel, Artikelgruppen)

Prifung einzelner logischer Abschnitte
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Bei dem hier entwickelten Modell entsteht die Komplexitat nicht durch die jeweiligen Modelle
auf den unterschiedlichen Ebenen, sondern vielmehr durch die Kopplung der einzelnen Mo-
delle. Beispielsweise ist das Materialflussmodell im Vergleich zu realen Simulationsstudien
sehr einfach gehalten. Es existieren nur wenige Bausteine und keine komplexen Steuerungs-
abldaufe innerhalb der Anlage. Dies gilt ebenso fiir den Stoff- und Energiefluss der Maschinen
sowie die thermische Gebdudesimulation. Es werden daher zunachst die jeweiligen Simulati-
onsebenen losgeldst voneinander betrachtet und daraufhin das gekoppelte Gesamtsystem.
Die Verifikation und Validierung von gekoppelten Modellen wird aktuell nur wenig betrach-
tet. Die bisherigen Ansidtze kommen aus dem militdrischen Bereich, wie beispielsweise dem

Department of Defense der USA (DOD, 2003).

Materialflusssimulation

Zur Untersuchung der Validitdt von Materialflusssimulationen existieren und eignen sich ver-
schiedene Techniken. Jede einzelne Technik ist nicht als alleinige Methode zu verstehen,
sondern die einzelnen Techniken sollten vielmehr miteinander kombiniert werden. Alle Me-
thoden kénnen allerdings nur Fehler ausschlieRen und nicht eine Fehlerfreiheit garantieren.
Folgende Techniken, welche meist in der englischsprachigen Literatur (Balci, 1989; Sargent,

1996) zu finden sind, wurden zur Sicherstellung der Validitat angewendet:

e Animation
Eine Uberprifung des Modellverhaltens anhand der dreidimensionalen Animation wird

durchgefiihrt.

e Test mit konstanten Werten
Das Modell wird nur mit konstanten Werten (z. B. feste Bearbeitungszeiten, keine Storun-

gen) verwendet und die Ergebnisse mit einfachen Kalkulationen (liberpruft.

e Interne Validitat
Es werden mehrere Experimente mit unterschiedlichen Startwerten der Zufallszahlenge-
neratoren durchgefiihrt. Es sollten, um ein stabiles und verwendbares Modell zu besit-
zen, keine hohen Abweichungen bei den Ausgangsdaten (z. B. Durchlaufzeiten, Ausbrin-

gung, Bestand) auftreten.
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e Sensitivitdtsanalyse
Es werden Eingabeparameter verandert und die Auswirkungen auf Ausgabeparameter

bestimmt und mit den erwarteten Veranderungen verglichen.

e Trace-Analyse
Das Verhalten von einzelnen Objekten innerhalb des Modells wird im Trace File nachver-

folgt und damit das logische Verhalten lberpriift.

Im Folgenden werden einige ausgewahlte Experimente, die zur Verifikation und Validierung

durchgefiihrt wurden, dargestellt.

Im ersten Schritt ist eine Simulation mit konstanten Werten erfolgt. Hierbei sind alle Stérun-
gen ausgeschaltet. Weiterhin wurde nur ein Produkt gefertigt und dies konstant (iber die
gesamte Laufzeit. Dieses vereinfachte Modell kann statisch nachkalkuliert werden, da keine

stochastischen Einfliisse vorhanden sind. In Tabelle 3 sind die Ergebnisse dargestellt.

Tabelle 3: Ergebnisse der Materialflusssimulation mit konstanten Werten

Simulation Statische Abweichung [%]

Berechnung
Arbeiten [%] 100 100 0
Stérung [%] 0 0 0
Rusten [%] 0 0 0
Mittlere Durchlaufzeit [min] 5.040 5.040 0
Mittlerer Bestand [Stck] 25.200 25.200 0

Es ist zu erkennen, dass keine Abweichungen vorhanden sind. Hierdurch kénnen z. B.

grundsatzliche Fehler im Materialfluss ausgeschlossen werden.

Bei dem Modell werden stochastische Daten, wie z. B. Stérungen der Maschinen, verwendet,
daher ist es wichtig zu priifen, inwieweit es eine Abhdngigkeit von den Zufallszahlenstromen
gibt. Die in Tabelle 4 dargestellten Ergebnisse sind mit einem prioritidtsregelbasierten Algo-
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rithmus, der als Prioritdt die Schlupfzeit verwendet, simuliert. Die einzelnen Experimente

unterscheiden sich nur durch die Festlegung der Startwerte fiur die Zufallszahlenstrome.

Tabelle 4: Ergebnisse der Uberpriifung der internen Validitiat der Materialflusssimulation

Startwerte- | Startwerte- | Startwerte- Mittlere Abweichung
satz 1 satz 2 satz 3 zum Mittelwert [%]

Arbeiten [%] 64,15 64,15 64,15 0,00
Storung [%] 4,62 4,87 4,98 2,81
Risten [%] 0,92 0,92 0,92 0,00
Inaktiv [%] 30,31 30,06 29,95 0,45
Mittlere Durchlauf- 3.819 3.817 3.811 0,08
zeit [min]
Minimale Durchlauf- 2 2 2 0,00
zeit [min]
Maximale Durch- 9.595 9.650 10.121 2,26
laufzeit [min]
Mittlerer Bestand 12.248 12.246 12.224 0,08
[Stck]
Minimaler Bestand 0 0 0 0,00
[Stck]
Maximaler Bestand 38.476 38.500 38.557 0,08

[Stck]

Die minimalen Abweichungen zum Mittelwert zeigen, dass keine statistische Abhangigkeit

der Ausgangswerte vorhanden ist.
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Zur weiteren Sicherstellung der Korrektheit des Simulationsmodells sind verschiedene Sensi-

tivitatsanalysen durchgefiihrt worden. In Tabelle 5 sind beispielhaft die Ergebnisse bei einer

Verdanderung des Lastmodells dargestellt.

Tabelle 5: Ergebnisse der Sensitivititsanalyse beim Lastmodell der Materialflusssimulation

Lastmodell normal hoch niedrig

Werte Werte Abweichung [%] | Werte Abweichung [%]
Ausbringung 129.318 | 140.804 8,88 | 117.629 -9,04
[Stck]
Arbeiten [%] 64,14 69,84 8,88 58,35 -9,04
Mittlere Durch— 3.819 4.168 9,14 3.462 -9,35

laufzeit [min]

Es ist zu erkennen, dass, wie zu erwarten ist, die Auslastung sich ebenso wie die Ausbrin-

gung erhoht bzw. senkt. Die minimal starkere Abweichung bei der mittleren Durchlaufzeit ist

damit zu erkldren, dass durch eine hohere Systemlast auch logistische Stérungen (z. B. Stau)

zunehmen, wodurch sich die Durchlaufzeit erhoht.

Auch bei der Anwendung der weiteren genannten Techniken ergaben sich keine Fehler oder

Auffalligkeiten, weshalb von einem validen Modell ausgegangen wird.

Stoff- und Energiefluss

Der Stoff- und Energiefluss der Maschinen nimmt in diesem Zusammenhang eine Sonder-

stellung ein, da hier keine dynamische Simulation erfolgt. Es kdnnen daher die berechneten

Werte auf Basis der Eingangsdaten uber einfache Kalkulation nachberechnet und lUberprift

werden. Alle Vergleiche ergaben keine Abweichung. Es ist somit ein valides Modell vorhan-

den.

Thermische Gebaudesimulation

Bei der thermischen Gebadudesimulation existieren grundsatzlich drei Moglichkeiten, um eine

Verifikation und Validierung durchzufiihren (Gummerer et al., 2000b, S. 61 f.):
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e Empirische Validierung
Es wird ein direkter Vergleich zwischen realen Messwerten und den Simulationsergebnis-

sen durchgefiihrt.

e Analytische Vergleiche
Die Simulationsergebnisse werden mit vereinfachten analytischen Methoden nachberech-

net und verglichen.

e \Vergleichstest
Die Ergebnisse verschiedener Simulationen (z. B. unterschiedliche Problemldser, veran-
derte Daten oder Rahmenbedingungen) werden verglichen oder es werden zur Uberprii-

fung andere Simulationsprogramme eingesetzt.

Das entwickelte Modell kann in diesem Fall nicht mit realen Messdaten verglichen werden,
auch ein Vergleich mit anderen Simulationsprogrammen konnte nicht realisiert werden. Es
wurden daher Vergleiche mit statisch nachberechneten Werten bei unterschiedlicher zeitli-
cher Aggregation sowie Vergleiche mit leicht veranderten Daten und Betrachtung der da-

durch verdanderten Ergebnisse durchgefiihrt.

Nachfolgend sind ausgewdhlte Ergebnisse der Validierungsexperimente dargestellt. Fur die
analytischen Vergleiche fanden Simulationen bei konstanten Werten (z. B. innere Warmelas-
ten, Luftwechselrate) statt. Bei der statischen Berechnung wird die mittlere AuRentemperatur
verwendet. Es findet eine Beriicksichtigung der Transmissionswarmeverluste durch die Wan-
de und der Liftungswarmeverluste statt. Unter Transmissionswarmeverlusten sind die War-
meleitung in der Raumumfassung und die Warmeiibergange an der Raumumfassung zu-
sammengefasst. Zur Berechnung der Transmissionswarmeverluste wird der sogenannte U-
Wert (Warmedurchgangskoeffizient) herangezogen. Bei der statischen Berechnung werden
hier die Gewinne durch lang- und kurzwellige Strahlung nicht berlicksichtigt. Die Ergebnisse

ausgewahlter Experimente sind in Tabelle 6 aufgefiihrt.
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Tabelle 6: Ergebnisse der analytischen Vergleiche bei der thermischen Gebdaudesimulation

Heizenergieverbrauch [kJ/h]
TRNSYS Statische Berechnung

Luftwechselrate 2 ohne innere

Warmelasten, Standort Stuttgart 55.106,42 59.405,46
Luftwechselrate 4 ohne innere

Wadrmelasten, Standort Stuttgart 99.941,37 103.782,38
Luftwechselrate 6 mit innerer Warmelast

(konvektiv: 60.000 kJ/h, radiativ: 20.000

kJ/h), Standort Stuttgart 59.538,80 68.159,30
Luftwechselrate 2 ohne innere

Warmelasten, Standort Tallinn 61.086,48 74.895,97

Bei den Ergebnissen sind Abweichungen zwischen statischer Berechnung und Simulation mit
TRNSYS zu erkennen. Sie sind auf die Nicht-Beriicksichtigung der lang- und kurzwelligen
Strahlung zuriickzufiihren. Die Sensitivitdtsanalyse bei einer Veranderung der Luftwechselra-
te, der inneren Warmelasten oder der AuRentemperatur (Standortwechsel) fihrt ebenfalls zu

erwarteten Ergebnissen und passt zu den analytisch berechneten Werten.

Auch alle weiteren Priifungen ergaben keine Fehler oder groRe Abweichungen. Das Modell

wird daher ebenfalls als valide betrachtet.

Gekoppeltes Simulationssystem

Nach Uberprifung der einzelnen Teilmodelle muss auch eine Verifikation und Validierung
des gekoppelten Simulationssystems durchgefiihrt werden. Hier ist vor allem das Zusam-
menspiel zwischen den simulierten Start- und Endzeitpunkten und den Stoff- und Energie-
profilen mit der thermischen Gebdudesimulation zu nennen. Es liegen somit dynamisch er-

zeugte innere Warmelasten vor, wodurch ein Vergleich mit einem statisch berechneten

106



Heizbedarf nur bedingt méglich ist. Folgende Techniken wurden zur Uberpriifung des ge-

koppelten Simulationssystems angewendet:

Test mit konstanten Werten
Das Modell wird nur mit konstanten Werten (z. B. keine Stérungen, festgelegtes Produk-
tionsprogramm) verwendet. Die inneren Warmelasten sind somit nachzuvollziehen und

kénnen mit statischen Berechnungen Uberprift werden.

Interne Validitat
Es werden wiederum mehrere Experimente mit unterschiedlichen Startwerten der Zufalls-
zahlengeneratoren durchgefiihrt. In diesem Fall wird allerdings die Abweichung bei Heiz-

lasten und Temperaturverlaufen betrachtet.

Sensitivitdtsanalyse
Es werden Eingabeparameter (z. B. Emissionen, Warmemengen) verdandert und die Aus-
wirkungen auf Ausgabeparameter (z. B. Heizenergieverbrauch, Temperaturverlauf) be-

stimmt und mit den erwarteten Verdnderungen verglichen.

Bei der Durchfiihrung von Experimenten mit konstanten Werten am gekoppelten Simulati-

onssystem ergibt sich das grundsatzliche Problem, dass sich die Luftwechselrate aufgrund

der Emissionen berechnet. Eine konstante Luftwechselrate wird nur bei Betrieb einer Maschi-

ne mit einem emissionsarmen Produkt erreicht. Bei dem Betrieb von zwei Maschinen mit e-

missionsarmen Produkten ist schon teilweise eine erhdhte Luftwechselrate nétig. Die Ergeb-

nisse dieser beiden Experimente sind in Tabelle 7 dargestellt.
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Tabelle 7: Ergebnisse des gekoppelten Simulationssystems mit konstanten Werten

Heizenergieverbrauch [k} /h]

Gekoppeltes Si- TRNSYS Statische Be-
mulationssystem rechnung
Festes Produktionsprogramm mit 1 23.850 23.853 30.377
Maschine parallel, konstante Luft-
wechselrate
Festes Produktionsprogramm mit 2 3.312 5.200 5.476

Maschinen parallel, emissionsarme

Produkte

Die Tabelle zeigt, dass es nahezu keine Abweichung zwischen dem gekoppelten System und

der Simulation mit TRNSYS gibt. Bei dem Betrieb von zwei Maschinen entstehen, aufgrund

der schwankenden Luftwechselrate, etwas groRere Abweichungen,. Die Ergebnisse zeigen

aber, dass keine grundsatzlichen Fehler bei der Kopplung vorhanden sind.

Bei der Uberprufung der internen Validitit, also der statistischen Abhingigkeit der Ergebnis-

se von den verwendeten Zufallszahlen, wurden ebenfalls mehrere Experimente mit unter-

schiedlichen Startzahlen durchgefiihrt. In Abbildung 46 ist der Verlauf der Heizleistung dar-

gestellt.
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Abbildung 46: Ergebnisse der internen Validitat bei der Heizleistung des gekoppelten Si-

mulationssystems

Die Grafik zeigt, dass der grundsatzliche Verlauf der Heizleistung gleich ist. Es sind nur kur-
ze Springe vorhanden, die auf die verschobenen Stérzustande zurlickzufiihren sind. Die in
Tabelle 8 dargestellten Gesamtwerte fiir den Heizenergieverbrauch zeigen nur eine mittlere
Abweichung vom Mittelwert von 0,14 %. Es ist daher keine statistische Abhdngigkeit vorhan-

den.

Tabelle 8: Ergebnisse der internen Validitat bei dem Heizenergieverbrauch des gekoppel-

ten Simulationssystems

Heizenergieverbrauch [kWh]

Startwertesatz 1 11.626
Startwertesatz 2 11.590
Startwertesatz 3 11.625
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Die weiteren Priifungen ergaben ebenfalls keine signifikanten Unterschiede. Das Gesamtmo-
dell wird daher als valide angenommen und kann zur Untersuchung unterschiedlicher Steue-

rungsmethoden verwendet werden.
10.4 Experimentplan

Im Folgenden sind die durchgefiihrten Experimente und Optimierungsldufe in einer Uber-
sicht dargestellt und daraufhin sind in Kapitel 10.5 die Ergebnisse aufgefiihrt. Zum Vergleich
zu den energieeffizienten Steuerungsansdtzen (Kapitel 9) wird eine Produktionssteuerung

mit Prioritdtsregeln verwendet. Zum Einsatz kommen folgende klassische Prioritdtsregeln:

e Minimale Schlupfzeit
e Kiirzeste Operationszeit

e Ldngste Operationszeit

Ein Experimentsatz besteht immer aus den Experimenten mit den verschiedenen energieeffi-
zienten Steuerungsansatzen und den Vergleichsexperimenten mit den klassischen Prioritats-

regeln.

Es wird zundchst untersucht, ob lGberhaupt eine Reduzierung des Energieverbrauchs mit den
genannten Verfahren moglich ist. Hierbei ist zudem ein Experimentsatz mit einer Anpassung
bei den Ansatzen Trend und Tag/Nacht erfolgt, um bessere Ergebnisse zu erzielen. Darauf-
hin wird die Wirtschaftlichkeit der Verfahren betrachtet. Bei dieser Betrachtung findet zudem
eine Variation des Standorts zwischen Stuttgart (Deutschland) und Tallinn (Estland) statt, da
durch die geringeren Personalkosten am Standort Tallinn bessere Ergebnisse im Gesamtkos-
tenvergleich zu erwarten sind. Es wird dabei sowohl eine energetische als auch eine wirt-
schaftliche Optimierung bei dem Produktionssteuerungsansatz Liftungswarmeverluste
durchgefiithrt. Im Anschluss ist zudem ein Ansatz, den tageszeitabhdangigen Strompreis in
die Optimierungen mit einzubeziehen, dargestellt, um eine Senkung der Stromkosten zu
erreichen. Darlberhinaus wird noch gezeigt, wie durch eine Synchronisation der Maschinen
eine Senkung der Leistungsspitzen der Gesamtanlage moglich ist. Zum Schluss findet eine
erste Untersuchung statt, ob mit den Steuerungsansdtzen auch eine Anpassung an die Ener-
giebereitstellung mit Erneuerbaren Energien moglich ist. Eine Ubersicht des Experimentplans

ist in Tabelle 9 aufgefihrt.
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Tabelle 9: Experimentplan

Experimentsatz

Beschreibung

Energetische Optimierung am Standort Stuttgart

2 Energetische Optimierung am Standort Stuttgart mit Anpassungen bei
den Ansatzen Trend und Tag/Nacht

3 Energetische Optimierung am Standort Stuttgart mit Anpassungen bei
den Ansdtzen Trend und Tag/Nacht und héheren Energiepreisen

4 Energetische Optimierung am Standort Tallinn mit Anpassungen bei den
Ansatzen Trend und Tag/Nacht

5 Energetische Optimierung am Standort Tallinn mit Anpassungen bei den
Ansdtzen Trend und Tag/Nacht und héheren Energiepreisen

6 Kostenoptimierung des Ansatzes Liftungswdrmeverluste am Standort
Stuttgart und hoheren Energiepreisen

7 Kostenoptimierung des Ansatzes Liftungswarmeverluste am Standort
Tallinn und héheren Energiepreisen

8 Stromkostenoptimierung

9 Leistungsspitzenoptimierung

10 Anpassung an Erneuerbare Energien




10.5 Ergebnisse

10.5.1 Energetische Optimierung

Experimentsatz 1, Standort Stuttgart

Bei dem ersten Experimentsatz wird der Heizenergieverbrauch untersucht. Der Standort ist
Stuttgart und der Simulationszeitraum sind die ersten vier Wochen des Monats Januar der

gewadhlten Klimadaten.

Bei dem Vergleich des Energieverbrauchs fiir die Heiztechnik (Abbildung 47) ist zu erkennen,
dass der Energieverbrauch bei den klassischen Prioritdtsregeln geringfligig voneinander ab-
weicht. Dies ist weitestgehend zufidllig und hangt von dem vorhandenen Auftragsspektrum
ab. Bei Experimenten mit anderen Zufallszahlenstrémen ist nicht zu erkennen, dass grund-
satzlich die Prioritatsregel ,Kiirzeste Operationszeit” zum niedrigsten Energieverbrauch ge-
fihrt hat. Es ist auch verstandlich, da keine direkte Zuordnung der Priorititsregel mit dem

Energieverbrauch besteht.
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Abbildung 47: Heizenergieverbrauch am Standort Stuttgart
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Weiterhin ist zu erkennen, dass nur der Ansatz Uber Liftungswarmeverluste zu signifikanten
Einsparungen fiihrt. Grundsatzlich sind die anderen beiden energieeffizienten Ansitze bei
Betrachtung einer einzigen Maschine sinnvoll. Bei mehreren Maschinen, wie in dem gewahl-
ten Beispiel, flihren die Ansdtze aber zu einer Konzentration der Bearbeitung der emissions-
reichen Produkte in einem bestimmten Zeitraum, wodurch sehr hohe Liiftungsraten notwen-
dig sind und somit wiederum ein hoher Heizenergiebedarf besteht. Insgesamt kann dadurch
keine Einsparung erzielt werden, sondern es sind sogar hohere Energieverbrauche zu beo-

bachten.

Experimentsatz 2, Standort Stuttgart

Bei dem zweiten Experimentsatz wird bei den Ansidtzen Temperaturtrend und Unterschei-
dung Tag/Nacht die Vorgehensweise auf eine Anzahl von Maschinen begrenzt. Es werden
demnach nur x Maschinen nach dem Verfahren eingeplant und die restlichen Maschinen
werden mit emissionsarmen Produkten beplant. Die jeweilige Anzahl der Maschinen, auf die
das Verfahren begrenzt wird, ist experimentell bestimmt worden. Die Untersuchungen wer-
den wiederum am Standort Stuttgart im Januar durchgefiihrt. Abbildung 48 zeigt die Ergeb-

nisse.
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Abbildung 48: Heizenergieverbrauch am Standort Stuttgart nach der Anpassung
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Die beschriebene Anpassung flihrt zu besseren Ergebnissen bei den beiden angepassten
Ansdtzen, jedoch kann nicht gegeniiber allen klassischen Prioritdtsregeln eine Einsparung

erzielt werden.

Der Ansatz Liftungswarmeverluste fiihrt dagegen zu Energieeinsparungen von 16,5 bis
26,5 % im Vergleich zu den klassischen Verfahren mit Prioritdtsregeln. In Abbildung 49 ist
der Energiebedarf der Prioritatsregel kiirzeste Operationszeit und dem Ansatz Liiftungswar-
meverluste wahrend einer Woche dargestellt. Zusatzlich ist die jeweils vorhandene AuRen-
temperatur aufgefiihrt. An diesem Beispiel ist zu sehen, dass der neue Ansatz nicht zu je-
dem Zeitpunkt einen niedrigeren Energiebedarf erreicht, sondern vielmehr nur kurze
Spitzenwerte erreicht, wenn emissionsreiche Produkte ausgewdhlt werden. Die Prioritatsregel
dagegen erreicht ein eher konstantes hoheres Niveau, durch die Vorwartsterminierung wird
aber zum Ende der Woche nahezu keine Energie mehr bendtigt, da aufgrund der im Beispiel
ausgewadhlten geringeren Last schon vorher alle Auftrage abgearbeitet sind und somit keine
Produktion mehr stattfindet. In diesem Fall ist dies aufgrund des fallenden Temperaturtrends

sogar von Vorteil.
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Abbildung 49: Vergleich des Energiebedarfs verschiedener Ansdtze Uiber eine Woche
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Die bei dem Ansatz Liuftungswarmeverluste gewdhlten Parameter werden mit Hilfe von Opti-
mierungsverfahren ermittelt. In Abbildung 50 ist der Verlauf der Ergebnisse wahrend der

Optimierung dargestellt.
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Abbildung 50: Ergebnisverlauf wahrend der Optimierung

Die unterschiedlichen Farben symbolisieren die verschiedenen Optimierungsverfahren, wobei
in x-Richtung die einzelnen Versuche und in y-Richtung der erzielte Heizenergieverbrauch
aufgefiihrt sind. In dem dargestellten Beispiel ist zu erkennen, dass das beste Ergebnis mit-
hilfe der Evolutionsstrategie ermittelt worden ist. Hierfiir ist allerdings eine hohe Anzahl von
Experimenten notig. Gute Ergebnisse werden erst nach etwa 100 Experimenten erreicht. Bei
einer mittleren Rechenzeit von 45 Minuten hat dies eine Dauer von etwa 75 Stunden auf ei-
nem Rechner zur Folge. Durch eine Parallelisierung kann diese Rechenzeit jedoch reduziert

werden.

Es ist ebenfalls zu sehen, dass das Ergebnis sehr stark von den gewdhlten Parametern ab-

hdngt. Die Ergebnisse bewegen sich zwischen ca. 9.000 kWh und ca. 15.000 kWh. Es ist da-
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her besonders auf die optimale Festlegung der Parameter des Ansatzes Liuftungswarmever-

luste zu achten.

Das Beispiel zeigt, dass grundsatzlich eine Energieeinsparung mithilfe der Produktionssteue-
rung moglich ist. Es stellt sich die Frage, inwieweit diese Verfahren die logistischen Zielgro-

Ren:

Durchlaufzeit,

Bestand,

Auslastung und

e Termintreue

beeinflussen. Im Nachfolgenden sind die Ergebnisse der einzelnen logistischen Ziele darge-
stellt. Nur die Betrachtung der Auslastung wird nicht aufgefiihrt, da bei selbem Auftrags-
spektrum und gleicher Maschinenzahl eine identische mittlere Auslastung besteht. Es kann
nur eine Verschiebung innerhalb der Maschinen stattfinden. Diese Verschiebung kann uber

die Standardabweichung der Auslastung dargestellt werden.
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Abbildung 51: Mittlere Durchlaufzeiten
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Die mittlere Durchlaufzeit (Abbildung 51) ist bei allen drei neuen Ansatzen deutlich hoher.
Es sind Steigerungen von 35 % vorhanden. Dies basiert hauptsachlich darauf, dass bei den
klassischen Verfahren eine Rickwartsterminierung durchgefiihrt wird, um eine maoglichst
kurze Durchlaufzeit zu erreichen. Hingegen nutzen die energieeffizienten Ansadtze den Zeit-
raum zwischen Vorwarts— und Rickwartsterminierung, wodurch zwangslaufig hohere Durch-

laufzeiten zu erkennen sind. Dies ist auch auf den mittleren Bestand (Abbildung 52) tber-

tragbar.
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Abbildung 52: Mittlerer Bestand

Die Abweichungen bei der Termintreue (Abbildung 53) sind sehr gering. Dies ist auch damit
zu begriinden, dass die Last des Modells bewusst sehr gering gewdhlt ist. Mit Ausnahme des
Ansatzes Temperaturtrend, der bei steigenden Temperaturen sehr spat fertigt, wodurch es
bei grokeren Storungen leicht zu Terminabweichungen kommen kann. Es kann aber mit Hilfe

von entsprechenden Sicherheiten in der Planung die Termintreue erh6ht werden
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Abbildung 53: Termintreue
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Abbildung 54: Standardabweichung der Auslastung

Die Abweichungen der Auslastung innerhalb der Maschinen (Abbildung 54) fillt besonders
bei den Ansatzen Tag/Nacht und Liftungswarmeverluste sehr deutlich aus. Bei einer nicht
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ausgeglichenen Anzahl von emissionsreichen und emissionsarmen Auftriagen entstehen
Zeitraume, in denen nur eine bestimmte Anzahl von Maschinen verwendet wird und somit

eine stark unterschiedliche Auslastung zu betrachten ist.

Zusammenfassend kann gesagt werden, dass eine Reduzierung des Heizenergieverbrauchs
mit dem Ansatz Luftungswarmeverluste gegeniiber klassischen Prioritatsregeln maoglich ist.
Die logistischen ZielgroRen Durchlaufzeit und Bestand weisen allerdings deutlich schlechtere
Ergebnisse aus. Abbildung 55 stellt die Ergebnisse nochmals in einer Ubersicht dar. Es ist
allerdings zu untersuchen, ob aus wirtschaftlicher Sicht ein besseres Ergebnis erzielt werden

kann.

Energieverbrauch HLK [kWh]

Termintreue [%)] \DLZ [min]

Bestand [Stlick]

—&— Minimale Schlupfzeit —— Kirzeste Operationszeit L&ngste Operationszeit
Temperaturtrend angepasst —¥— Unterscheidung Tag/Nacht angepasst —@— Liftungswarmeverluste

Abbildung 55: Ubersicht der einzelnen Kennzahlen
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10.5.2 Wirtschaftliche Optimierung

Bei der wirtschaftlichen Betrachtung werden die von der Produktionssteuerung beeinflussten

Kosten betrachtet. Es wird jeweils der Mittelwert der:

e Heizkosten,
e Lagerhaltungskosten und

e Riistkosten

je Produkt berechnet und verglichen.

Experimentsatz 2, Standort Stuttgart

Es wird wieder der in Kapitel 10.5.1 verwendete Experimentsatz am Standort Stuttgart im
Januar verwendet. Der verwendete Stundensatz der Mitarbeiter ist in Stuttgart 28,00 €/h

(BLFU, 2002).

In Abbildung 56 sind die Ergebnisse dargestellt.
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Abbildung 56: Kostenvergleich am Standort Stuttgart (Deutschland)

Die Ergebnisse zeigen, dass die energieeffizienten Ansdtze kein Kostenoptimum erreichen.

Die reduzierten Heizenergiekosten konnen die gesteigerten Riist- und Lagerhaltungskosten
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nicht ausgleichen. Wahrend bei den Lagerhaltungskosten nur ein geringer Unterschied be-
steht, sind vor allem die Riistkosten bei dem Ansatz Liftungswarmeverluste deutlich hoher.
Dies resultiert vor allem aus den kleineren LosgroRen, die durch eine Anpassung an die

Temperaturschwankungen nétig sind.

Experimentsatz 3, Standort Stuttgart, hohere Energiekosten

Es ist zu untersuchen, ob bei hoheren Energiekosten (150 % der aktuellen Energiekosten) ein
besseres Ergebnis erreicht werden kann. Die Experimente werden ebenfalls am Standort
Stuttgart im Januar durchgefiihrt. Der Mitarbeiterstundensatz entspricht wiederum

28,00 €/h.

In Abbildung 57 ist nur eine geringe Anndherung bei den gesamten beeinflussbaren Kosten

zu erkennen.
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Abbildung 57: Kostenvergleich am Standort Stuttgart (Deutschland) bei héheren Energie-

kosten

Experimentsatz 4, Standort Tallinn

An einem Standort mit geringeren Lohnkosten und gleichzeitig niedrigeren Temperaturen

kénnte besonders der Nachteil der deutlich hoheren Ristkosten ausgeglichen werden. Im
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Folgenden ist daher der Standort Tallinn (Estland) untersucht worden. Hier werden ebenfalls
die ersten vier Wochen im Januar simuliert. Der Mitarbeiterstundensatz betrdagt in Tallinn

4,50 €/h (Davey, 2005).

Bis auf die Klima- und Mitarbeiterkostendatensidtze werden bei den Experimenten die glei-

chen Daten verwendet. Die Ergebnisse sind in Abbildung 58 aufgefiihrt.
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Abbildung 58: Kostenvergleich am Standort Tallinn (Estland)

Bei diesem Vergleich ist ein deutlich geringerer Unterschied zu erkennen, da der Aufwand fiir

Riistkosten keinen signifikanten Anteil mehr darstellt. Die Kostensteigerungen sind nur noch

gering.

Experimentsatz 5, Standort Tallinn, héhere Energiekosten

Analog zu den Untersuchungen am Standort Stuttgart wird auch am Standort Tallinn eine
Experimentreihe mit hoheren Energiekosten durchgefiihrt. Der Mitarbeiterstundensatz be-

tragt wiederum 4,50 €/h.

Die Kostendifferenz von den energieeffizienten Ansdtzen zu den klassischen Verfahren fallt

noch geringer aus als bei dem vorigen Experimentsatz (Abbildung 59).
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Abbildung 59: Kostenvergleich am Standort Tallinn (Estland) bei héheren Energiekosten

Experimentsatz 6, Standort Stuttgart, héhere Energiekosten, Kostenoptimierung

Bei den bisher dargestellten Beispielen erfolgte immer eine Optimierung der Parameter des
Ansatzes Liftungswarmeverluste hinsichtlich des Energieverbrauchs. Es ist allerdings auch
moglich, als ZielgroRe die beeinflussbaren Kosten zu wahlen. Hierdurch kann ein Kompro-

miss aus Energieverbrauch und Riist- bzw. Lagerhaltungskosten erzielt werden.

Zundchst wird diese Optimierung wieder am Standort Stuttgart im Januar durchgefiihrt. In
Abbildung 60 sind die Ergebnisse der kostenoptimierten Variante im Vergleich zu den klas-
sischen Verfahren und der energieoptimierten Variante dargestellt. Bei leicht hoherem Ener-
gieverbrauch ist besonders eine Reduzierung der Ristkosten zu sehen. Dies resultiert vor
allem aus einer héheren LosgréRe. Es ist allerdings fiir den Standort Deutschland auch unter

steigenden Energiekosten kein Kostenoptimum zu erzielen.
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Abbildung 60: Kostenvergleich am Standort Stuttgart (Deutschland) mit kostenoptimierter

Steuerung und héheren Energiekosten

Theoretisch betrachtet erfolgt bei dem gewahlten Beispiel am Standort Deutschland ein Aus-
gleich der Kosten erst bei einem Energiepreis von ca. 0,17 €/kWh. Dies entspricht fast einer

Verdreifachung des angenommenen Preises.

Experimentsatz 7, Standort Tallinn, hohere Energiekosten, Kostenoptimierung

Bei den schon geringeren Kostenunterschieden am Standort Tallinn kann eventuell durch
einen kostenoptimierten Ansatz eine kostenoptimale Losung erzielt werden. Abbildung 61
zeigt, dass hierdurch zwar eine Annaherung erfolgen kann, aber ebenfalls kein kostenopti-
males Ergebnis erreicht wird. Bei der theoretischen Betrachtung erfolgt in Estland allerdings
schon bei einem Energiepreis von ca. 0,11 €/kWh ein Ausgleich der Kosten. In diesem Fall ist

es nicht mal eine Verdoppelung der aktuellen Energiekosten.
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Abbildung 61: Kostenvergleich am Standort Tallinn (Estland) mit kostenoptimierter

Steuerung und hoéheren Energiekosten
10.5.3 Optimierung Stromkosten

Experimentsatz 8, Stromkostenoptimierung

An der europdischen Stromborse werden schon heute tageszeitabhdngige Strompreise ge-
handelt. Es liegen je Stunde unterschiedliche Preise vor. Aktuell werden diese nicht an die
Endverbraucher weitergegeben. Bei Industrieunternehmen findet meist nur eine Unterschei-
dung von Tag- und Nachtstrom statt. Die Schwankungen (iber einen Tag sind aber, wie auch

Abbildung 62 zeigt, sehr stark.
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Abbildung 62: Beispielhafter Strompreisverlauf liber einen Tag (EEX, 2005)

Diese stark schwankenden Strompreise kdnnen ebenfalls bei der Produktionssteuerung be-
riicksichtigt werden. Ausgehend von dem Ansatz der Liftungswarmeverluste findet die Aus-
wahl Uber den zu erwartenden Strompreis statt. Hier besteht sogar ein Vorteil, da die Strom-
preise im Gegensatz zur AuBentemperatur fiir die ndachsten Stunden bekannt sind. Die

Prioritdt berechnet sich analog nach der folgenden Formel:

t+BZ

ZSF’i BZ
SK =-1=—. [Pt

BZ

=0
Formel 21: Berechnung der Prioritdt beim Ansatz Stromkosten

Der Simulationszeitraum entspricht wiederum den ersten vier Wochen im Januar. Der oben
beschriebene Ansatz Uber die Stromkosten wird dabei mit klassischen Prioritatsregeln ver-
glichen. In Abbildung 63 sind die Ergebnisse der Stromkostenoptimierung dargestellt. Es ist
zu sehen, dass eine Reduzierung der Stromkosten um etwa 17 % erreicht werden kann. Auch

hier entsteht ein erhohter Riistaufwand.
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Abbildung 63: Kostenvergleich bei der Stromkostenoptimierung

Experimentsatz 9, Leistungsspitzenoptimierung

Neben dem Mengenstrompreis, dem sogenannten Arbeitspreis, richten sich die Stromkosten
bei Industrieunternehmen auch nach dem Leistungspreis. Die Grundlage fiir den Leistungs-
preis ist der in der Abrechnungsperiode hdchste Leistungswert. Dieser Wert wird als 15 Mi-

nuten Mittelwert berechnet (Wortberg et al., 1997).

Diese Preisberechnung kann ebenfalls durch die Produktionssteuerung beriicksichtigt wer-
den, in dem versucht wird, die einzelnen Maschinen zu synchronisieren, um Spitzenlasten zu
reduzieren. In Abbildung 64 und Abbildung 65 sind die Leistungsverldaufe innerhalb eines
Tages ohne und mit Optimierung dargestellt. An den Diagrammen ist zu sehen, dass eine
Reduzierung der Spitzenlasten um etwa 30 % erreicht wird. Diese Reduzierung kann aber
noch groRer ausfallen, da der theoretisch erreichbare Wert 250 kW ist. Er ist allerdings in der
untersuchten Simulationszeit aufgrund der stochastischen Stérungen nicht aufgetreten. Es
ware somit eine Reduzierung von bis zu 48 % in dem gewahlten Beispiel mdglich. Bei einem
leicht verdnderten Beispielmodell wurde eine Reduzierung um 40 % erreicht (Hesselbach,

Junge, 20050).
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Abbildung 64: Leistungsverlauf ohne Optimierung
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Abbildung 65: Leistungsverlauf mit Optimierung
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Experimentsatz 10, Erneuerbare Energien

Eine Umstellung auf erneuerbare Energien fiihrt neben steigenden Energiekosten auch zu
einer verstarkt angebotsorientierten Energiebereitstellung. Der vorgestellte Ansatz fiir eine
Optimierung der Stromkosten kann ebenfalls dazu genutzt werden, den Energiebedarf einer
Produktionsanlage abhangig von der angebotenen Energie zu steuern. Somit ist es moglich,
die Anzahl an Energiespeichern zu reduzieren, da eine Anpassung an die Energiebereitstel-
lung erfolgt. Um dies zu erreichen, wird der Strompreis durch das invertierte Energieangebot
berechnet. Hohe Bereitstellungsmaoglichkeiten stellen beispielsweise niedrige Preise dar und
umgekehrt. In Abbildung 66 sind Energieangebot und der daraus berechnete Strompreis fiir

einen Zeitbereich mit einer Energieversorgung aus Wind und Sonne dargestellt.

45 80
40 7 +70
35 -

160
30 - =
2
150 2

z S

2, 25 5

o 140 Y

: A A\ “3

@ 20 V o

; / \ / v v \/\ 3

130§
15 &
120
10
° Y ~| B
O T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T O
1 3 5 7 9 11 13 15 17 19 21 23 25 27 290 31 33 35 37 39 41 43 45 47
Zeit [Std]

‘ — Energieangebot [MW] — Strompreis [Euro/MWh] ‘

Abbildung 66: Energieangebot und Strompreis

Das Ergebnis des Simulationsexperiments ist in Abbildung 67 dargestellt. Es findet keine
genaue Angleichung statt, doch ist ein angepasstes Verhalten zu erkennen. Die Anpassung
ist bei dem gewadhlten Beispiel aber schwer, da keine Grundlastabdeckung durch z. B. Bio-
masse oder Wasserkraft vorhanden ist. Grundsatzlich kann eine derartige Steuerung aber
eine Anpassung erreichen und somit den Unterschied zwischen Angebot und Nachfrage re-

duzieren.
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Abbildung 67: Energieangebot und Leistungsbedarf

10.5.4 Vergleich und Bewertung

Die vorgestellten Ergebnisse zeigen, dass mithilfe der Produktionssteuerung eine Reduzie-
rung des Heizenergiebedarfs von bis zu 26,5 % moglich ist. Der vorgestellte Ansatz Lif-
tungswarmeverluste fiihrt zu den besten Ergebnissen. Es wird allerdings bei den logistischen
ZielgréRen wie Durchlaufzeit und Bestand ein schlechteres Ergebnis erzielt. Bei einer Kosten-
betrachtung wird deutlich, dass die Optimierung hinsichtlich des Energieverbrauchs zu ho-
heren Riist- und Lagerhaltungskosten flhrt. Dies liegt vor allem an den bendtigten kleineren
LosgroRen zur Anpassung an den Temperaturverlauf und dem Ausnutzen des Zeitraums

zwischen Vorwarts— und Riickwartsterminierung.

In Landern mit niedrigen Lohnkosten werden bei hoheren Energiekosten und einer wirt-
schaftlichen Optimierung mithilfe der Steuerungsansatze nahezu gleich hohe Kosten erreicht

und der Energiebedarf reduziert.

Die Methodik des Ansatzes Liftungswarmeverluste eignet sich zudem, um tageszeitabhan-
gige Stromkosten zu beachten und so die Stromkosten zu senken. Allerdings fiihrt dies auch

in diesem Fall zu einem erhohten Rist- und Lagerhaltungsaufwand. Weiterhin kénnen durch
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eine Synchronisierung der Maschinen die Spitzenwerte und somit der Leistungspreis gesenkt

werden.

Die reale Umsetzung erscheint aber schwierig, da die benétigten Daten in den meisten Pro-
duktionsanlagen kaum oder nicht vorliegen. Zudem kdénnen viele in der Realitdt vorhandenen
Randbedingungen dazu fiihren, dass bestimmte Anpassungen nicht moglich sind. Weiterhin
hat auch das bestehende Auftragsspektrum einen hohen Einfluss auf die Moglichkeiten zur

Reduzierung des Energiebedarfs. Dies gilt es an Realbeispielen ndaher zu untersuchen.
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11 Zusammenfassung und Ausblick

Steigende Energiekosten haben zu der Uberlegung gefiihrt, die Energiekosten in das Zielsys-
tem der Produktionsplanung und -steuerung aufzunehmen. Es wurde im Rahmen der Arbeit
am Beispiel der kunststoffverarbeitenden Industrie untersucht, ob eine Reduzierung des

Heizenergiebedarfs mithilfe der Produktionssteuerung maoglich ist.

Zur Untersuchung ist ein Simulationssystem, welches neben den Materialfliissen auch die
Stoff- und Energiefliisse innerhalb der Produktion abbildet, prototypisch entwickelt worden.
Insgesamt drei Ansdtze fiir eine energieeffiziente Produktionssteuerung sind dargestellt und

daraufhin an einem Beispielmodell untersucht worden.

Die Ergebnisse zeigen, dass eine Reduzierung des Heizenergiebedarfs von bis zu 26,5 %
moglich ist. Allerdings hat dies schlechtere Ergebnisse bei den logistischen ZielgroRen
Durchlaufzeit und Bestand zur Folge. Bei einer wirtschaftlichen Betrachtung zeigt sich, dass
am Standort Deutschland die dadurch hoheren Lagerhaltungskosten und durch kleinere Los-
groRen gestiegenen Riistkosten gegeniiber den eingesparten Energiekosten liberwiegen.
Auch eine Untersuchung eines Szenarios mit erhéhten Energiepreisen fihrt zu keinem wirt-
schaftlichen Optimum. An Standorten mit geringeren Lohnkosten und unter Beriicksichti-
gung von steigenden Energiepreisen ist aber eine deutlich geringere Differenz zu den klassi-
schen Prioritdtsregeln zu erkennen. Bei der Verwendung der Minimierung der
beeinflussbaren Kosten als ZielgroRe der Optimierung kdnnen aber am Beispiel des Standor-
tes Tallinn (Estland) nahezu gleich hohe Kosten erzielt werden. Die Untersuchungen zeigen,
dass unter bestimmten Voraussetzungen die Aufnahme der ZielgroRe Energie in das Zielsys-

tem der Produktionsplanung und -steuerung durchaus sinnvoll ist.

Zudem eignen sich die vorgestellten Ansdtze einer energieeffizienten Produktionssteuerung
auch zur Anpassung an tageszeitabhdngige Stromkosten bzw. eine angebotsabhdngige

Strombereitstellung.

Die schon gezeigten Einfliisse aufgrund niedrigerer Lohnkosten und klimatischer Bedingun-
gen mussen ebenfalls weiter untersucht werden. Weiterhin ist auch eine Ubertragung auf

andere Branchen durchzufiihren.
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Mithilfe dieser Untersuchungen ist es moglich, eine Rasterkarte zu entwickeln, die darstellt,
an welchen Standorten und in welcher Branche eine energieeffiziente Produktionssteuerung
auch wirtschaftlich sinnvoll durchgefiihrt werden kann. Die dadurch ermittelten Standorte
und Branchen stellen mithilfe der energieeffizienten Produktionssteuerung ein groRes Poten-
zial zur Reduzierung des Energieverbrauchs und somit auch den Treibhausgasemissionen

dar, ohne hohe Investitionen zu benétigen.

Eine Erweiterung der Verfahren um einen direkten Eingriff in die Maschinensteuerung kann
zudem zusatzliches Potenzial darstellen. Mit einem Modell, welches auch die Stoff- und E-
nergiestrome der Maschinen simuliert, kann die Modellierung vereinfacht und die Moglich-

keiten des Eingriffs auf die Maschinensteuerung untersucht werden.

Neben den weiteren Untersuchungen zur energieeffizienten Steuerung ist auch die Kopplung
des Simulationssystems ndher zu untersuchen. Die in der Arbeit durchgefiihrte prototypische
Kopplung muss hinsichtlich der Kopplungsmethoden naher betrachtet werden. Es ist zu un-
tersuchen, wie eine vom Simulator unabhdngige Kopplung durchgefiihrt werden kann. Zu-
dem stellt sich die Frage, bei welchen Aufgabenstellungen Uberhaupt eine Online-Kopplung
erfolgen muss. Ein Vorgehensmodell, welches durch ein KenngroRensystem den Entwickler

unterstiitzt, ob und wie eine Kopplung erfolgen muss, erscheint dabei sinnvoll.
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Anhang

Daten Maschinenmodell

Bauteil A

Leistungsaufnahme
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Warmeabgabe, konvektiv: 0,0819 kWh
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Bauteil B

Leistungsaufnahme
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Wadrmeabgabe, radiativ: 0,033 kWh

Wadrmeabgabe, konvektiv: 0,102 kWh

Emissionen POM

60

Schadstoff Emissionsmenge pro Zyklus [mg]

Formaldehyd 45,0
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Daten Gebdaudemodell

Raumvolumen: 900 m3

Warmekapazitat: 2160 kJ/K

Wand Flache [m2] Kategorie U-Wert [W/m2K]
Boden 225 Extern (Boundary =0,313
15°C)
Dach 225 Extern, Horizontal 0,233
AuRenwand 60 Extern, Nord 0,339
AuBenwand 60 Extern, Sud 0,339
AuRenwand 60 Extern, Ost 0,339
AuBenwand 60 Extern, West 0,339
MAK-Werte
Schadstoff MAK-Wert [mg/m3]
Formaldehyd 0,62
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Klimadatensatze
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