Hagen Peukert

Kindliche Kalkulationen

Eine Computersimulation (iber den Einfluss stochastischer Informationen
auf die Wortsegmentierung beim Erstspracherwerb

kassel .

university
press



Die vorliegende Arbeit wurde vom Fachbereich Sprach- und Literaturwissenschaften der Universitat Kassel
als Dissertation zur Erlangung des akademischen Grades eines Doktors der Philosophie (Dr. phil.)

angenommen.

Erster Gutachter:  Prof. Dr. Josef Wallmannsberger
Zweiter Gutachter: Prof. Dr. Winfried Néth

Tag der mindlichen Priifung

Bibliografische Information der Deutschen Nationalbibliothek

Die Deutsche Nationalbibliothek verzeichnet diese Publikation in der Deutschen
Nationalbibliografie; detaillierte bibliografische Daten sind im Internet tber
http://dnb.d-nb.de abrufbar

Zugl.: Kassel, Univ., Diss. 2008
ISBN print:  978-3-89958-704-3
ISBN online: 978-3-89958-705-0
URN: urn:nbn:de:0002-7058

© 2009, kassel university press GmbH, Kassel
www.upress.uni-kassel.de

Druck und Verarbeitung: docupoint GmbH, Magdeburg
Printed in Germany

5. November 2008



fir Rita






Dank

Mein gréfster und besonderer Dank gilt Professor Josef Wallmannsberger, der mir die
Erforschung des Themas ermoglichte und die beste Betreuung zum kritischen Denken
angedeihen liefs. Unzédhlige Stunden seines Sparrings begleiteten mich iiber die Jahre
der Promotion und vielleicht auch dariiber hinaus. Aus diesen Gespriachen sind Ideen
entstanden, die mich von nun an begleiten; einige davon haben bereits ihren Niederschlag
in der vorliegenden Arbeit gefunden. Eine wertvollere Unterstiitzung kann ich mir kaum
mehr vorstellen.

Andreas Kothe danke ich fiir die programmiertechnische Unterstiitzung und seinen
trockenen Humor gegeniiber der linguistischen Denkweise. Ohne ihn wére die Simulation
nicht in dieser Form lauffahig geworden.

Enrique Garcia Sobolevski hat mich fachlich bei der Einarbeitung in Matlab unter-
stiitzt. Als Freund fand ich bei ihm immer ein offenes Ohr fiir die zahlreichen kleineren
Probleme bei der Forschungsarbeit. Ich werde die alltdglichen Spazierginge und die Dis-
kussionen iiber den Sinn der Wissenschaft vermissen. Oliver Bracht danke ich fiir seine
fokussierten Erklarungen zur logistischen Regression in SPSS.

Uta und Daniel Wolf haben mit viel Ausdauer verschiedene Varianten des Manu-
skripts durchgesehen und auf allgemeine Verstidndlichkeit iiberpriift. Thnen mdochte ich
meinen besonderen Dank aussprechen. Professor Winfried N6th bin ich fiir die wert-
vollen Anmerkungen und kritischen Hinweise zu tiefen Dank verpflichtet. Fiir alle noch
verbleibenden Fehler trage allein ich die Verantwortung.

Klaus Raymund gebiihrt fiir unsere gemeinsamen sportlichen Aktivitdten, die in allzu
stressvollen Situationen fiir die Erfrischung des Geistes sorgten, ein sportliches Danke-
schon.

Mein herzlichster Dank richtet sich an meine Frau Margarita Manakova, die all ihre
Liebe und Hingabe dem grofiten Gliick unseres Lebens, Alina und Konstantin, widmete
und mir fiir die gesamte Zeit den Riicken von allen Problemen des Alltags freihielt. Nur
so hatte ich die Zeit, mich voll auf mein Forschungsvorhaben zu konzentrieren.






Abstract

At first glance, word segmentation seems trivial — a simple mapping between an incoming
stream of sounds and an existing representation thereof in the mental lexicon. When
realizing that 6 to 8-months-old babies have no lexicon available (Jusczyk und Aslin
(1995, 2); Morgan (1994); Swingley und Aslin (2000); (Aslin et al., 1999, 364)), word
segmentation reaches the status of extraneous profundity. Noticing moreover that unlike
adults listening to a conversation in an unknown language, babies have little access to
non-verbal communication, word segmentation receives once again some more attention.
If one acknowledges furthermore that pauses in the speech stream do not collide with
the beginnings or endings of words as in written language, word segmentation is finally
recognized as a real research problem.

This description reflects the proceedings in research on infant word segmentation for
the last fifty years. Only in the last quarter, word segmentation received the deserved
attention. Yet the literature documents four strategies for infant word segmenation:
allophonic, phonotactic, prosodic, and statistical (Mattys et al. (1999, 467); Gambell
und Yang (2005); Weijer (1999, 15ff); Jusczyk et al. (1999¢, 161-163); Batchelder (2002,
168); Johnson et al. (2003, 87); Aslin et al. (1998, 322); Bortfeld et al. (2005, 298);
Perruchet und Vinter (1998, 246)).

Allophonic varieties are in part predictable and happen to mark word boundaries.
Some allophones do only occur in the beginning or ending of words, but in no other
environment. Knowing which allophones appear in which position of the word, enables
the listener to define the respective boundary. Experimental findings have shown that
this ability is present in 10.5-months-old English infants (Jusczyk et al., 1999b).

By the same token, phonotactic sensitivity starts to develop from nine months on
(Friederici und Wessels, 1993). Phonotactic knowledge comprises which combinations of
sounds and which position within a word are acceptable in a given language. Since some
sounds never or only show up in the beginnings or endings of words (e.g. /y/, /mb/
do not occur word initially in English) or some combinations never appear at all (e.g.
/ptsk/ in English), it is clear that their occurrence must define word boundaries.

Prosodic cues play a crucial role in word segmentation. In English, they happen to
be an reliable indicator. 90% of all words are stress initial. Using this information, it
is most efficient to extract words out of a speech stream. 8-months-old English infants
are able to use stress cues to segment words (Jusczyk et al. (1993a); Morgan (1996b);
(Echols et al., 1997); Johnson und Jusczyk (2001)).

Finally, statistical information considers the relation from sounds or syllables to each
other. Statistical learning in word segmentation suggests that the distribution of sounds
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within words differs significantly from sounds present in larger units than the word.
8-months-old babies are aware of these differences (Saffran et al., 1996a) and may use
them for processing language (Saffran, 2001b). In addition, Thiessen und Saffran (2003)
showed that 7-months-olds prefer statistical over prosodic information.

All of the aforementioned segmentation strategies but statistical learning need some
representative set of words to derive its rule set, that is, the marking of a word boundary
has to be aligned with the language specific property of prosodic, allophonic, or pho-
notactic cues. To illustrate, Maori infants must learn that velar nasals /p/ may occur
word initially and may coincide with a word boundary as opposed to English toddlers
who should never assume that. By the same token, English babies as opposed to French,
should internalize a rule that defines a word boundary at the primary word stress. Last-
ly, the aspirated stop [t%], for example, can only be detected word intially in English
but not in Hindi. So the English child maps the word boundary to a phonetic clue, i.e.
the aspirated plosive. In contrast to that, transitional probabilities as a general learning
principle (Saffran, 2002) do not require an initial set of lexical items since the mecha-
nism is based on a frequency distribution. Items as sounds or syllables that often occur
together are simply categorized as a function of their occurrence relative to all others.
These units then define the beginning and end of words.

It is still unclear, how these strategies interact, which strategy is prevalent or used first.
Moreover, the question how the initial set of prototypes can be extracted is raised in the
literature. Since 10% of all words occur in isolation (Brent und Siskind (2001); Aslin et al.
(1996); Weijer (1999)), babies would have a sufficient list of words at their disposal from
which word segmentation rules could be exploited. However, this suggestion should be
dismissed considering that the language learner cannot know whether a word appears
in isolation or not. How should one know that isolate and I'm so late comprise one
or three words respectively? Where would this knowledge come from? Because of this
contradiction, the statistical approach should be used as the preferred bootstrapping
strategy, so it is argued, to start building up a first lexical structure.

On this note, Gambell und Yang (2005) showed that the statistical approach does not
hold for representative data of child directed speech. No more than a third of the CHIL-
DES (MacWhinney, 1995) collection could be segmented correctly. This result dispels the
statistical approach as an alternative mechanism for word segmentation. The argument
goes again: how can infants know which segmentations are right or wrong. Since none
of the suggested strategies really holds consistently, the appropriate solution is deemed
best to be found within the generative paradigm. It is argued that some information of
the structural components of language has to be innate if word segmentation were to be
successful. In fact, one could only explain how the segmentation process gets started if
specific information on language is admitted (Gambell und Yang, 2005).

The model developed here suggests yet another possibility. Following the logic re-
marked above, that is, only transitional probabilities can be used as a basis for word
segmentation for they circumvent the circular argument of isolated words, the model at
hand starts at the point where Gambell und Yang (2005) stopped. In short, it is argued
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that the wrongly segmented corpus contains enough information enabling infants to seg-
ment lexical units from the speech stream considering infant’s cognitive abilities around
7 month of age. Thus, it is shown that a mechanism for word segmentation exists without
recourse to components of universal grammar.

The algorithmic design of a model is supposed to reflect the cognitive mechanisms
as closely as possible. Of course, the model must abstract away so that the underlying
processes can well be understood. The model discussed here will only consider auditory
input in the form of transcribed data files from which all prosodic information is deleted.
This is not to deny the relevance of rhythmic input, but keeping them out of the model
ensures that the mere influence of the statistical information in the speech input is
measured.

The last implementation of the model takes representative samples of a controlled
size from CHILDES (MacWhinney, 1995), converts them into an IPA-format, deletes all
stress information and white spaces. Now the transitional probabilities are calculated
for each combination of phoneme chains of the seize between 1 and 10. White spaces are
marked when a limit is reached. The limit is a variable manipulating the sensitivity of
the child and is defined between 0 and 1. Thus, a second loop runs through ten values
of limit and outputs its maximum for each phoneme chain combination.

The value at the optimum of both variables (partial derivative), length of phoneme
chain and sensitivity of the child, is now assumed to be fix for a given corpus size. From
the by then segmented sample corpus, the most frequent items (differing between 5 and
30 words when a constant function is chosen) are selected and saved in a list ordered by
length. Eventually the next corpus is input and processed as described above. Depending
on a fifth variable encoding the delay of the mapping, the word list is either mapped
onto the corpus or delayed to the next specified input.

The constraints defined in the model are all based on general cognitive abilities. At-
tention was paid not to hide any language specific information in the underlying archi-
tecture. Fiven though all of the constraints were proven experimentally, their interaction
is only a suggestion that the simulation can prove realistic. As mentioned above the most
important constraint is the inclusion of transitional probabilities (Saffran et al., 1996a)
in the model. Second, it is important to pin down the exact form of the unit of per-
ception. From this unit, calculations of transitional probabilities will be accomplished.
After thoroughly investigating the psycholinguistic experiments carried out for the last
50 years, the phoneme seemed best suited (Brent (1999b); Jacobs (2003); Pisoni und
Luce (1987); Swingley (2005)). Using phonemes allows for a more elaborated inquiry
by controlling both possibilities: syllables as well as all other existing combinations of
phonemes. Third, it is clear that babies have to memorize words for a longer period of
time (Jusczyk und Aslin (1995); Jusczyk und Hohne (1997)), so that, fourth, the most
frequent ones (Shi et al. (2006); Jusczyk et al. (1994)) can be mapped top-down (Bortfeld
et al., 2005) onto an unknown speech input.

The results of the simulation are as follows. First, the simulation of the proposed model
replicates the findings of Gambell und Yang (2005) or others (Brent, 1999b). In addition
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to the proposed models so far, the simulation here specifies a number of variables that can
be manipulated. This allows to measure the exact size of the corpus that is necessary
to make a maximum of correct segmentations as a function of the child’s sensitivity
and a corresponding unit of perception. The later, so the surprising result, does not
matter as long as the sound chain varies somewhere between one and five phonemes.
Therefore, for word segmentation, the exact form of the unit of perception provides
no additional information. The infant’s sensitivity, however, should be minimized. That
means phoneme chains need to occur only a few times in the same environment, so that
they are recognized as a lexical unit. It also means that even if a unit appears in different
sound environments here or there, the infant would chose the most frequent one relative
to all others as an lexical entry.

The most important contribution of the simulation is nonetheless an important pro-
perty of the segmented corpus. It is indeed true that only about one third (if parameters
are optimized one half) of all segmented words are correct and that this number cannot
possibly account for a starting point in the segmentation process. At first sight this is a
convincing argument, but searching the corpus for more detail, it becomes obvious that
the wrongly segmented corpora all encode some more important information which is
not at all obvious looking at it superficially. The most frequent segmentations of the
corpus happen to be lexical items.

Only that finding allows to solve the segmentation problem since out of each repre-
sentative corpus a certain number of words can now be extracted reliably. This number
is described by a function and encodes the number of words an infant should be able to
memorize. The simulation showed here that the best results are attained when the func-
tion is kept constant, that is, in each period (or for each new corpus) the same amount
of words is memorized. Furthermore the number of words memorized from each corpus
should not exceed 30 entries since the error function raises rather drastically from there
on. Assuming that the function is set to 7, the measured errors are zero. This finding
happened to confirm the research done by Miller (1956).

As Pinker (1984, 28) already assumed some time ago, it is now possible to use the
extracted words as a source of additional information to define undetected word bounda-
ries. In particular, adding a recursive structure that would map the existing words into
the sound stream after the transitional probabilities are computed, is key to compensate
the shortcomings of the probability calculations.

Using the cohort model (Marslen-Wilson und Welsh, 1978) to align the lexical entries
with the new sound stream, first intermediate data of the simulation revealed notwith-
standing a problem that resulted from embeddedness. The problem was overcome by
delaying the starting point of recursively entering the word list to a subsequent period
in which a sufficient number of corpora have been processed. This ensured that the word
list comprises enough words, so that a competition can be initiated among the items of
the word list as required in the cohort model. Since the longest though appropriate of all
entries would win the competition, it is of great advantage that larger units are inclu-
ded in the list. The statistical relevance between the length of a word and its frequency
occurrence is used here as a mechanism (Best, 2003).



The set of functions delineating the increase of extracted lexical entries for each cycle
are all precisely described by one master function. When specifying the number of words
that the child memorizes during each period, the limit of the master function gives
the maximum words a child could extract from an indefinite number of corpora. To be
specific, while a constant function of 10 words for each cycle still has an error rate that
is statistically insignificant, one could obtain a maximum of 107 lexical entries. This
number should be sufficient to serve as an initial word list for deriving other regularities,
such as prosodic, allophonic, or phonotactic rules specifically for each language.

To illustrate a concrete example for English CHILDES data, a typical word list ex-
tracted from the statistically segmented corpora contains around 80 entries. While an
average between 2 to 3 entries do not correspond to words, one of the false segmenta-
tions is always the grammatical morpheme /m/. All of the entries but one carry their
primary stress on the first syllable, which makes it easy to deduce the prosodic rule for
English. Still, some phrases, such as /derjugou/, /watorjudumy/, and /kenjuser/ are also
included. Although this result is perfectly in line with research done by Peters (1983)
or Pinker (1984), it would cause wrong segmentations if used recursively. However, their
constituent parts are all listed and so it is reasonable to suppose that these phrases could
be split up correctly.

In summary, the simulation carried out approves the correctness of applying the stati-
stical approach to solving the word segmentation problem. As such it argues against the
generative paradigm, in which innate knowledge accounts for the poverty from the sti-
mulus. The simulation shows that innate knowledge is not necessarily required to locate
word boundaries. The information in the input is sufficient.
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1 Einleitung

Eines der faszinierendsten Phinomene der menschlichen Kognition ist der Erstspracher-
werb. Jedes Kleinkind meistert diese Aufgabe innerhalb der ersten Lebensjahre. Trotz
unterschiedlicher Stimuli beziehungsweise unterschiedlichem Sprachinput gelangt es ge-
nau zu jener Grammatik, die alle Angehorigen einer Sprachgemeinschaft verstehen. Da-
bei sind die kognitiven Prozesse dieses Phanomens weitestgehend ungeklért. Dies liegt
natiirlich an der groffen Komplexitit hoherer kognitiver Leistungen, bei denen noch un-
verstandene Mechanismen iiberlagernd ineinander greifen. So ist auch der Spracherwerb
ein vielschichtiger kognitiver Prozess, bei dem auf neuronaler Ebene dynamische Ent-
wicklungen und Interaktionen zwischen den Schichten stattfinden, die der Wissenschaft
bislang keinerlei Einsicht erlaubten und damit mehr Hypothesen als gesichertes Wissen
hervorbrachten. Dieser missliche Umstand verleitet den Wissenschaftler wieder einmal
dazu, sich auf Input-Output-Relationen zu konzentrieren. Damit scheinen die Altlas-
ten des Behaviorismus in die Kognitionswissenschaften hineingetragen worden zu sein.
In der Tat ldsst sich das Stimulus- und Response-Denken immer auch in kognitiven
Erklarungsansétzen ausfindig machen, aber nunmehr stets im Bemiihen das Ergebnis
des Outputs auf eine dazwischen liegende Struktur zuriickzufiihren. Eine direkte Be-
ziehung zwischen Input und Output wurde zugunsten interner Reprasentationsebenen
aufgegeben. Problematisch bleibt trotz alledem der hypothetische Charakter der internen
Repriasentationsmodelle.

Fiir die Psycholinguistik ist dabei schon die so wichtige Ausgangsfrage strittig: Kann
die dufere Form der Sprache als ein ausreichender Informationsinput angesehen werden
oder liegen konkrete sprachspezifische Informationen als mentale Reprisentationen vor?
Welche Qualitdt und Quantitdt miissen diese Informationen haben? Insbesondere diese
Frage nach der Rolle des unvollstindigen und unterschiedlichen Sprachinput polarisiert
sich in den Wissenschaften zu nativistischen und empiristischen Positionen, die geméifs
ihrem Ansatz das beobachtete Phinomen auf verschiedene Weise erkldren und inter-
pretieren, ohne aber eindeutige Ergebnisse zu prisentieren (Matthews, 2006, 81). Das
nativistische Lager bringt in zeitlich regelméafigen Abstinden das Argument der Reizar-
mut! hervor. Dabei gehen deren Verfechter von einem rationalen, aber unterbewussten

L(poverty of stimulus argument (POSA), argument from the poverty of the stimulus (APS), Argument
der Reizarmut). Chomsky (1980, 34) hat wohl die Begrifflichkeit als solche eingefiihrt. Grundziige
dieser Idee sind seit seinen frithen Schriften und anderer Wissenschaftler zu verfolgen (vgl. Thomas,
2002). In der Literatur finden sich teils leicht abweichende Definitionen dieses Arguments (siehe
Kap. 1.3 oder Scholz und Pullum (2002)). Zur Vermeidung einer begrifflichen Verwirrung sei hier
die Definition von Reali und Christiansen (2003, 2) gegeben:

1. Natiirliche Sprache zeichnet sich durch eine komplexe Grammatik aus.

2. Die Informationen dieser Grammatik, welche dem Sprachlerner zur Verfiigung stehen, ist der PLI
(Primary Linguistic Input).



1 FEinleitung

mentalen Prozess aus und stiitzen sich mittlerweile auch auf spezifische Beobachtun-
gen und Untersuchungen unterschiedlicher Sprachen. Sie versuchen zu zeigen, dass es
keine vollstdndige Abbildungsfunktion zwischen dem Sprachinput, den das Kind von
der Umwelt erfihrt, und dem Sprachoutput, dem internen Regelwerk der Sprache mit
einer komplizierten hierarchischen syntaktischen Struktur, geben kann. Die Vollstandig-
keit des duferen Sprachinputs fiir den Erwerb einer Sprache wird bestritten. Als Losung
schlagen die Nativisten das Sprachorgan vor, eine genetische Kodierung mit spezifischen
Voreinstellungen fiir die Sprachverarbeitung.? Genau daran zweifeln die wissenschaftli-
chen Vertreter der empiristischen Generation. Der empiristische Standpunkt fordert, dass
dem Sprachinput (Umwelt) eine grofere Rolle zugedacht wird. Das Lernen einer Spra-
che ist nicht spezifisch, sondern kann mit allgemeinen Lernmechanismen erklart werden,
die auch fiir andere kognitive Féahigkeiten verantwortlich sind. Die Reichhaltigkeit des
Inputs kann nicht mit herkémmlichen Strukturvergleichen zwischen In- und Output ver-
standen werden. Deshalb versuchen die empiristischen Konnektionisten,® die Beziehung
zwischen Sprachinput und interner Reprisentation (Output) mit neuronalen Netzwerken
nachzuweisen. Diese Computersimulationen geben Aufschluss iiber mogliche Gesetzma-
igkeiten von selbstorganisierenden Ordnungsstrukturen in der Sprache, welche &uferlich
chaotisch anmuten. Dabei geht es nicht darum, die tabula rasa des menschlichen Geistes
nachzuweisen.* Es steht auker Frage, dass beispielsweise sowohl die Neurogenese als auch
die Synaptogenese erblichen Gesetzméfigkeiten folgt und dadurch auch die Sprachfdhig-
keit des Menschen als artenspezifische Eigenschaft an sich unzweifelhaft eine genetische
Basis besitzt.> Die wissenschaftliche Debatte entziindet sich an der Frage, wie viel und

3. Ein Sprachlerner kann die Grammatik nicht aus dem PLI erschliefsen.

4. Sauglinge erlernen ihre Erstsprache durch vererbte Konditionierung (innately-primed learning).

2Modularitét (Fodor, 1983) und Mentalismus treten oft als Begleiter des Nativismus auf. Im Grunde
muss man den Nativismus von Modularitét und Mentalismus logisch trennen. Eine strikte Trennung
(wie sie beispielsweise Cowie (1999, 25f, 153-159) oder Gardner (1989, 208) angeben) gestaltet sich
schwierig und l&sst sich konsequent nicht durchhalten. Das l&sst sich schliissig damit erklidren, dass
prominente Vertreter des Nativismus wie Chomsky oder Fodor sich eben auch zur Modularitét und
zum Mentalismus bekennen (vgl. Gardner, 1989, 197ff). So ist die Modularitét ,ein Bekenntnis zum
Mentalismus® mit einer Tendenz zum Nativismus (Gardner, 1989, 208). Zudem wird die Modularitét
als Argument fiir eine nativistische Sicht der Dinge geschildert (Matthews, 2006, 84).

3Mit der Widerbelebung der parallel verteilten Verarbeitungsmechanismen in den 80er Jahren hat sich
das Wort ,,Konnektionismus“ durchgesetzt und findet sich oft auch in Abgrenzung zu den symbol-
verarbeitenden Ansétzen. Aufgrund der ideologischen N&he zu dem epigenetischen, empiristischen
Paradigma (siehe Kap. 2.3), welches auch stets auf die Simulationen von Neuronalen Netzen zuriick-
greift, sei hier eine Substitution der Begriffe gestattet. Es sei jedoch darauf hingewiesen, dass der
Konnektionismus nur Teilbereiche der Epigenese abdeckt und oft mit dem Begriff der empirischen
Konnektionisten enger gefasst werden kann.

vgl. Rumelhart und McClelland (1986a, 139fF).

SMit den Worten von Bates und Elman (1996, 1849-50):

Even if we assume that a brain (real or artificial) contains no innate knowledge at all, we
have to make crucial assumptions about the struture of the learning device, its rate and
style of learning, and the kinds of input that it "prefers’ to receive. Siehe auch Pullum und
Scholz (2002, 10).



welche Informationen genetisch kodiert sind.% Dazu schreibt der Nativist Fodor (2001,
9):

On the other hand, empirical investigations of the conditions under which children learn
to talk would estimate the information their linguistic environments provide, hence how
much poverty of stimulus the language learning process tolerates. One then subtracts the
information that is required for the child to achieve linguistic mastery. The remainder
after the subtraction is what the child’s innate knowledge contributes to the language
acquisition process.

Die Forschung der zuriickliegenden 50 Jahre hat fiir die Grundsatzfrage des vollstan-
digen Sprachinput noch keine Klarheit schaffen kénnen.” Méglicherweise ist eine Losung
erst mit fortschreitenden Ergebnissen in den Neurowissenschaften zu erwarten (Miil-
ler und Rickheit, 2003, 4). Eine solche Entwicklung wiirde vom Input-Output-Denken
fortkommen und das Interesse auf die Beschreibung der internen Mechanismen fokus-
sieren,® so wie es die Kognitionswissenschaften schon seit Anbeginn fiir sich deklarieren.
Bedenkt man allerdings heute die Vielschichtigkeit der mdoglichen Betrachtungs- und
Vorgehensweisen der uniiberschaubaren kognitiven Prozesse, erkennt man schnell, dass
ein solches Fortkommen vom Input-Output-Denken noch weit vor uns liegt. Also sollte
es der Wissenschaft derzeit dienlicher sein, eine von zahlreichen Teilfragen des Input-
Output-Schemas zu betrachten und zumindest fiir diese Teilfrage eine Erklarung fiir
einen internen Mechanismus vorzuschlagen. Gegebenenfalls kann die Beantwortung der
Teilfrage die Beantwortung der anfangs gestellten Grundsatzfrage erleichtern.’

Dieser Gedanke wird in der vorliegenden Arbeit aufgenommen. Eine interessante und
noch ungeklarte Teilfrage des Spracherwerbsprozesses, in der Nativisten und Empiris-
ten mit ihren unterschiedlichen Auffassungen aufeinandertreffen, ist das Problem der
Sprachsegmentierung: Wie gelingt es, wenige Monate alten Babys, genau die Einheiten
aus einem Lautstrom zu filtern, die sie als Entitdten zur Bedeutungszuordnung benéti-
gen? Der Autor wird der Frage nachgehen, bis zu welchem Punkt statistische Informatio-
nen eine Herauslosung von relevanten Spracheinheiten aus dem Lautstrom gesprochener
Sprache erlauben. Dabei werden bewusst andere Segmentierungsinstrumente wie die In-
tonation, die Satzmelodie und die sprachlich-funktionalen Anhaltspunkte isoliert, damit

6vgl. hierzu Szagun (2001, 14 ff u. 40ff) zur epigentischen Sichtweise.

Tvgl. z.B. Knobloch (2003, 29); Miiller und Rickheit (2003, 2f); Matthews (2006, 82f) und fiir die
gleiche Beobachtung vor 20 Jahren vgl. Bruner (1987, 24).

8Fodor verdeutlicht diesen Standpunkt wie folgt:

A psychology (rationalist, empiricist, or whatever) needs to do more than just enunciate
the laws it claims that mental processes obey. It also needs to explain what kind of thing
a mind could be such that those laws are true of it; which is once again to say that it
needs to specify a mechanism. (Fodor, 2001, 17)

9Der Genetiker Robert Plomin merkt in seiner Einleitung sehr passend an:

I believe that the best behavorial genetics research of the future will not be conducted by
behavorial geneticists. It will be done by researchers in other fields who use this approach
to answer theory-driven questions that arise in other fields. (Plomin, 1990, vf)
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der Beitrag der statistischen Berechnungen messbar wird. Das Ergebnis wird also zeigen,
welchen maximalen Beitrag die verdeckten stochastischen Informationen eines begrenz-
ten Teils der Sprache fiir die Wortsegmentierung leisten konnten. Die hier vorgelegte
Simulation sagt aber nichts dariiber aus, ob diese Informationen tatsichlich in dieser
Quantitdt entdeckt oder genutzt werden. Ein stichhaltiger Beweis steht weiterhin aus.
Dennoch gibt die hier vorgestellte Losung Grund zur Annahme, dass die stochastischen
Informationen, zumal sie nun einmal vorhanden sind und Kleinkinder die Fihigkeiten
haben, diese zu induzieren, eine plausible Erkldrung geben konnen.

Gelingt es, die Existenz der Informationen im Sprachstrom, deren Qualitdt sowie
Quantitdt nachzuweisen, und ist es zudem plausibel, dass Kleinkinder die Fahigkeit
haben, diese Informationen zu nutzen, kann man schlieflich einen Beitrag zur Grund-
satzfrage des Arguments der Reizarmut leisten. Da dieses Argument nur die Aussage
trifft, dass es keine eindeutige Beziehung zwischen Input und Output der Sprache gibt,
ist es fiir den Bereich der Wortsegmentierung logisch widerlegt, wenn sich herausstellt,
dass alle notwendigen Informationen fiir die Wortsegmentierung objektiv aus dem In-
put erfassbar sind. Es sei darauf hingewiesen, dass weder das Argument der Reizarmut
noch der Gegenbeweis etwas iiber die Wirklichkeit der realen kognitiven Prozesse bei der
Wortsegmentierung aussagen. Der hier zu fiihrende Gegenbeweis soll nur zeigen, dass das
rein hypothetische Argument des unzureichenden Input fiir die Wortsegmentierung nicht
stimmen kann. Aus der Falschheit des zu widerlegenden Arguments, zumal auch hypo-
thetischer Natur, darf man jedoch den Gegenbeweis nicht als korrekten Mechanismus
unterstellen.

Stellt sich hingegen heraus, dass die verwendeten statistischen Methoden nicht aus-
reichend sind, miisste gepriift werden, ob das Zusammenspiel mit anderen Segmentie-
rungsmethoden hinreicht. Erst wenn dies nicht der Fall ist, wiirde das Argument der
Reizarmut bei der Wortsegmentierung mehr Gewicht gewinnen, aber weiterhin unter
seinem hypothetischen Charakter zu leiden haben.!?

1.1 Problemstellung und Ziele

Die Problemstellung der Dissertation ldsst sich mit den folgenden Fragen spezifizieren.

1. Sind die notwendigen Informationen zur Wortsegmentierung im Sprachsignal vor-
handen?

2. Welche Quantitit haben diese Informationen?

3. Konnen Kleinkinder diese Informationen nutzen?

19Es sei noch angemerkt, dass kompliziertere statistische Verfahren als die hier verwendeten Metho-
den, theoretisch denkbar sind. Die Wahrscheinlichkeit der tatséchlichen Verwendung dafiir ist aber
gering, weil sehr viel dafiir spricht, dass Kleinkinder im Alter von sechs Monaten die einfachsten
Segmentierungsstrategien verwenden, die fiir eine Kodierungsaufgabe Erfolg versprechen. In einer
Experimentserie haben Saffran (2003a), Saffran (2003c), Saffran und Griepentrog (2001) und Saffran
et al. (2005) begriinden koénnen, dass bei einer tonalen Kodierung eines Inputs sechs Monate alte
Babys absolute Tonhohen als Segmentierungsinstrument bevorzugen. Erst bei Unkenntlichkeit der
absoluten Tonhohe griffen die Subjekte auf die komplizierteren relativen TonhShen zuriick.



1.1 Problemstellung und Ziele

Worauf zielen nun die Fragestellungen im Einzelnen ab? Mit der Beantwortung von
Frage 1 wird die qualitative Existenz der unterschiedlichen Ubergangswahrscheinlichkei-
ten im und zwischen den Wortern festgestellt. Sind die statistischen Informationen, so
wie sie in den entwicklungspsychologischen Experimenten geschildert werden, iiberhaupt
vorhanden? Lassen sich die experimentell zu Grunde gelegten Annahmen einer statisti-
schen Verteilung von Lautgebilden in kindgerichteter Sprache auch als ein reprisenta-
tives Phidnomen begreifen, das nicht nur in in Einzelféllen, sondern in entsprechenden
Korpora nachweisbar ist?

Frage 2 riickt die quantitativen Eigenschaften der mit dem Sprachsignal gegebenen
Informationen in den Vordergrund. Also kann an dieser Stelle genauer formuliert werden:
Sind die Informationen, die mit dem Sprachsignal dem Lerner als Input zur Verfiigung
stehen, ausreichend, um Worter aus dem Lautstrom gesprochener Sprache herauszu-
16sen? Die Quantitat der Informationen muss schlieflich die kritische Masse erreichen,
sodass sie das Kleinkind nutzen konnte. Weiterhin werden schon sehr spezifisch die ge-
nauen Parameter herauszuarbeiten sein, auf welche sich das Kind denn zu konzentrieren
habe, mochte es die maximale Effizienz in der Wortsegmentierung erhalten.

Schliefslich stellt Frage 3 einen Zusammenhang mit den aktuellen Forschungsergeb-
nissen her. Es wird gepriift, ob das Kleinkind mit den experimentell nachgewiesenen
Fahigkeiten die Informationen denn extrahieren kénnte. Damit ldsst sich hier konkret
konstatieren, ob die Informationen vom Kind iiberhaupt wahrnehmbar sind.

Die Beantwortung von (1.) und (2.) richtet sich gegen das Argument der Reizar-
mut aus dem nativistischen Lager. Es stellt sich die Frage, ob die Informationen des
Sprachsignals ausreichend sind und wie in (3.) dann geklirt werden muss, ob das Kind
diese Informationen iiberhaupt nutzen kann. Wird bereits die erste Frage negativ be-
antwortet, eriibrigen sich die Folgefragen. Selbst im Falle einer positiven Erkenntnis in
den ersten zwei Fragestellungen kann daraus zwar das Argument unzureichender Daten
fiir die Wortsegmentierung im Generellen widerlegt werden, aber wie gerade erlautert,
kann die Existenz von ausreichenden Informationen im Sprachsignal das Argument eines
Sprachorgans nicht eindeutig widerlegen, weil unklar ist, ob die Informationen tatsich-
lich genutzt werden. Allerdings wiirde dann die Theorie des angeborenen Sprachorgans
noch mehr hypothetisch anmuten, als sie es ohnehin schon impliziert. Schliefslich stellt
sich hier die Frage, warum nur der Mensch einen héchst komplizierten und langwierigen
Entwicklungsprozess zu einem genetisch kodierten Sprachorgan auf sich nehmen musste,
insofern er doch die einfache Md&glichkeit beséfse, die bereits vorhandenen allgemeinen
kognitiven Heuristika effizient einzusetzen.!!

Um einen irrefiihrenden Gedanken und seinen Schlussfolgerungen entgegen zu wirken,
sei eine Randbemerkung wiederholt gestattet. Die vorliegende Untersuchung wird nicht
die Frage beantworten kdnnen, ob ein Kleinkind die eventuell vorhandenen statistischen
Informationen tatsdchlich benutzt. Eine Erklarung dafiir kann nur auf experimentellem
Wege eindeutig erfolgen und bleibt somit den Entwicklungspsychologen iiberlassen.'? Es

Hygl. Lieberman (2006); Lieberman (2000); Waddington (1975, 304ff).
12Mit, Saffran (2001b) kann bereits auf einen ersten Beitrag verwiesen werden.
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besteht ein grundséatzlicher Unterschied zwischen der Existenz einer bestimmten Figen-
schaft und deren tatséchlichem Gebrauch. Fiir die Wortsegmentierung bedeutet diese
logische Trennung, dass alle Informationen im Sprachsignal zwar vorhanden sein kon-
nen und auch mit den kognitiven Fihigkeiten des Kindes eindeutig erkennbar wéren,
dass sie aber, aus welchen Griinden auch immer, ungenutzt bleiben und das Kind auf
andere Anhaltspunkte oder Informationen zuriickgreift. Dementsprechend versucht die
Arbeit nur zu zeigen, ob es denn theoretisch méglich wire, lediglich das Sprachsignal als
Informationsquelle zur Wortsegmentierung zu nutzen.

Mit der spezifizierten Problemstellung lassen sich nun die zwei Ziele der Arbeit ver-
stehen. Das primére Ziel der Arbeit ist, zur Diskussion des Arguments der Reizarmut
beizutragen und zu zeigen, dass die Wortsegmentierung im Erstspracherwerb zwar uni-
versalen, aber eher allgemein kognitiven Gesetzen gehorchen konnte. Diese Gesetze sind
nicht in einem separaten Sprachmodul mit noch unerforschten Phinomenen eingeglie-
dert und genetisch vorprogrammiert, sondern sie beruhen auf in der Sprache versteckten
Informationen. Diese Informationen werden dem Kleinkind durch allgemeine kognitive
Fahigkeiten zugénglich gemacht. Die Schwéichen des Arguments der Reizarmut wer-
den fiir die anfingliche Wortsegmentierung nachfolgend benannt. Dabei soll impliziert
werden, dass das tautologische Argument sich hauptsichlich auf das Fehlen geeigneter
Methoden griindet, die versteckten Informationen der Sprache so, wie sie dem Kleinkind
zugénglich sind, einer Sprache offen zu legen und zu erkldren. Aus dieser Erklarungs-
not heraus entsteht ja letztendlich das derzeit unwiderlegbare Argument eines genetisch
kodierten Sprachmoduls.

Als sekundéres Ziel wird ein Beitrag innerhalb der Computerlinguistik im Bereich
des datengetriebenen Lernens (Data-Driven-Learning) angestrebt. Dieses Teilgebiet ist
nach anfinglichen Erfolgen (Harris, 1967) in der computerlinguistischen Forschung et-
was vernachlissigt worden, erlebte aber zu Beginn des neuen Jahrtausends eine kleine
Renaissance, einerseits mit der Weiterentwicklung alter, andererseits mit der Entwick-
lung neuer Denkansétze (z.B. Goldsmith (2001); de Marcken (1996); Baroni (2002) und
Baroni (2005)). Prinzipiell setzt das Data-Driven-Learning an der Idee der maschinellen
Informationsverarbeitung an. In seiner hochsten Erfiillung streben Anhénger dieses An-
satzes nach der Erschaffung von intelligenten, wissensbasierten Systemen, die, &hnlich
dem menschlichen Informationsverarbeitungsprozess, einen Informationsinput zu Wissen
selbstandig verarbeiten konnen. Hier greift eine Vielzahl von Schnittmengen der Linguis-
tik mit denen der KI-Forschung ineinander (vgl. Gorz und Nebel, 2003, 45ff). Mit den
Ergebnissen dieser Arbeit kann ein kleiner Schritt in Richtung selbsténdiges Lernen von
Maschinen gegangen werden. Es wird gezeigt, dass Algorithmen existieren, die einen in
Phoneme zerlegten Lautstrom in bedeutungstragende Einheiten kategorisieren kénnen,
ohne dass dabei sprachspezifische Informationen vorgegeben sein miissen. Diese beiden
Ziele spiegeln so die idealistische und pragmatische Begriindung fiir die Beschéftigung
mit der Computerlinguistik im weiteren Sinne und der Korpuslinguistik im engeren Sinne
wider.!3

13ygl. Paprotté (2005, 376).
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1.2 Voriiberlegungen und definitorische Abgrenzungen

In der Literatur finden sich teilweise feinere Aufschliisselungen von kontriren Wissen-
schaftsstandpunkten fiir die Erstspracherwerbsforschung, als fiir diese Arbeit angebracht
erschien. Klann-Delius (1999) unterscheidet beispielsweise nativistische (z.B. Chomsky,
1965), kognitivistische (Piaget, 1923) und interaktionistische (Vygotsky, 1978) Erkl4-
rungsmodelle, welche vielversprechend erscheinen.** Zimmer (2003) nimmt der Vollstéin-
digkeit wegen auch noch den Behaviorismus hinzu, wohl eher aufgrund seiner historischen
Bedeutung in der Psychologie. Eine vollstindige Auflistung findet sich in Pence und
Justice (2008, 56-57). Neben den bereits genannten behavioristischen (Skinner, 1957),
interaktionistischen und kognitivistischen Theorien, werden auch jlingere Entwicklungen
vorgestellt. Darunter das Intentionalitdtsmodell von Bloom (2001) und die usage-based-
theory von Tomasello (2003); eventuell kann man dazu auch noch MacWhinneys Wett-
bewerbsmodell (MacWhinney, 1987) zihlen. Die nativistischen Ansitze lassen sich in
Fodors Modularitétstheorie (Fodor, 1983), die Bootstrappingtheorien (Pinker (1984) fiir
die Semantik; Gleitman (1990) fiir die Syntax) und die bereits genannte, prominenteste
Theorie einer universalen Grammatik von Chomsky (1965) spezifizieren. Die konnektio-
nistische Bewegung (Rumelhart und McClelland (1986a), Rumelhart und McClelland
(1986b)) kann man zwar beiden Seiten zuordnen, wie aber spiter argumentiert wird,
stehen sie dem empiristischen Paradigma néher.

Derartigen Einteilungen wird hier ganz bewusst nicht gefolgt, und die Arbeit wird
nicht in den Dienst einer spezifischen Theorie gestellt. Fiir das Erkenntnisziel der Arbeit
ist die allgemeinere Zuordnung in nativistisch und empiristisch angebrachter, weil damit
das Wesen der gegensatzlichen Standpunkte am besten erfasst werden kann. Das kogni-
tivistische Modell scheint noch immer stark auf die Arbeit Piagets ausgerichtet zu sein.
In der Tat liegt genau dort eine der Wurzeln dieses Ansatzes, aber gerade in jiingerer
Weiterentwicklung dieser Ideen mussten einige der urspriinglichen Gedanken revidiert
werden. Auflerdem fiihrt das Wort , Kognition“ oder auch ,Kognitivismus®* oft zu termi-
nologischen Verwechselungen. Schlieflich kénnen gerade die Nativisten im Bereich der
Sprache auf ihren Verdienst der kognitiven Revolution verweisen, und so lassen sich in
der Literatur immer wieder Uberschneidungen erkennen. Der interaktionistische Einfluss
ist nun wieder in nativistische und empiristische Modelle eingeflossen und wird dabei im
Prinzip oft implizit vorausgesetzt, wie auch in Berk (2005, 223) beschrieben. Aus diesem
Grund folgt die Arbeit einer Zweiteilung der Ansétze wie sie etwa von Szagun (2001)
und Szagun (2006) — nativistisch vs. epigenetisch — oder Dittmann (2006, 59ff) — Vinat
vs. Vanit'® — vorgeschlagen wird. Diese Einteilung gibt im Ubrigen das Gegensatzpaar
von Nativismus und Empirismus in der Erstspracherwerbsforschung wieder. In der Ent-
wicklungspsychologie spricht man oft von Praformation vs. Epigenese wohl in Anlehnung
an Piaget (1974, 15ff). Bei Elman et al. (1997) wird der Begriff constructivism verwen-
det, welcher zwar unter Zuhilfenahme von constraints die Idee des Nativismus in sehr
stark abgeschwiichter Form assimiliert, aber im Ubrigen dem epigenetischen Gedanken-

14ygl. hierzu die Zusammenfassung von Buffmann (2002, 620).
I5Vinat: von innen nach aufen; Vanit: von aufien nach innen.
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gut treu bleibt, sodass auch diese Spielart empiristisch einzuordnen wire. Des Weiteren
finden sich noch Anlage und Umwelt als typische Begriffspaare. Da sich diese Arbeit
interdisziplindr orientiert und die detaillierten Argumente der Positionen nicht Gegen-
stand der hiesigen Untersuchungen sind, sei auch eine quasi-synonyme Verwendung der
Begriffe zugestanden. Demnach verweisen hier Rationalismus, Nativismus, Praformation
und Anlage im Wesentlichen immer auf den gleichen Referenten. Auf gleiche Weise wird
mit Empirismus, Epigenese, Konstruktivismus oder Umwelt verfahren.

Im universalgrammatischen Ansatz des Nativismus besteht Einigkeit dariiber, dass
bestimmte Sprachphédnomene aus der Erfahrung gewonnen werden kénnen, andere Phé-
nomene sich aber nicht damit erkldren lassen. Folglich miissen alle Besonderheiten einer
Sprache, die nicht auf ein Erlernen aus dem praktischen Sprachgebrauch zuriickzufiihren
sind, auf Sprachprinzipien beruhen (vgl. Culicover, 1997, 10). Setzt man diese Zweitei-
lung von erlernbarem und angeborenem Sprachwissen voraus, ist es fiir das universal-
grammatische Paradigma von grundlegender Bedeutung, eindeutige Aussagen zu treffen,
welche spezifischen Phidnomene denn nun erlernbar sind und welche zwangsweise von
einem empirischen Lernprozess ausgeschlossen werden miissen. Da vererbbares Sprach-
wissen zwingend unabhéngig von einer Einzelsprache betrachtet werden muss, finden die
Ergebnisse fiir alle natiirlichen Sprachen Anwendung und kénnen somit eindeutig verifi-
ziert werden. Nur eine einzige natiirliche Sprache ist ausreichend, um zu beweisen, dass
ein vermeintlich universalgrammatisches Phinomen nicht als solches klassifiziert werden
kann. Dies ist genau dann der Fall, wenn die universale Regel nicht widerspruchsfrei in
dieser einen Sprache angewendet werden kann.

Dazu konnen neben der empirischen Sprachforschung, speziell dem Analysieren von
Sprachphénomenen unterschiedlichster Sprachfamilien, die Ansétze in der theoretischen
Linguistik fruchtbar sein, welche die logischen Voraussetzungen eines universalsprach-
lichen Prinzips iiberpriifen. Stellt sich bereits auf theoretischer Ebene ein Widerspruch
heraus, ist es hinfillig, die zu Grunde liegenden Phidnomene auch empirisch auf ihre
Universalitdt hin zu iiberpriifen. Sie sind schlichtweg dem erlernbaren Sprachwissen zu-
zuordnen. In gleicher Weise wird in dieser Dissertation verfahren. Die Beantwortung
der ersten Frage (in Kap. 1.1 auf Seite 4) wird zunéchst nur Aufschluss dariiber geben,
ob unterschiedliche Ubergangswahrscheinlichkeiten in und zwischen Wértern iiberhaupt
existent sind. Erst dann wird deren Reprasentativitat gepriift. Schlieflich werden die ko-
gnitiven Fihigkeiten eines acht Monate alten Babys darauf bezogen. Fiir Letzteres sind
mogliche Uberschneidungen mit anderen Teilbereichen der theoretischen Linguistik, wie
der Semantik moglich, da das Erkenntnisobjekt der Arbeit insbesondere das Erkennen
und Herauslésen von bedeutungstragenden Strukturen aus dem Gesamtsprachapparat
umfasst. Die Beriicksichtigung der Bedeutung im Modell fiihrt oftmals zu Fehlschliissen
hinsichtlich der zeitlichen Abfolge der Bedeutungszuordnung. Und so wird das Segmen-
tierungsproblem mit Losungsansitzen der Semantik vermengt. Diese Argumente haben
sicherlich ihre Berechtigung, wenn der Sprachapparat eine bestimmte Grofe erreicht hat
und man nun aus den Bedeutungsinhalten analytische Ableitungen treffen kann. Fiir
die anfingliche Bildung eines Sprachapparates ist dies aber nicht moglich. Eine seman-
tische Klassifikation und Bedeutungszuweisung kann ja erst dann erfolgen, wenn die zu
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bezeichnende Einheit auf irgendeine Weise grob umrissen, also bestimmt werden kann.
Betrachtet man die einzelnen Morpheme als Zeichen im Sinne de Saussures, dann wird
klar, dass die Beziehung zwischen signifiant (das Lautbild des Morphems) und signifié
(die Vorstellung einer Bedeutung davon) erst dann zu Stande kommt, wenn das signifiant
iiberhaupt vorhanden ist oder in seinen Grenzen wahrgenommen werden kann. Die Er-
stellung der semantischen Verbindung als solche ist demnach dem Erkennen der dufseren
Form nachgelagert und hilft bei der anfinglichen Analyse des Segmentierungsproblems
nicht. Diese Uberlegung spiegelt sich auch in der wissenschaftlichen Literatur wider.'6

Woher also wissen Kleinkinder, welche Einheiten der Sprache als morphemische Bau-
steine zu groferen Komplexen verbunden werden konnen und dass gegebenenfalls gera-
de auf diese Einheiten bestimmte Regeln anzuwenden sind? Im Zusammenhang mit der
universalgrammatischen Idee stellt sich die Frage, ob diese Strukturen aus dem vorhan-
denen Sprachmaterial anhand von generellen kognitiven Fahigkeiten erlernbar sind oder
ob sie auf einem im Sprachmodul vorhandenen Prinzip beruhen. In dieser Arbeit wird
die erste Alternative favorisiert, wobei die generelle kognitive Fahigkeit das Vergleichen
von Phonemkombinationen ist und mittels der Statistik errechnet werden kann. Diese
Vorgehensweise wirft natiirlich Komplexititsprobleme auf. Es miissen Einschriankungen
getroffen werden.

Insbesondere kdnnen statistische Informationen in einer Sprache vielfiltig ausgelegt
werden. Abhéingig vom kryptographischen Detailwissen liefse sich ein Zeichensystem wie
die natiirliche Sprache in unendlich viele Ebenen untergliedern und mit stochastischen
Rechenverfahren durchdringen. Derartige Verfahren werden in der vorliegenden Arbeit
nicht angestrebt und der computerlinguistischen kryptographischen Forschung iiberlas-
sen. Es sollen vielmehr einfache Héufigkeiten und Korrelationen von moglichen Pho-
nemkombinationen einer Zielsprache auf einer Ebene untersucht werden. Das bedeutet,
dass es theoretisch noch Korrelationen geben kann, welche erst zu Tage treten, wenn
man mehrere Ebenen betrachtet. Dies ist beispielsweise bei Zirkumfixen der Fall.!” In
diesem Zusammenhang sind auch Korrelationen denkbar, die in der Syntax kodiert sind
und iiber viele Wortgrenzen hinwegreichen kénnen. Diese Phidnomene werden hier aus
den folgenden Griinden ausgeklammert: Erstens tritt die kognitive Verarbeitung von
wortiibergreifenden morphosyntaktischen Zusammenhingen nicht in der Frithphase'® des
Erstspracherwerbs auf (vgl. etwa Szagun, 2001, 48). Die Friihphase ist fiir den Ansatz des
statistischen Lernens aber besonders interessant, weil hier die Fahigkeit des Sduglings
eine Top-down-Lernstrategie anzuwenden, zwar vorhanden, aber noch sehr begrenzt ist
(Bortfeld et al., 2005). Der Saugling sollte vorrangig mittels des Bottom-up-Prinzips ohne

16 Connine (2004, 1084); Jusczyk und Aslin (1995, 2); Morgan (1994); Swingley und Aslin (2000); (Aslin
et al., 1999, 364).

17So ist es bei der deutschen Partizipbildung von beispielsweise ge-mach-t nicht moglich die einge-
schlossene Einheit mach in eine lineare statistische Abhéngigkeit zu den umschliefenden Prifix ge
und Suffix ¢ zu bringen, weil die dazwischenliegende Einheit hochst unterschiedliche Phonemkom-
binationen besitzt, die nicht vorhersagbar sind. Die Einfiihrung einer zweiten Ebene ermdoglicht es,
die morphologische Konstruktion unabhéngig von dem Verbstamm zu verarbeiten (vgl. hierzu den
Ansatz von Sproat (1992) zur computerlinguistiscehn Umsetzung der Zweiebenenmorphologie).

187umindest nicht fiir den hier interessierenden Zeitraum, d.h. bis zum achten Monat.
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weiteres Vorwissen der Sprachstruktur induzieren und die dadurch gewonnenen Informa-
tionen erst spater im Top-down-Verfahren nutzen. Zweitens verschafft die Untersuchung
von nur einer Ebene eine relative Ubersichtlichkeit und Einfachheit. Komplizierte statis-
tische Verfahren werfen grofse Zweifel auf, ob die menschlichen Fahigkeiten insbesondere
innerhalb des ersten Lebensjahres fiir derartige Berechnungen ausreichend sind. Bereits
mit empirischen Experimenten abgesichert sind die einfachen Haufigkeiten eine gute
Alternative, die Bildung einer ersten Sprachstruktur zu erklaren. Drittens kdnnen die
grundlegenden Prinzipien, welche auf der ersten Ebene moglich sind, letztendlich auf alle
nachfolgenden Ebenen iibertragen werden, sollte sich diese Erforderlichkeit herausstel-
len. Hier dndern sich natiirlich die Komplexitat und der Rechenaufwand, nicht jedoch
das grundlegende Prinzip.

Der Erstspracherwerb erstreckt sich iiber eine Zeitspanne von 10 bis 12 Jahren, die
man in der Entwicklungs- und Psycholinguistik in verschiedene Phasen unterteilt.!® Im
Hinblick auf das Erkenntnisziel dieser Arbeit ist es sinnvoll, ein Problembereich aus
der Frithphase des Prozesses zu wihlen, weil hier die Auswirkungen der Umwelteinfliis-
se, insofern iiberhaupt mdoglich, noch am ehesten kontrollierbar sind. Zwar bestimmen
auch prinatale Umweltreize entscheidend die nachgeburtliche Entwicklung,?® diese sind
aber auf Grund der derzeitigen wissenschaftlichen Methodiken noch nicht umfassend in
Sprachmodelle integrierbar und kénnen folglich auch hier nicht beriicksichtigt werden.
Somit steht die Frithphase des postnatalen Spracherwerbs im Mittelpunkt der angestreb-
ten Untersuchungen.

Bei der Einteilung der Spracherwerbsphasen ist man anfangs von Beobachtungen der
Sprachproduktion ausgegangen und kam dadurch zu relativ weitldufigen Zeitspannen,
wie Lall-, Einwort- oder Zweiwortphasen, die sich aber lediglich auf die Auferungen
der Sprachlerner beziehen und nicht allen kritischen Entwicklungen der Sprachaufnah-
me gerecht werden (vgl. Ingram (1989, 32ff) oder Curtin und Werker (2007, 579)).2!
Wie Jusczyk (1997, 1) andeutete, hat die wichtige Rolle der Sprachperzeption im Spra-
cherwerbsprozess erst spiter Anerkennung gefunden, obwohl die zeitliche Verschiebung
von Sprachverstehen und der spéteren Sprachproduktion zu keinem Zeitpunkt in Fra-
ge stand. Insbesondere ist es dem Verstdndnis der Problemstellung dieser Arbeit dien-
lich, die Frithphase des Spracherwerbs feiner zu gliedern, als in der Sprachproduktions-
forschung dominierend impliziert wird. Somit liegt der Problembereich nicht in oder
zwischen der Lall- und Babbelphase,?? die mit vier bis fiinf beziehungsweise sechs bis

19Clark (2003, 16); McLean und McLean (1999, 137ff); Oerter und Montada (1998, 713ff)

20ygl. z.B. Altmann (1997, 14); Lecanuet (1998); Golinkoff und Hirsh-Pasek (2000, 14ff); Karmiloff und
Karmiloff-Smith (2001, 43f); Hiither und Krens (2005); Dehaene-Lambertz et al. (2006, 369); Curtin
und Werker (2007, 579f).

21Mit dieser Sichtweise kam man auch zu Beschreibungen wie prelinguistic infant fiir das erste Jahr
nach der Geburt, welcher ein sehr unpassender Ausdruck fiir die linguistischen F#higkeiten eines
Kleinkindes in dieser Zeit ist (vgl. Macken, 1995, 675).

22ygl. z.B. Butzkamm und Butzkamm (2004, 58); Elsen (1991, 41ff); Golinkoff und Hirsh-Pasek (2000,
39ff); Pierce und Profio (2006, 111) oder auch kurz Anderson (2001, 373-374). Abhéngig von der
Quelle weichen die Zeitangaben der Phasen und deren Benennung leicht ab. Klann-Delius (1999,
23) beispielsweise benennt die erstgenannte Phase die ,Phase der stimmlichen Expansion®, die bei
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zwolf Monaten angegeben wird, sondern zwischen dem sechsten und achten Lebensmo-
nat, welcher als kritischer Zeitraum fiir die Segmentierung von bedeutungstragenden
Einheiten in der Sprachperzeption zur Diskussion steht (Johnson und Jusczyk (2001);
Thiessen und Saffran (2003)). Davor und parallel zu dieser Segmentierungsphase erfolgt
die Unterscheidung von lautlichen Segmenten. Auch fiir diese Phase lieflen sich Beitriage
zur Grundsatzfrage des ausreichenden Sprachinput finden. Allerdings scheint die ,,Wort-
segmentierungsphase insofern besser geeignet, als dass hier nicht nur die Fahigkeiten
der lautlichen Wahrnehmung und Kategorisierung einflieflen, sondern auch kognitive
Bottom-up- und Top-down-Prozesse bereits deutlicher Wirkung zeigen. Somit beginnen
die Untersuchungen nicht direkt am Anfang des postnatalen Spracherwerbs, sondern
wenig zeitlich versetzt.

In dieser Zeit, also ab dem sechsten Lebensmonat, beginnen Kleinkinder aus einer
schier endlos scheinenden Aneinanderreihung von Lautsegmenten zusammengehorige
Einheiten zu extrahieren. Komplizierte Konkatenationen, Koartikulationen und &hnliche
Assimilationsprozesse erschweren die Aufgabe erheblich. Die Einfliisse konnten allerdings
nicht in der Simulation beriicksichtigt werden.

In Kurzform lasst sich das Problem zur Veranschaulichung, wie folgt reduzieren. Bei
gesprochener Sprache, im Gegensatz zu geschriebener Sprache, sind keine Hinweise in
Form von Pausen beziehungsweise Liicken vorhanden. Das Kleinkind muss also auf an-
dere Anhaltspunkte im Lautstrom zuriickgreifen. Ein dhnliches Problem tritt auf, wenn
Erwachsene eine fremde Sprache horen und nicht wissen, wo einzelne Wérter begin-
nen oder aufhéren. Der Sprachfluss erscheint ihnen dann meist schneller als derjenige
von Sprachen, mit denen sie vertraut sind. Es stellt sich die Frage, wie es die kleinen
Sprachkiinstler schaffen, diese Aufgabe zu bewiltigen.

1.3 Die zweifelhafte Pramisse des Arguments der Reizarmut

Unter Bezugnahme auf Platons Menon und Descartes Auffassung der angeborenen Ideen
prigt Chomsky (1980, 34-35) den Begriff des argument from the poverty of the stimulus,?

drei bis vier Monaten beginnt. Golinkoff und Hirsh-Pasek (2000, 39) andererseits geben zwischen
vier und acht Monaten an und nehmen keine feineren Unterteilungen vor. Eine recht iibersichtliche
Darstellung unterschiedlicher Untersuchungen zur Entwicklung des Lautrepertoires wihrend des
ersten Lebensjahres gibt Papousek (1994, 71-73).

23Das Argument der Stimulusarmut wird hauptsiichlich auf die Syntax bezogen (Clark (2003, 18);
Pullum und Scholz (2002, 19); Ritter (2002)). Dennoch wird die heated theoretical argumentation
(Bernstein Ratner, 1996, 135) oft auf vorgelagerte Bereiche des Syntaxerwerbs angewandt. Darun-
ter z&hlt auch die Lautsegmentierung (vgl. Bernstein Ratner (1996, 135); Collins (2003, 176); Yang
(2004)). Liberman und Mattingly (1989, 492) postulieren in diesem Sinne ein phonetic module, um
die kategorische Sprachwahrnehmung erkléren zu konnen (vgl. hierzu auch Massaro (1994, 220f);
Aslin und Pisoni (1980)). Stampe (2004) nimmt auch einen nativistischen Standpunkt ein, wenn
er davon ausgeht, dass alle phonologischen Eigenschaften schon vorhanden sind und sich dann nur
jene herausbilden, welche in der umgebenden Sprache existieren. Jusczyk (1982) geht der Frage
nach, ob Babys mit einem speziellen Prozessmechanismus speziell fiir die Sprachaufnahme ausge-
stattet sind. Dittmann (2006, 74) identifiziert vier angeborene Féhigkeiten, welche der chomskyschen
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den er definitorisch aber nicht prézise abzugrenzen weif und deshalb viele verschiedene
Spielarten, wenn auch zugegebenermafen in der Idee sehr #hnlich, provozierte.?* Pullum
und Scholz (2002, 17) spezifizieren den Kern des Arguments in deduktiver Form wie
folgt:

a Human infants learn their first languages either by data-driven learning or by
innately-primed learning. [Disjunctive premise; by assumption|

b If human infants acquire their first language via data-driven learning, then they
can never learn anything for which they lack crucial evidence. [By definition of
data-driven learning|

¢ But infants do in fact learn things for which they lack crucial evidence. [Empirical
premise]

d Thus human infants do not learn their first languages by means of data-driven
learning. [From (b) and (c¢), modus tollens]

e Conclusion: human infants learn their first languages by means of innately-primed
learning. [From (a) and (d), disjunctive syllogism|

Wie die Autoren richtig bemerken, liegt der entscheidende Punkt bei der empirischen
Pramisse (c), darin, ob iiberhaupt die ,Beweise“ fehlen oder ob wir sie einfach nicht
explizit beschreiben konnen. Bislang scheitert der Versuch, beispielsweise bei Legate
und Yang (2002) als Antwort auf Pullum und Scholz (2002), eindeutig darzulegen, dass
die kleinen Sprachlerner tatséchlich etwas lernen, wofiir ihnen eindeutige Anhaltspunkte
fehlen. Dies mag in der Tat oberflichlich so aussehen, insbesondere, wenn man den Spra-
cherwerbsprozess aus der Sicht der kognitiven Fahigkeiten und den bereits verdnderten
Gehirnstrukturen von Erwachsenen betrachtet.?> Der Umstand, dass die notwendigen
Informationen im Sprachinput nicht offensichtlich erkennbar sind, bedeutet doch nicht,
dass sie nicht existieren. Zudem ist es nicht zielfiihrend, Sprachbeispiele isoliert vom Um-
feld des gesamten Sprachsystems zu betrachten. In diesem Glauben merken auch Bates
und Elman (1996, 1849) an: ,Chomsky’s belief in the impoverished nature of linguistic
input holds only if we look ’locally’ at relatively short segments of speech.” Betrachtet
man dagegen den (Gesamtsprachapparat, erscheinen gerade auch die von Chomsky ange-
fiihrten Ausnahmen in einem anderen Licht. ,Such imperfections wash out with a large
enough sample“ (Bates und Elman, 1996, 1849).

Universalgrammatik zu Grunde liegen: ,die Fahigkeit, den Lautstrom zu segmentieren, Wortkatego-
rien ... und syntaktische Kategorien zu bilden und Phrasenstrukturanalysen durchzufiihren ... In
der Tat konnen diese vier Fahigkeiten in Chomsky (1988) gefunden werden, wenn man Chomskys
Ausdruck der form (S. 133) einer entsprechenden Interpretation unterzieht. Am deutlichsten wird
Chomskys Haltung gegeniiber der Segmentierung, wenn er sie als ,prinzipiell verfehlt* (mistaken in
principle) Chomsky (1977, 181) beschreibt.

24Eine Zusammenfassung der unterschiedlichen Definitionen und Prémissen gibt Pullum und Scholz
(2002, 11-17).

25Zum Beispiel bemerken Erwachsene oft nicht, wenn beim Héren von zwei ihnen unbekannten Sprachen
hin und her gewechselt wird (Mehler et al., 2000). Sduglinge aber verfiigen noch iiber diese Fahigkeit
(Mehler et al., 1988).
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Der Beweis, den Gold (1967) anfiihrt und auf den gern als Rechtfertigung gegen die
empirische Pramisse verwiesen wird, sagt lediglich aus, dass eine reine Form des empiri-
schen Sprachlernens nicht mdéglich ist, und selbst diese Beweisfiihrung ist dufterst strittig,
da hier Annahmen gemacht werden, welche fiir natiirliche Sprachen unzutreffend sind.?¢
So werden die statistischen Verteilungen aufen vor gelassen und dies fiihrt natiirlich zu
dem Ergebnis, dass der negative evidence unverzichtbar wird (vgl. Rohde und Plaut,
1999). Unter dieser Annahme kann man nun zeigen, dass es nur unzureichende Beispiele
in der Sprache gibt, die dem Kind ein eindeutiges Urteil iiber die Verwendung falscher
oder richtiger Konstruktionen erlaubt.

Entscheidend bei der Diskussion des Arguments der Reizarmut ist jedoch die Dar-
stellung des logischen Schlusses. Weil man in der Anfangspramisse (a) eben nur zwei
mogliche Szenarien annimmt und diese dann auf die Logik iibertrigt, gelangt man au-
tomatisch zu falschen Erkenntnissen iiber den Charakter des Erstspracherwerbs, obwohl
die Schlussfolgerung im Bereich der Logik véllig korrekt ist. In formaler Notation kann
die Pramisse (a) aufgeschliisselt werden in A1 und A2, welches dann fiir die oben zitierte
Schlussfolgerung als

{Al1vVv A2} - D (1.1)

bezeichnet werden kann und wobei A1 den Spracherwerb aus der Umwelt, A2 den Spra-
cherwerb durch ein Sprachorgan und D die erlernte Sprache (Sprachbeherrschung) sym-
bolisieren. Wenn

—Al — D, (1.2)

wird modus tollendo tollens
A2 — D (1.3)

geschlossen. Mit einer analogen Argumentation liefse sich aber auch
—A2 — =D (1.4)

und

Al — D (1.5)

herleiten, indem man zeigt, dass nicht alles Erlernbare der Sprache genetisch kodiert
ist. Obwohl auch hier in der Logik ein zuléssiger Schluss vollzogen wurde, entbehrt die
Beweisfiihrung fiir (1.4) jegliche Nihe zur Realitéit.?”

26Scholz und Pullum (vgl. 2002, 194-196); Elman et al. (1997, 385 und 45ff; 107ff).

2"Wenn man soweit gehen will und Gold (1967) Aussagen akzeptiert, dann muss zumindest die Plausibi-
litdt der ersten Pramisse a in Zweifel gestellt werden beziehungsweise einer Modifizierung unterzogen
werden: Sauglinge lernen ihre erste Sprache durch die rein duffere Form oder durch ein Sprachorgan
oder aus einer Mischform zwischen beiden. Die Mengen A1l und A2 sind also nicht grundsétzlich
disjunkt (A1 N A2 # (), sondern es gilt

A1V A2V (A1 A A2) V (al Aa2) B D, wobei al D Al;a2 D A2

In der Tat geht der Nativismus auch von einer derartigen Konstellation aus. Die nature-nurture-
Debatte handelt vielmehr von den Machtigkeiten der zwei Teilmengen A1, A2 und deren Schnitt.
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Die zweifelhafte empirische Pramisse ¢ griindet sich auf dem fehlendem Wissen iiber
die Fahigkeiten von Kleinkindern, iiber deren ontogenetische Entwicklung und die Funk-
tionsweise des Gehirns, wenn es hohere kognitive Prozesse ausfiihrt. Die Gesamtheit der
Moglichkeiten, welche den crucial evidence geben kénnten (entspricht #A1), kann noch
nicht einmal klar umrissen werden, und trotzdem postuliert der nativistisch gepragte
Forscher die Unzuldnglichkeiten der noch unerforschten Einflussvariablen. Bevor Al in
(1.2) negiert werden kann, muss doch zunéchst klar sein, was A1 umfasst. Das ist aber
bislang noch nicht geschehen und deshalb ist auch der Folgeschritt in (1.3) A2 — D zu
friih vollzogen worden.

Chomsky (1965, 30) geht von einer ,class of possible hypotheses about language struc-
tures” aus. Die moglichen Hypothesen sind dabei ,,presumably, infinitely many“ Chomsky
(1965, 30), sodass das Kleinkind einen Mechanismus benétigt, um aus der Gesamtmenge
moglicher Hypothesen genau die auszuwédhlen, welche fiir seine Sprache zutreffend sind.
Ansonsten konnten weder die Kongruenz zwischen zeitlicher Abfolge und der Sprach-
kompetenz, noch der Umstand, dass alle Sprachlerner iiberhaupt eine Sprache erwerben,
erklirt werden. Es besteht nun weitestgehend Einigkeit dariiber, dass die Zahl an még-
lichen Hypothesen zu grof ist.?® Das lisst sich mit mathematischen Uberlegungen der
Kombinatorik leicht beweisen.?? Weiterhin besteht Konsens darin, dass ein Sprachlerner
nicht die Zeit hat, alle Hypothesen mit dem Sprachmaterial abzugleichen. Aufterdem
legen die Beobachtungen aus der Entwicklungspsychologie nahe, dass die Aneignung
von sprachlichen Fahigkeiten im Zeitablauf dhnlich ist (Brown, 1973). Wenn nun un-
terschiedliche Hypothesen gewéhlt werden wiirden, konnte das Ergebnis zwar eventuell
gleich sein, aber die sprachlichen Fahigkeiten bis zur vollendeten Entwicklung miiss-
ten ebenso unterschiedlich sein wie die verwendeten Hypothesen. Und dies ist mit den
Beobachtungen der ontogenetischen Entwicklungen der Kleinkinder unvereinbar.

Will man das Phinomen erkldren, ohne auf die angeborenen Sprachmechanismen zu-
riickzugreifen, stellt sich automatisch die Frage, ob das Kleinkind iiberhaupt Hypothe-
sen verwendet oder ob die Strukturen der Sprachen nicht doch andere Anhaltspunkte
beinhalten, welche mit allgemeinen kognitiven Féhigkeiten extrahiert werden kénnten
und zumindest die moglichen Hypothesen stark eingrenzen wiirden. Akzeptiert man
die ,Hypothesentheorie* ohne weitere Anpassungen, ist der Schluss zwingend, dass oh-
ne vorgegebene Grenzen und negative evidence, das Problem des Spracherwerbs nicht
zu bewdltigen ist. Wiirde aber der Sprachlerner iiberhaupt keine Hypothesen bilden,
sondern die Regelméifbigkeiten des Inputs mittels genereller kognitiver Prinzipien filtern,
hétte man eine plausible Erklarung gefunden, welche die angeborenen sprachspezifischen
Einstellungen vermeidet. Allerdings ist dies nicht weniger kompliziert, weil nun die Re-
gelméafigkeiten des Inputs mit einer konkreten kognitiven Féahigkeit in einen direkten
Zusammenhang gebracht werden miissen.

28vgl. Pinker (1989, 5).
29vgl. Niyogi (2006, 53f).
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1.4 Losungsansatz und Genese der Idee

Wie noch in Kapitel 3.2.4 ausfiihrlich darzulegen sein wird, muss der statistische An-
satz Vorrang vor allen anderen bekannten Segmentierungsansitzen genieflen, weil er als
einziger kein anfingliches einzelsprachspezifisches Datenmaterial unterstellt (Thiessen
und Saffran (2003); Yang (2004)) und damit die Gefahr eines circulus vitiosus minimiert,
wird. Da kein anféngliches Datenmaterial in den Kopfen der Sduglinge vorhanden sein
kann — schliefslich ist es unstrittig, dass die genauen Inhalte des Lexikons nicht genetisch
kodiert sind — konnen allophonische, metrische und phonotaktische Prozesse nur zeitlich
verzogert in die Segmentierung eingreifen, da sie alle eine anfangliche Wortliste zur In-
duzierung der unterschiedlichen Muster von spezifischen Sprachen bendtigen. Sie miissen
also der statistischen Verarbeitung nachgelagert sein. Vermengt man die zeitliche Abfol-
ge und stellt die prosodische Segmentierung beispielsweise vorab, entsteht automatisch
das Bootstrapping-Problem in Form eines Zirkelschlusses, weil sich sofort die Frage stellt,
woher das Neugeborene denn wissen kann, wie Wortende oder -anfang und die spezielle
rhythmische Figur zusammen passen.

Der statistische Ansatz wurde fiir die Wortsegmentierung mit den Ubergangswahi-
scheinlichkeiten formuliert (Saffran et al., 1996b). Man geht davon aus, dass sich die
Repriisentationsentitdten (Silben, Diphone, Segmente, phonetische Eigenschaften), aus
denen sich bedeutungstragende Einheiten (Morpheme) zusammensetzen, durch ihre Stel-
lung zueinander definieren lassen, weil sie iiber Wortgrenzen in einem anderen Umfeld
auftreten. Durch das allgemeine kognitive Prinzip des Vergleichs und im weiteren Sinne
der Analogie konnen selbst Sduglinge erste sprachmentale Strukturen mit den gegebe-
nen Haufigkeiten bilden. In dieser Arbeit wurden Phoneme als grundlegende Bausteine
gewahlt. Hinsichtlich dieser Anpassung ldsst sich der statistische Ansatz nun auf die
Problemstellung iibertragen und mit folgender These formulieren. Alle Phonemkom-
binationen innerhalb eines Wortes haben auf Dauer und im Durchschnitt eine andere
Vorkommenshaufigkeit als Phonemkombinationen, die iiber Wortgrenzen hinweg reichen.
Damit erfiillen die Phonemkombinationen, die am h&ufigsten in Relation zu allen anderen
moglichen Phonemkombinationen einer Sprache vorkommen, unterstiitzende Segmentie-
rungsfunktionen. Hiermit konnte ein Zusammenhang zwischen der Vorkommenshaufig-
keit von bestimmten Phonemmustern und deren sprachlichen Funktionen hergestellt
werden."

Die Intuition der These lésst sich anschaulich aus dem Blickwinkel der Kybernetik be-
trachten.?! Danach wire die natiirliche Sprache ein geordnetes System von Zeichen. Da
die Sprache ein geordnetes System ist, muss es ein Ordnungsprinzip geben, nach welchem

30Diese Hiufigkeitseffekte wurden bereits fiir unterschiedliche lexikalische Reprisentationen aufgrund
einzelner Phoneme (flaps und /t/, /d/) untersucht und bestétigt (Connine, 2004).

31S0 wie sie von Wiener (1949) in direkter Beziehung zu Kommunikation von Tieren und Maschinen
vorgeschlagen wurde. Die Anwendung der dynamischen Systemtheorie auf die natiirliche Sprache
klingt in Ansétzen bei Wildgen (1982) und Wildgen (1985) an. In den Vordergrund riickt er aber
die Frage der Semantik und versucht sie mit den Fragestellungen der Katastrophentheorie und der
Selbstorganisation (Wildgen und Laurent, 1987) zu erkléren.
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sich Strukturen ausrichten. Das Ordnungsprinzip zur Bildung von sprachlichen Struk-
turen muss auf bestehende Regelmifigkeiten in den Sprachbestandteilen zuriickgreifen.
Gibt es keine Regelmifbigkeiten in den Sprachbestandteilen, so kann keine Ordnungs-
struktur gebildet werden. Eine Ordnung entsteht nur durch die Bildung von Einheiten,
die mindestens eine gemeinsame Eigenschaft besitzen (vgl. Bischof, 1995, 12f).*? Oh-
ne gemeinsame Eigenschaften existieren alle Bestandteile eines Systems im Chaos. Die
Einheiten mit gemeinsamen Eigenschaften sind also die Regelméfbigkeiten von Sprachbe-
standteilen, auf denen sich eine Ordnung griindet. In der Linguistik selbst werden solche
Ordnungsstrukturen mit Mustern (patterns) umschrieben.?

Die Auspragungen dieser Ordnungsstrukturen sind sicherlich vielfaltig. Sprachliche
Kategorien konnen als Ordnungsstrukturen verstanden werden, die sich im Weltwissen
und in den sinnlichen Wahrnehmungen abbilden, wobei zum Beispiel Abstraktes und
Konkretes durch die sprachliche Kategorie der Substantive zum Ausdruck gebracht wer-
den. Die Gesetzmébigkeiten innerhalb einer solchen Kategorie werden groftenteils auf
alle Mitglieder gleichermafsen angewendet. So werden Deklinationen bei Substantiven
nach dem gleichen Muster in einem Sprachsystem vollzogen. Auftretende Ausnahmen
kann man meist mit einer verfeinerten abgeleiteten Gesetzméfigkeit beschreiben. Ebenso
verhalten sich die Spracheinheiten, welche die Beziehungen unter den Gegenstandsbe-
reichen regeln — die Verben beziehungsweise in vielen Sprachsystemen auch Einheiten,
welche andere Finheiten ndher beschreiben — die Adjektive und die Adverbien.

Eine zusammenhingende Theorie, die die Sprache hinsichtlich ihrer stochastischen Ge-
setzmifigkeiten beschreibt, steht nach Kenntnis des Autors nicht zur Verfiigung.?* So
erscheint es sinnvoll, bei den kleinsten bedeutungsunterscheidenden Sprachbestandtei-
len zu beginnen, den Phonemen. Im Lichte des systemtheoretischen Hintergrundes und
in Bezug auf die Féhigkeiten menschlicher Kognition tritt zuerst die Frage auf, nach
welchen Prinzipien sich die kleinsten relevanten Sprachbestandteile zu héheren Struk-
turen zusammenfinden und wie man diese Prinzipien dufserlich erkennen kann. Welche
Erkenntnisse lassen sich also aus den Mustern zusammengesetzter Phoneme entneh-
men? Systemtheoretisch muss ein Muster immer eine Regelméfbigkeit zu Grunde liegen.
Regelmifigkeiten in einer konstant gehaltenen Umgebung lassen sich durch einfaches
Abzéihlen quantifizieren. In Abhéngigkeit von der Umgebung erhélt man so eine Haufig-
keitsverteilung von unterschiedlichen Phonemverbindungen.

32Wittgensteins Sprachspiele zeigen uns allerdings, dass diese Behauptung auf semantischer Ebene zu
Problemen fiihren kénnte.

33Sprachen enthalten immer Muster, auch wenn diese aufgrund der Vielfiltigkeit der Sprachen dufierlich
nicht leicht zu erkennen sind. Gleichermafsen dient Sprache der Kommunikation und erfiillt somit
immer einen Zweck (vgl. Householder, 1971, 25).

31Das Zipfsche Gesetz (Zipf (1929) und Zipf (1935)) aus der quantitativen Linguistik kénnte man
der Phonologie und teilweise dem Lautwandel in der diachronischen Sprachwissenschaft zuordnen.
Eventuell wire im weiteren Sinne auch das Bradfordsche Gesetz in die Diskursanalyse integrier-
bar. Derzeit versucht auch Haspelmath (2008) eine zusammenhéngende Theorie iiber syntaktische
Strukturen und deren Verwendungshaufigkeit aufzustellen. Definiert man die Mathematik als die
Wissenschaft der Mustererkennung (nach Devlin, 2004), dann konnte man in der Mathematik maog-
licherweise eine Theorie in abstrakter Form finden, welche aber sicher nicht auf die spezifischen
Eigenschaften der Sprache ungedndert iibertragbar wire und deshalb fiir die Linguistik keine zu-
sammenhingende Theorie ersetzen kann.
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1.4 Losungsansatz und Genese der Idee

Die These der Arbeit hat ihren Ursprung in den vorangestellten Uberlegungen der
Systemtheorie, den Ansiitzen des datengetriebenen Lernens der Computerlinguistik??,
der Arbeit von Harris (1954), Harris (1955), Harris (1967), der Entwicklungspsycholo-
gie mit den Arbeiten von Saffran et al. (1996a), Saffran et al. (1996b), Newport und
Aslin (2000), Saffran (2002), Saffran (2003b), Saffran (2003d), Jusczyk et al. (1993a),
Jusczyk et al. (1993b) und Jusczyk et al. (1994) und der Linguistik (Bybee und Hop-
per (2001); Langacker (1990); Langacker (1999)). Aus der Vermengung dieser Ideen hat
sich eine Reihe von vorgédngigen Fragestellungen ergeben, die im spédteren Verlauf ihren
Niederschlag zu den bereits vorgestellten Problemstellungen gefunden haben. Welche
Erkenntnisse lassen sich aus hdufigen und inhédrent versteckten Phonemverbindungen
einer Sprache entnehmen? Welche Rolle spielen sie beim Erstspracherwerb? Wie wirkt
sich die Haufigkeit von bestimmten Phonemverbindungen auf die Sprachkompetenz aus?
Wie konnen diese Informationen von Maschinen genutzt werden?

Im Folgenden wird die schrittweise Entwicklung dieser Gedanken bis zur Idee fiir die
Forschungsthese kurz aufgezeigt. Die Forschung von Bortfeld et al. (2005) zeigt, dass
bekannte Namen®® von sechs Monate alten Kleinkindern zu einer ersten Strukturierung
des Sprachstroms top-down genutzt werden. Saffran et al. (1996b) haben Untersuchun-
gen durchgefiihrt, die eine statistische Verteilung von silben&hnlichen Konstrukten zur
Erkennung von Wortgrenzen (bottom-up) nahe legen. Kent und Miolo (2004) betonen die
hohe Bedeutung der Haufigkeitsverteilung bei der Bildung von phonologischem Wissen
beim Erstspracherwerb. Spezifischer gehen Meschyan und Hernandez (2002) auf den Zu-
sammenhang zwischen dem Alter im Verlauf des Spracherwerbs und der Vorkommens-
haufigkeit bestimmter Worter ein, indem sie eine Korrelation zu der Geschwindigkeit
und der Genauigkeit beim mentalen Abruf der Wérter nachweisen kénnen. Dieses Re-
sultat ist schon bei Carroll (1976) anzutreffen, der die Einflussgrofe des Alters dem der
Vorkommenshaufigkeit eines Wortes gegeniibergestellt hatte und ebenso zu dem eindeu-
tigen Schluss kam, dass zwar das Alter beim Erlernen der Lexik entscheidender sei als
deren Héufigkeit, trotzdem miisse aber der Haufigkeit groker Einfluss auf die Latenz-
zeit zugestanden werden. Saint-Aubin und Poirier (2005) argumentieren, dass fiir den
erwachsenen Lerner die Bekanntheit und die Haufigkeit eines Wortes korrelieren. Sendl-
meier und Sendlmeier (1991) kénnen dies fiir die Lautproduktion ab dem achten Monat
belegen. Auch hier sind dhnliche Ergebnisse in der Literatur schon frither dokumentiert
(Mutter und Hashtroudi, 1987).

Hieraus entsteht zumindest die Vermutung, dass diese Eigenschaft nicht nur auf Wor-
ter und Silben begrenzt ist, sondern auch auf andere Phonemkombinationen Anwendung
finden konnte. Bereits weit davor hat Harris (1954) und Harris (1955) auf die distributio-
nalen Strukturen der Sprache aufmerksam gemacht und spater mittels einer Computer-
simulation konkrete Beweise fiir eine Wortsegmentierung mittels der Phonemverteilung
geliefert (Harris, 1967).

35innerhalb der kiinstlichen Intelligenzforschung, Kap. 2.3.
36Diese Namen kann man als Phonemkombinationen ansehen.

17



1 FEinleitung

Diesen Untersuchungen ist gemein, dass sie Phonemverbindungen beziehungsweise
auch deren Haufigkeiten als erste Orientierung fiir eine Strukturierung der Sprache an-
erkennen. Da in einem System Strukturen hoéherer Ordnung auf Strukturen niederer
Ordnung aufbauen, kommt der anfinglichen Strukturierung der Sprache grofe Bedeu-
tung fiir die weitere Sprachentwicklung zu. Damit ist zumindest die M&glichkeit denkbar,
dass genau die Phonemverbindungen, welche die anfiangliche Ordnung herstellen, weitere
Funktionen in der Sprache erfiillen. Wenn sie als wichtige Eckpfeiler in der Sprachent-
wicklung dienen, und sei es nur versteckt, so miissen sie auch der Sprache funktional
erhalten bleiben, damit sie diese Orientierungsfunktion auch zukiinftig ausiiben koénnen.

Von dieser Betrachtungsebene aus scheint die letztgenannte Fragestellung von den in
Kapitel 1.1 beschriebenen abzuweichen. Es handelt sich jedoch um genau denselben Un-
tersuchungsgegenstand, ndmlich um vorhersagbare Regelméfigkeiten in der Sprache. Mit
einer bewiesenen These wird damit auch plausibel gemacht, dass durch die Haufigkeit
ganz bestimmter Phonemverbindungen eine wichtige Funktion (genauer eine Segmentie-
rungsfunktion) in der Sprache selbst kodiert ist.

Beim Versuch, Maschinen mit natiirlicher Sprache auszustatten, kann derzeit ein rein
regelbasierter Ansatz nur teilweise das Wesen einer natiirlichen Sprache erfassen, da fiir
keine natiirliche Sprache eine vollstéindige Grammatik formuliert werden kann (vgl. z.B.
Pinker (1994); Arbib (2003, 42f); Klabunde (1998, 36)). Eine explizite Programmierung
von Regeln ist somit nicht vollstindig moglich. Es bleibt abzuwarten, ob die viel geprie-
senen unifikationsbasierten Grammatiken (vgl. Klenk, 2002, 181) den hohen Anforderun-
gen natiirlicher Sprache mit regelbasierten Algorithmen gerecht werden. Auf jeden Fall
ist bei einer Maschine unstrittig, dass sie in threm Chip kein kognitives Modul fiir eine
Sprache oder einen language device versteckt hilt. So eignen sich Computersimulationen
bestens, um Fragestellungen nach dem Einfluss der Stimulusarmut im Spracherwerb zu
untersuchen.

1.5 Vorgehensweise und Aufbau

Die Vorgehensweise dieser Arbeit ist eingebettet in den Kreislauf einer psycholinguisti-
schen Computermodellierung, wie sie der allgemeinen Vorstellung dieses Wissenschafts-
zweiges entspricht (Abbildung 1.1). Eine erste noch recht unspezifische Theorie, oft auch
nur eine etwas genauer formulierte Hyptothese oder gar plausible Vermutung, spezifiziert
die Rahmenbedingungen und Annahmen eines Modells, welche dann algorithmisch in ei-
ner Simulation programmiert werden koénnen.?” Deren Ergebnisse bestitigen dann die
eingangs angestellten theoretischen Vorhersagen oder erzwingen weitere Annahmen und
Anderungen des Modells. Moglicherweise muss die erste Theorie vollends verworfen wer-
den. Bestatigt die Simulation aber die Grundannahmen der Theorie, kann sie mit recht
ressourcenintensiven Experimenten direkt bewiesen beziehungsweise widerlegt werden.
Stimmen diese Befunde nun abermals mit den Simulationsergebnissen iiberein, dienen

37ygl. auch Brent (1997, 7).
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1.5 Vorgehensweise und Aufbau

provides data for Theory specified as
Experimental Model
results
r 3
compared with implemented in
Y
Simulation
results Program
provides

Abbildung 1.1: Psycholinguistische Computermodellierung,
(Quelle: Dijkstra, 1996, 5)

beide Resultate — Experiment und Simulation — einer synergetischen Spezifizierung der
Theorie.

Die Problemstellungen (Kap. 1.1) konnen nun auf dieses Grundgeriist iibertragen wer-
den. Dies kann natiirlich nicht ohne Anpassungen geschehen. Die Ergebnisse der Fragen
(1)-(3) im Kapitel 1.1 bauen hinsichtlich der Durchfiihrung der Simulation aufeinander
auf und wurden deshalb bewusst in dieser Reihenfolge vorgestellt. Bei der schriftlichen
Zusammenstellung der Arbeit und in Bezug auf den Kreislauf einer psycholinguisti-
schen Computermodellierung (Abbildung 1.1) zeigte sich aber, dass die Befolgung dieser
Reihenfolge einer verstiandlichen und nachvollziehbaren Beschreibung abtraglich ist und
eher Verwirrung stiften kann. Die logisch richtige Reihenfolge der Simulationsdiirchfiih-
rung lasst sich nicht vollstindig auf den Aufbau der Arbeit iibertragen. Es hitte zu
einer uniibersichtlichen Vermengung von theoretischen Erkenntnissen und simulierten
Ergebnissen gefiihrt. So steht die theoretische Abhandlung iiber die Fahigkeiten der
Sprachlerner zur Beantwortung der dritten Problemstellung (Kap. 1.1) bereits am An-
fang, weil man mit dem theoretischen Hintergrund des aktuellen Forschungsstandes die
Simulation besser verstehen kann.

Die experimentellen Ergebnisse und die daraus abgeleiteten Theorien (Kap. 3 und 4)
sind aus der Entwicklungspsychologie sowie Psycholinguistik bereits dokumentiert und
gehen teilweise als Randbedingungen in die Simulation ein. Folglich kann die Arbeit an
einem Modell fiir die Wortsegmentierung beginnen (Kap. 5). Die zentrale Entscheidung,
die in dieser Entwicklungsphase des Modells ansteht, ist, welcher Abstraktionsgrad ange-
messen wire. Einerseits diirfen keine Tautologien und andererseits keine ebenso komple-
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xen Vorgange wie die Realitét selbst modelliert werden. Bei beiden Extremen konvergiert
der Erklarungsgehalt gegen Null: Bei ersterem, weil es allgemein alles, also auch das, was
die Theorie widerlegen wiirde, beweist und bei letzterem, weil die modellierten Vorgin-
ge aufgrund der hohen Komplexitit immer noch nicht verstanden werden kénnen. Ein
gutes Modell muss die Theorie also genau so spezifizieren und die relevanten Faktoren
aus der Realitit identifizieren, die zur Erklarung des beobachteten Phinomens minimal
hinreichen.

Im fiinften Kapitel wird der Algorithmus unter dieser Pramisse beschrieben und deren
programmiertechnische Umsetzung dargelegt. Dadurch wird der Bezug zu den experi-
mentellen Befunden hergestellt, um einer erklirenden Theorie niher zu kommen.® Das
anschliefsende Kapitel 6 stellt schliefslich die Ergebnisse vor und diskutiert sie kritisch
hinsichtlich ihres Erkenntnisgewinns unter Riickgriff auf die entwicklungspsychologischen
Experimente (der Kap. 3 und 4) und die gesetzten Ziele in Kapitel 1.1. Das Schlusskapitel
greift die Argumentation zur Stimulusarmut auf, diskutiert sie unter Beriicksichtigung
der erbrachten Simulationsergebnisse und erdffnet schlieklich Perspektiven fiir weiterge-
hende Forschung und deren gesellschaftlich-wirtschaftliche Nutzung.

Auf diese Weise wird die Theorie der Wortsegmentierung mittels der Ubergangswahr-
scheinlichkeiten detaillierter formuliert und in ihrer derzeitigen Auspragung bestitigt.
Fiir eine mogliche Erweiterung dieser Theorie kann vorgeschlagen werden, dass die Exis-
tenz einer quasi existenten Lexikonstruktur, die sich durch die stochastische Wortseg-
mentierung herausbildet, eine Ausgangsbasis fiir weitere Regelableitungen schaffen wiir-
de.

1.6 Einordnung der Arbeit in das interdisziplindre
Wissenschaftsumfeld

Der interdisziplindre Charakter der vorliegenden Arbeit ldsst sich am einfachsten durch
die Schnittmenge der drei Wissenschaftsdisziplinen Linguistik, Psychologie und Com-
puterwissenschaften, veranschaulichen (Abbildung 1.2).3% Sie entspringt damit einem

38Fiir die Simulation werden die typischen Komponenten von Lernmodellen {ibernommen, die Pinker
(1984, 13) leicht verstdndlich wie folgt zusammenfasst:

IN THE MATHEMATICAL study of language lernability, a learning model is said to have
four parts: a characterization of the class of languages within the scope of the learner’s
acquisition powers, one of which is the ,target language* spoken by the adult community;
an input sample containing the information that the learner uses to learn; a learning
strategy, describing what computations the learner performs on the input data; and a
success critierion that the learner has to meet in order for us to conclude that his or her
learning strategy works.

In der vorliegenden Arbeit entspricht die Zielsprache (Output, target) dem Englischen oder spezi-
fischer englischen Wortern. Der Input ist kindgerichtete Sprache. Die Lernstrategie ldsst sich mit
Ubergangswahrscheinlichkeiten und Rekursion umschreiben. Letztlich iibernimmt die Erfolgsmes-
sung das Fj-Mak.

39 Khnlich wie die Darstellungen des Sloan Reports in Harnish (2002, 6f) oder Gardner (1989, 47ff).
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Linguistik

Psycholinguistik
Spracherwerb
Worlsegmentierung

Sprache

Modellierung der
ortsegmentierung mittels
stochastischer Informationen,
von Symbolen

linguistik
Symbolverarbeitung

Konnektionismus

Maschine

Informatik

Abbildung 1.2: Das Wissenschaftsumfeld im Rahmen der Dissertation, Quelle: Eigene
Darstellung

Miztum Compositum der traditionellen Einteilung von Geistes-, Sozial- und Ingenieurs-
wissenschaften. Die wohlbekannte Schnittmenge aus Linguistik und Psychologie, die Psy-
cholinguistik, bildet den Schwerpunkt der Arbeit, innerhalb dessen die Forschungsthese
fiir die Wortsegmentierung im Erstspracherwerb entstanden ist und welchem der Er-
kenntnisgewinn der Arbeit letztendlich zugeordnet werden muss. Die Computerwissen-
schaften ermoglichen jedoch die Umsetzung der Forschungsthese, weil erst aufgrund ihrer
Werkzeuge und des operativen Wissens die Simulation durchgefiihrt werden kann. Spe-
ziell gehen aus der Uberlappung von Psychologie und Informatik Grundannahmen des
Konnektionismus zur Modellierung von mentalen Prozessen hervor, und mengentheo-
retische Uberlegungen der Symbolmanipulation fliefen aus der Linguistik-Informatik-
Vereinigung ein. Die Linguistik trégt direkt mit umfangreichen Konzepten und sprach-
wissenschaftlichem Wissen iiber Laut- und Wortstrukturen bei. Aus der Psychologie
entstammt die Idee des statistischen Lernens, welches von der Informatik aus mit dem
datengetriebem Lernen weiter gefasst wird und in die Algorithmik Einzug hielt. Im Ub-
rigen tangieren dariiber hinaus Bereiche der ingenieurstechnischen Signalverarbeitung
und der Neurowissenschaften leicht die Argumentation in einigen Teilen der Arbeit. Da
diese aber nur Randbereiche umfassen, sind sie nicht explizit als Disziplinen aufgefiihrt.
Somit steht die Arbeit im Zentrum der drei Einfliisse aus Sprache, Geist und Maschine.

Die computerlinguistischen Ansitze erkliren meist nicht direkt das Phanomen des
Spracherwerbs, dessen Prozesse und mogliche Repréisentationen, wie sie tatsédchlich be-
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obachtbar sind, sondern stellen die effiziente informationstechnische Verarbeitung von
beobachtbaren Spracheigenschaften fiir Maschinen in den Vordergrund (vgl. Rissanen,
1989).%% Dennoch kénnen auch diese Modelle als gesonderte Erklirungsansitze fiir die
Spracherwerbsforschung herangezogen werden. Schlieflich dhneln sich die Voraussetzun-
gen und die Prozesshaftigkeit. Nur das primére Erkenntnisobjekt unterscheidet sich. So
steht das datengetriebene Lernen der Informatik im Ansatz dem empiristischen Para-
digma nahe, weil auch hier aus dem Datenmaterial selbst Ableitungen getroffen werden.
Wie im empiristischen Paradigma geht man davon aus, dass der Input der Zielsprache
so viel Informationen enthalten muss, dass daraus eine nahezu vollstindige Grammatik
entwickelt werden kann. Der Begriff spielt auf die Féhigkeit an, selbststédndig Informa-
tionen aus einem gegebenen Input zu verarbeiten. Hier ist eine offensichtliche Parallele
zum statistischen Lernen der Psychologie gegeben, nur mit dem Unterschied, dass die
Verhaltenswissenschaft den Menschen in den Mittelpunkt stellt und sich daran ausrich-
tet.

Damit wird klar, dass sich die vorliegende Arbeit in den Dienst des statistischen und
des datengetriebenen Lernens stellt, bei denen die mentalen Prozesse des Spracherwerbs
durch das Verarbeiten statistischen Wissens erkldrt und maschinell simuliert werden.
Es wird hier nicht der herkbmmliche Ansatz des Experiments gewéhlt, so wie er fiir die
psychologisch gepragten Wissenschaften typisch ist, sondern es wird die computerlinguis-
tische Herangehensweise iibernommen, dhnlich wie sie schon von Harris (1954), Harris
(1967), Hayes und Clark (1970) und Wolff (1975b)*' Anwendung fand, spiter dann von
Goldsmith (2001), de Marcken (1996) oder Swingley (2005) aufgenommen wurde. Bei
dieser Methodik wird eher danach gefragt, was theoretisch unter bestimmten Voraus-
setzungen moglich ist, ohne den Beweis experimentell zu erbringen.*? Ausgehend vom
empiristischen Ansatz und dem datengetriebenem Lernen lisst sich also festhalten, dass
die notwendigen Informationen aus der dufteren Form der Sprache gewonnen werden.

Im Paradigma des datengetriebenen Lernens laufen ebenso Schwerpunkte aus den
oben genannten Wissensdisziplinen zusammen. Erstens geschieht der Informationsinput
durch textlich-visuelle oder auditive Zeichensysteme. Damit bestétigt die erste Wissens-
disziplin, die Linguistik, nochmals ihre Existenzberechtigung. Prinzipiell erklért und be-
schreibt sie die zeichentheoretischen und méglicherweise sprachlichen Phéinomene, welche
dann informationstechnisch verarbeitet werden. Somit tut sich die Informatik als zweite
Disziplin als ein Helfer auf operativer Ebene hervor. Wiahrend die Linguistik Sprach-
strukturen aufdecken muss, sichert die Informatik die Ubersetzung dieser linguistischen
Strukturen fiir Apparate. Wird natiirliche Sprache verarbeitet, grenzt die Informatik

40 Ausnahmen sind die Arbeiten von de Marcken (1996), der zwar auch im Geiste der MDL héchste
Prioritét der effizienten Datenverarbeitung schenkt, aber dennoch seinen Lernalgorithmus direkt auf
den Spracherwerb zuschneidet oder Swingley (2005).

“1Die Disseration von Wolff (1975a) war leider nicht beschaffbar. Der Titel The acquistion of linguistic
structures weist auf einen sehr hohen Bezug zum Thema dieser Arbeit hin.

42In computerlinguistischen Ansitzen beschrinkt die Abbildungsgenauigkeit zwischen dem zu simulie-
renden Sprachphénomen und dem tatséchlichen Algorithmus die Aussagekraft des Ergebnisses. Sind
die Voraussetzungen eindeutig vorgegeben und kénnen eindeutig in einem Algorithmus formuliert
werden, ldsst sich die Richtigkeit dieses Algorithmus meist mathematisch beweisen.
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ihren Zustandigkeitsbereich an der Schnittstelle zwischen Mensch und Maschine ab. In
diesem Fall miissen die kognitiven Wissenschaften als dritte Disziplin hinzutreten und
die menschlichen Verarbeitungsmechanismen von Informationen zu Wissen erkliaren. Die
Informationswissenschaften treten dann nicht nur auf rein operativer Ebene zu Tage,
sondern miissen priifen, in wie weit sich diese Mechanismen auch informationstechnisch
verarbeiten lassen.

Die Schaffung von intelligenten Sprachsystemen innerhalb der Computerlinguistik*? ist
ein komplexer Prozess, der mindestens durch die hier genannten Forschungsdisziplinen
abgedeckt wird. Die Analyse und Erkennung der Besonderheiten des Informationsinput
werden von Teilgebieten der Linguistik dokumentiert. Deren informationstechnische Re-
préisentation und systemhafte Verarbeitung gehort zu den Informationswissenschaften.
Schlieflich zeigt die Psychologie noch Erklarungsansétze menschlicher Lernprozesse auf,
die maschinell simuliert werden konnen. Handelt es sich beim Informationsinput also
um natiirliche Sprache, sind die kognitiven Wissenschaften zwingend eingebunden, da
natiirliche Sprache eine kognitive Féahigkeit ist und somit auch in den Erklarungsbereich
der Psychologie fillt.

Menschliches Lernen als Vorbild fiir maschinelles Lernen zu nehmen, ist umstritten
— bieten doch die Maschinen und Apparate derzeit nur sehr begrenzte Moglichkeiten,
die Vielschichtigkeit und das Ineinandergreifen menschlicher kognitiver Prozesse ausrei-
chend abzubilden.** Deshalb werden stets nur modellhafte, also vereinfachte Annahmen
getroffen, die dem Zusammenwirken des Systems als Ganzem nicht gerecht werden. An-
dererseits ist der Mensch das einzige wissensverarbeitende Lebewesen hoherer kognitiver
Leistungen und so macht es Sinn, die ihm zu Grunde liegenden Prozesse nachzubilden
und auf die Moglichkeiten der Maschinen zuzuschneiden.*?

43Weil es hierbei um natiirliche Sprache geht, kann man im engeren Sinne von der Computerlinguistik
sprechen.

44ygl. aber hierzu kritisch Lappin und Shieber (2007).

45ygl. Wallmannsberger (1994, 37).

23






2 Nativismus und Empirismus als grundlegende
Positionen in philosophiegeschichtlicher
Betrachtung und angewandter linguistischer
Forschung

2.1 Einfiihrende Bemerkungen

In den folgenden Abschnitten soll zunéichst eine Hinfiihrung zum Thema in einem sehr
breiten wissenschaftlichen Kontext gesehen werden. Eine konzise Einordnung der Arbeit
erfolgt in mehrfacher Hinsicht. Zum einen wird der Versuch unternommen, die Néhe
zwischen Nativismus und Symbolverarbeitung sowie zwischen Empirismus und Kon-
nektionismus vor einem philosophiegeschichtlichen Hintergrund zu beleuchten; stets in
dem Bemiihen, einen sprachwissenschaftlichen Bezug herzustellen (Kap. 2.3). Diese Be-
zugnahme geschieht im Bereich einer kognitiven Wissenschaft nunmehr auch verstirkt
in Hinsicht auf deren theoretische Hintergriinde einer representational theory of mind
(RTM), welche in jiingerer Zeit unter dem schon spezifischeren Begriff der computatio-
nal theory of mind (CTM) verstanden wird und sich in den oben benannten Dualismus
von digital computational theory of mind (DCTM) und connectionist computational theo-
ry of mind (CCTM) unterteilt (Harnish, 2002, 105 und 275). Dieser Hintergrund dient
dann, zum anderen, als Struktur fiir die Positionierung der eigenen Arbeit in diesem
Gefiige, dessen Bedeutung gerade durch das so verdichtete Gesamthild in einem episte-
mologischen Kontext entsteht. Im Kapitel 1.6 ist bereits eine Einordnung in das engere
wissenschaftliche Umfeld geschehen. Abbildung 2.1 ist eine Visualisierung der Tendenzen
von Forschungsschwerpunkten, wie sie der historischen Zusammenfassung von Harnish
(2002) oder in Teilen aus Newell (1990), Bechtel und Abrahamsen (1991, 3ff) entnommen
werden konnen, und einigen neueren Ansétzen (vgl. Pospeschill, 2004).

Das grofse Interesse an der kindlichen Sprachverarbeitung lisst sich auf die Bedeutung
von nachgelagerten Fragestellungen zuriickfiihren. Man hofft, aus der Erklarung des
Erstspracherwerbs eindeutige Hinweise auf die Reprasentation und Verarbeitung von
Sprache im Allgemeinen zu finden (vgl. Mehler et al., 1998) und damit den anhaltenden
Disput zwischen symbolischer (Nativismus) und assoziativer Représentation (Konstruk-
tivismus/Epigenese beziehungsweise Konnektionismus) der Sprache beizulegen.! Diese

'Die Position des Nativismus zu vertreten, bedeutet natiirlich nicht zwingend, eine symbolische Ver-
arbeitung von Sprache zu akzeptieren oder umgekehrt, wie es in der Optimality Theory (Smolensky
und Legendre, 2006b, 65ff) als dem vielleicht derzeit bekanntesten Beispiel deutlich wird. In der
sprachwissenschaftlichen Debatte unterstellen die nativistischen Ansédtze aber in Mehrheit den sym-
bolischen Charakter von Sprache und deren direkter Ubertragbarkeit als mentale Reprisentationen.
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Abbildung 2.1: Mdégliche Typologie vorherrschender Forschungsparadigmen innerhalb

der CTM, Quelle: Eigene Darstellung

Denktraditionen sind in der aktuellen Debatte des Spracherwerbs fiihrend, wenn auch
nicht die einzigen Forschungsparadigmen.? Sie lassen sich auf ein philosophisches Grund-

Es ist natiirlich ebenso denkbar, dass bestimmte Netzwerkarchitekturen, welche verteilte Informa-
tionen repréisentieren, in ihrem Wachstum genetisch kodiert, also angeboren sein kénnen (vgl. z.B.
Rumelhart und McClelland (1986a, 139); Karmiloff-Smith (1995, 165ff u. 179f); Keil (2001, 584)
oder als konkrete Anwendung Dominey (2000)). Auf gleiche Weise lassen sich auch Mischformen
im konstruktivistischen Paradigma finden, in dem verteilte Repriisentationen auch noch als kom-
plexe Symbole anerkannt werden (Hybride Modelle oder vgl. Elman et al. (1997, 35ff)). Um einer
begrifflichen Verwirrung entgegen zu wirken, werden hier die Teilmengen aus Nativismus und Kon-
struktivismus verstanden, welche sich eindeutig auch als symbolisch beziehungsweise subsymbolisch
auffassen lassen und nicht in die eben benannten Zwischenbereiche fallen. Fiir den Empirismus ist
mit dem Begriff des Konnektionismus bereits eine definitorische Abgrenzung mit nur sehr wenigen
Ausnahmen gegeben, sodass im Folgenden dieser Terminus auch vorrangig benutzt wird und damit
auch den Standards in der Literatur folgt (vgl. Jacobs, 2003, 127ff).

2Neben dem in der Philosophie verwurzelten Nativismus und Empirismus, lassen sich zwei weite-
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re Erklarungsansitze ausmachen (vgl. z.B. Stromquist, 2003, 791f), welche in der Empirismus-
Rationalismus-Dualitét nur schlecht fassbar sind beziehungsweise nicht immer eindeutig zuzuordnen
und deshalb in der Literatur etwas verwirrend erscheinen: Funktionalismus (siehe z.B. Kar"-mi"-loff
Smith, 1979) und crosslinguistische/intratypologische Ansétze (Slobin, 1985-1997). Der Funktio-
nalismus zielt insbesondere auf die Rolle der semantischen und pragmatischen Informationen ab.
Kommunikation ist eingebettet in das soziale Umfeld und kann nicht auf phonologische und syn-
taktische Informationen beschrinkt werden. Hier ist die Entwicklung von linguistischer Form und
dessen Inhalt (die Funktion) innerhalb des soziokulturellen Einflusses von internen und externen
Faktoren Gegenstand der wissenschaftlichen Auseinandersetzung. Aus dieser Sichtweise ldsst er sich
sehr gut mit dem empiristisch/konstruktivistisch geprigten Konnektionismus als Ausgangspunkt



2.1 FEinfiihrende Bemerkungen

satzproblem zuriickfiihren, welches in seinen Ansétzen bereits in der griechischen Antike
in Platons Menon (angeborene Ideen), Phaidon (Ideenlehre und Geist/Seele-Korper) und
Phaidros (Herkunft der Ideen) anzutreffen ist,® spétestens aber im 17. und 18. Jahrhun-
dert von Descartes und Leibniz einerseits und Locke und Hume andererseits formal als
Rationalismus-Empirismus-Debatte diskutiert wurde.*

Der philosophiegeschichtliche Hintergrund dieser Arbeit ldsst sich im weiteren Sinne
am besten anhand zweier entgegen gesetzter Extrempositionen innerhalb eines Kontinu-
ums betrachten und manifestiert sich in einer Jahrtausende alten Grundsatzdebatte der
abendlindischen Philosophie iiber die Natur des menschlichen Geistes, die sich ungelost
in der neuzeitlichen Erkenntnistheorie an den beiden Polen des Rationalismus und Em-
pirismus wieder findet. So sieht auch Gardner (1989, 55) den ,logischen Ausgangspunkt®
einer jeden kognitionswissenschaftlichen Forschung in den ,philosophischen Fragestel-
lungen der griechischen Antike und der Aufklarung*. Obwohl der Einfluss der Philoso-
phiegeschichte auf diesem Gebiet umstritten ist, macht Gardner weiterhin deutlich, dass
das bereits vorgedachte Wissen speziell in den Kognitionswissenschaften als Grundla-
ge weiteren Denkens gewlirdigt werden sollte. So wird in den folgenden Abschnitten ein
kurzer Abriss iiber die bestimmenden philosophischen Theorien gegeben. Natiirlich ist es
nicht Sinn dieses Abrisses, simtliche Theorien, die in irgendeiner Weise mit dem Thema
im engeren oder weiteren Sinne beschiftigt sind, abzuhandeln. Ebenso wenig sollen die
angefiihrten Theorien in ihrer Vollstédndigkeit tiefgriindig diskutiert werden. Der Zweck
der Ausfiihrungen besteht lediglich darin, den philosophischen Ursprung der Arbeit zu
skizzieren und deutlich zu machen, dass die grundsétzlichen Problemstellungen bereits
langerer menschlicher Reflexion unterliegen; somit als Ausgangspunkt der hier darge-
legten Uberlegungen und der Einordnung der Arbeit ins weitere Wissenschaftsumfeld
dienen diirfen.

Im engeren Sinne, d.h. bezogen auf die Problemstellung der Arbeit, besagt die empiris-

begriinden (vgl. die Beitrige in Dirven (1987); darin insbesondere Bates und MacWhinney (1987,
209ff)). Ebenso deklariert nun auch die Symbolverarbeitungstheorie den Funktionalismus als dessen
,philosophischen Uberbau, weil ,mentale Zustinde ...durch ihre kausale Rolle gegeniiber anderen
mentalen Zustédnden und gegeniiber dem Verhalten definiert“ sind (Scheerer, 1990, 2). Man kann
den Funktionalismus also eher als gemeinsamen Vorfahren beider Theorien betrachten, der sowohl
in der konnektionistischen als auch in der nativistischen Forschungstradition weitergefithrt wird,
zumal beide Paradigmen Modelle anstreben, welche algorithmisch beschreibbar sind. Hier verhilt
es sich wohl analog zu den interaktionistischen Modellen im Erstspracherwerb (siehe Kap. 1.2). Zu-
dem kann man den Funktionalismus auch als Ausgangspunkt fiir die crosslinguistischen Ansétze,
wie dem intratypologischen Ansatz von Slobin (1985-1997) ansehen. Crosslinguistische Ansétze un-
tersuchen Gemeinsamkeiten und Unterschiede des Erstspracherwerbs in unterschiedlichen Sprachen.
Entwicklungsstufen werden in allen Teilbereichen untersucht und verglichen. Gemeinsamkeiten iiber
alle Sprachfamilien hinweg konnen Aufschluss iiber eine allgemeine kognitive Féhigkeit des Sprach-
lernprozesses geben. Die frithen Arbeiten favorisierten eine nativistische Erklarungsweise, wihrend
die spateren Arbeiten eher an die Sapir-Whorf-Hypothese erinnern, den Aspekt des Lernens sehr
viel deutlicher betonen und deshalb schon eher den empiristischen Modellen zuzurechnen wiren.

3Ein weiterer Zusammenhang zwischen dem abgeleiteten Formalismus/Funktionalismus und den anti-
ken Analogisten/Anomalisten wird in Bates und MacWhinney (1987) gegeben.

4Diese Liste lieRe sich sehr leicht mit Spinoza, Wolff und Kant sowie Bacon, Gassendi, Hobbes, Tho-
masius und Berkeley erweitern, was aber iiber einen einleitenden Gedanken hinausgehen wiirde.
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2 Nativismus und Empirismus als grundlegende Positionen

tische Extremposition, dass statistische Methoden alle Phinomene der Sprache erkldaren
kénnen;® die andere bestreitet jeglichen Erkenntnisgewinn verteilungsorientierter Metho-
den und bietet als Losung das angeborene Wissen feil. Analog zu der philosophischen
Debatte des Rationalismus und des Empirismus sind keine dieser absoluten Extreme tat-
sichlich in der Wissenschaft vertreten (vgl. Gordon und Slater (1998, 100); Ridley (2003,
196)). Forschungsergebnisse, die sich eindeutig innerhalb des Kontinuums wieder finden,
werden hiufig einem dieser Extreme im Nachhinein und teils von fachfremden Autoren
zugeordnet (Scholz und Pullum (vgl. 2006); Pereira (2000, 1240)). Offenbar erfolgt diese
Kategorisierung abermals nach tendenziellen Neigungen, also lediglich nach der Positi-
on im Kontinuum. Lasst sich die Mehrzahl der Argumente eher mit dem einen Extrem
vereinen, spiegelt sich diese Tendenz in der wissenschaftlichen Debatte oft als eine Ex-
tremposition wider. Diesem Umstand verdanken wir eine gedankliche Vereinfachung der
kognitionswissenschaftlichen Debatte, welche jedoch die Vielfalt individueller Ideen nicht
wiedergeben kann und welche dann folglich in der Grundsatzdebatte untergeht.® Gerade
aus wissenschaftlicher Sicht ist hier der Zustand der mangelnden Differenzierung proble-
matisch, weil sich die Diskussionsbeitrage eben vorrangig an den Extremen ausrichten,
nicht aber die speziellen Argumente in ihrer genauen Konstellation beriicksichtigen und
in einer neuen Abwigung zwischen den Hauptargumenten entdecken lassen. Andererseits
ist die vorherrschende Kategorisierung zur Erklarung des theoretischen Hintergrunds
vorteilhaft, weil sie in vereinfachter Weise den gedanklichen Ursprung veranschaulicht,
die Einflussgrofen und Grundvoraussetzungen iibersichtlich darstellt sowie den Rahmen
durch die Extrempositionen absteckt. Daher erscheint es sinnvoll, zunéchst den theore-
tischen Hintergrund aus der Perspektive der Extrempositionen zu beschreiben und erst
dann den eigenen Beitrag dazwischen zu positionieren.

2.2 Philosophische Positionen

Platons Menon (Platon, 2004, 411ff) wird in der kognitionswissenschaftlichen Debatte
héufig zur Frage des angeborenen Wissens herbei zitiert (z.B. bei Gardner (1989, 15ff);
Cowie (1999, 3); Pospeschill (2004, 9)).” Er soll auch hier als Einstieg dienen, weil bei
ihm die Problematik sehr einfach und deutlich hervortritt. Beim Dialog zwischen Sokra-
tes und Menon iiber die Tugend wendet sich das Gespréch der Frage des Nicht-Wissens
und Wissens zu. Fiir Letzteres erbringt Sokrates einen Beweis, indem er einen Sklaven
von Menon iiber geometrische Eigenschaften eines Quadrats befragt. Es zeigt sich, dass

SHierzu sei angemerkt, dass die subsymbolische Merkmalskodierung der Netze immer einer Verteilung
unterliegt, welche man mit Hilfe der Statistik zugénglich machen kann.

6Nicht zuletzt aus diesem Denken sind so assoziationsreiche Namen wie die Ost-West-Debatte der
Kognitionswissenschaften hervor gegangen. Die Namensgebung ,Fast Pole — West Pole* geht wohl
auf Fodor zuriick, der wahrend einer Konferenz am MIT in einer Diskussion diese Namen prégte
(Dennett in Pinker (2002, 35)).

"Selbst Leibniz hat einen Vergleich zwischen Platon als Rationalist und Aristoteles als Empirist in
seinen Nouwveauz Essais gleich zu Anfang angefiihrt (Leibniz (2000, 321) und darauf in den Meta-
physischen Abhandlungen Bezug genommen in Leibniz (2000, 178)).
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der Sklave iiber ein unbewusstes mathematisches Wissen verfiigt, ohne dass dieses in den
Geist des Sklaven von aufien hinein gelangt sein kann. ,,Fis waren also wohl diese Vorstel-
lungen schon in ihm? Oder nicht?* (Platon, 2004, 436) fragt Sokrates und Menon bejaht.
Im weiteren Fortgang dieser Passage wird Sokrates vom geometrisch-mathematischen
Wissen auf andere Wissensbereiche induzieren.

...wenn er sie [die Vorstellung iiber das mathematische Wissen] aber einmal bekommen

hat, hat er sie doch wohl nicht erst im jetzigen Leben bekommen? Oder hat jemand

ihm Geometrie gelehrt? Denn er wird das gleiche in der ganzen Geometrie leisten und in
sémtlichen anderen Kenntnissen. (Platon, 2004, 436)

Demnach gibt es also Wissen, das der Mensch schon immer besessen hat. Wenn man
aber dieses Wissen nicht erlernt hat, wo kommt es dann her? Wie ist es in den ,Geist”
gelangt? Diese Frage ist seitdem im abendlindischen philosophischen Denken priisent.®

Bei seinem Schiiler Aristoteles ist wenig spéter schon zu lesen:

Es muss sich so verhalten wie bei einer Schreibtafel, auf der noch nichts in Wirklichkeit
geschrieben steht, was bei der Vernunft zutrifft. (Aristoteles, 1995, 171)

Diese Aussage ist zunichst nur ein moglicher Vorschlag fiir das Erkennungsproblem
der Vernunft, die von Aristoteles als leidensunfdhig definiert wurde, deren Erkennung
aber erleidend ist. Wie bringt man nun die immaterielle Vernunft mit einem Objekt in
Verbindung? Aristoteles’ Losung ist die Seele, welche ihrer Natur nach zwar ohne Materie
existiert, aber eine bestimmte Form des Erleidens kennt, weil sie das Objekt zuerst als
Moglichkeit und dann in Wirklichkeit annimmt.’® Dieser Prozess ist vergleichbar mit
einer Schreibtafel (grammateion), die zuniichst leer ist und dann beschrieben wird.'°

Spater hat Descartes diese Fragestellungen wieder aufgegriffen. Er wird typischerweise
als der Urvater der nativistischen Idee in der philosophischen Tradition des Rationalis-
mus anerkannt.!! Im dritten Teil seiner Meditationen beginnt der Mathematiker Descar-
tes den fiir diese Arbeit auch interessanten Gedanken der eingeborenen Ideen explizit zu
formulieren: ,.... aber dass solche Vorstellungen in mir seien, leugne ich auch jetzt nicht.”
(Descartes, 2006, 161) und bezieht sich in der Fortfiihrung seiner Argumentation auch
auf mathematische Vergleiche, wie es auch in Platons Menon schon geschehen ist:

Wie war es aber, wenn ich in der Arithmetik oder Geometrie irgend etwas ganz Einfaches

und Leichtes betrachte, wie z.B. dass zwei und drei zusammen fiinf ergeben, und was
dergleichen mehr ist. (Descartes, 2006, 161)

Nur wenig spéter fasst er den Gedanken begriindend zusammen:

Von diesen Vorstellungen sind nun dem Anscheine nach die einen mir angeboren, andere
dagegen sind mir von aufen gekommen, wieder andere von mir selbst gebildet. Denn wenn

8Sie kann durchaus schon sehr viel friiher gestellt worden sein, konnte aber in dieser Klarheit nicht
schriftlich fest gehalten werden, sodass Platons Menon auch hier als Ursprung dieses Gedankens
gelten soll.

9vgl. Seidl (1995, 265).

0Hierzu muss man jedoch anmerken, dass die Positionen von Platon und Aristoteles nur sehr ober-
flachlich mit der Rationalismus-Empirirsmus-Debatte des 17. Jahrhunderts vergleichbar sind (vgl.
Engfer, 1996, 237).

Hyel. Engfer (1996, 55) fiir eine detaillierte Auflistung der philosophiegeschichtlichen Quellen.
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ich erkenne, was das Ding ist, was die Wahrheit ist, was der Gedanke ist, so kann ich dies
nur aus meinen eigenen Wesen geschdpft haben, nicht aber woandersher, wenn ich dagegen
ein Gerdusch hore, die Sonne sehe, das Feuer fiihle, so habe ich bis jetzt angenommen, diese
Vorstellungen kimen von gewissen Dingen auferhalb meiner, Vorstellungen wie Sirenen,
Hippogryphen und dhnliches bilde ich mir selber. (Descartes, 2006, 164)

Descartes trifft hier schon Unterscheidungen, die sich dann spéter als zentral heraus-
stellen sollten. Er sieht einmal die angeborenen Vorstellungen, weils aber dazu noch die
dukeren von den selbst gebildeten zu unterscheiden. Letzteres erinnert sehr stark an
Lockes duale Aufschliisselung von semsation und reflection, der inneren und &ufseren
Erfahrung. Offensichtlich geht diese Ubereinstimmung nicht rein zufillig auf die Beob-
achtung zuriick, dass aus der Erfahrung gewonnene, komplexere Sachverhalte einem wei-
teren internen Verarbeitungsprozess unterliegen, dessen Output dann nicht mehr direkt
auf die einfachen Beobachtungen der Umwelt bezogen werden kann, sondern mehrere du-
Kere Reize derart neu verkniipft und kombiniert, dass daraus etwas Neues entsteht. Sollte
man diesen Mechanismus nun als eine innere Idee ansehen oder die internen Umwandlun-
gen nach noch unerforschten Gesetzmafigkeiten von unbewussten Erfahrungseinfliissen
anerkennen? Wie differenziert Descartes die Problematik bereits erkennt, zeigt sich in
der fiinften Meditation. Er schreibt:

Am bemerkenswertesten ist dabei, daf ich unzihlige Vorstellungen von Dingen in mir

finde, die, auch wenn sie vielleicht nirgends aufser mir existierten, doch nichts als blo-

es Nichts bezeichnet werden konnten, und obwohl ich sie mir gleichsam nach Belieben

denken kann, so sind sie doch nicht rein von mir erdacht, sondern haben ihre wahre und

unverdnderliche Natur. Wenn ich mir z.B. ein Dreieck vorstelle, so mag vielleicht eine

solche Figur nirgends in der Welt aufer in meinem Denken existieren oder je existiert

haben, aber dennoch ist seine Natur durchaus bestimmt, seine Form unverénderlich und

ewig und nicht von mir erdacht, auch nicht abhéngig von meiner Seele, was schon daraus

hervorgeht, daf von diesem Dreieck verschiedene Eigenschaften bewiesen werden kénnen,

wie daf seine drei Winkel gleich zwei Rechten sind, dafl seinem grofiten Winkel die grofite

Seite gegeniiberliegt, und was dergleichen mehr ist. Ob ich nun will oder nicht, ich mufs das

anerkennen, auch wenn ich friither bei der Vorstellung eines Dreiecks nicht daran gedacht
habe und es mithin nicht von mir erdacht sein kann. (Descartes, 2006, 193)

Natiirlich sei ihm die Flucht in die Mathematik gewéhrt. Die geometrischen Eigenschaf-
ten und Zusammenhinge von Dreiecken existieren also im Denken offensichtlich, ohne
dass diese aus der duferen Umwelt gelernt wurden. Sie sind nach Descartes aber auch
nicht in jedem einzelnen Geiste aus sich selbst entstanden, obwohl sie méglicherweise nur
dort existieren. Andererseits waren sie nicht schon von Anfang an da, weil die Vorstellun-
gen nicht bewusst wahrgenommen werden konnten. Descartes bleibt nun nichts anderes
iibrig, als dieses Dilemma im Ubersinnlichen zu 16sen und genau dafiir braucht er den
Gottesbeweis. Damit beginnt Descartes einen Gedanken zu entwickeln, der womdglich
fiir Leibniz grokere Bedeutung fiir seine Monadentheorie gehabt haben kénnte.

Im weiteren Verlauf der Meditationen lasst Descartes den Versuch nicht aus, die sinnli-
che Wahrnehmung wieder auf die Grundlage der inneren oder duferen (wohl gottlichen)
Vorstellungen zu stellen.

Nun besteht aber in mir ein passives Vermdgen wahrzunehmen oder die Vorstellung sinn-
licher Dinge zu empfangen und zu erfassen. Allein ich kénnte gar keinen Gebrauch davon
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machen, wenn nicht auch ein aktives Vermdgen in mir oder aufer mir vorhanden wére,
das jene Vorstellungen hervorruft oder bewirkt. (Descartes, 2006, 208)

Er sieht das passive Vermogen wohl in dem Automatismus unserer Sinnesorgane, Reize
unabhingig vom Bewusstsein aufzunehmen und zu verarbeiten. Das aktive Vermdgen
muss dann die Féahigkeit sein, die Aufmerksamkeit zu steuern oder bewusst zu lenken.
Der Versuch, die Ratio als die Grundlage fiir die Aufnahme von Sinnesreizen herzuleiten
und ihr damit das Vermogen der geistigen Verarbeitung zuzuschreiben, folgt natiirlich
aus der Idee des Angeborenseins, welche nun wieder in der Wahrhaftigkeit Gottes be-
griindet werden muss.

Leibniz sieht sich in der rationalistischen Tradition Descartes. In den Nouveaur Essais
(Leibniz, 2000, 320ff) lasst sich sogar ein moglicher Anhaltspunkt fiir die Polarisierung
der Debatte finden. Dort ordnet Leibniz gleich zu Beginn die Positionen von Rationalis-
mus und Empirismus recht radikal sich selbst und Locke zu (Leibniz, 2000, 325ff). Dabei
bekennt sich Leibniz auch zur ,Unhintergehbarkeit der Erfahrung®, weil er natiirlich
sonst einfache Wahrnehmungsphinomene, dessen Verarbeitung, Erinnerung und einfa-
che Verkniipfung nicht erkléren konnte. Fiir Leibniz existieren streng genommen aber
immer nur innere Erfahrungen; also interpretierte Sinneseindriicke. Und er hélt an der
Erkennbarkeit der Vernunftswahrheiten jenseits der Erfahrung fest (Engfer, 1996, 174).
Man muss jedoch einen klaren Unterschied zwischen den phdnomenologischen Schriften
und den philosophischen Darstellungen zur Monadologie erkennen, weil beide Ideen un-
terschiedliche Auffassungen des Erfahrungsbegriffs unterstellen (Engfer, 1996, 167). Im
Mittelpunkt der philosophischen Ausfiihrungen steht die Theorie von Monaden, deren
Fensterlosigkeit, Individualitidt und Unteilbarkeit (Leibniz, 2000, 406ff). Die Fenster-
losigkeit 10st offensichtlich einen Widerspruch aus, weil eine Interaktion zwischen der
Umwelt und dem Inneren eines Menschen in irgendeiner Form passieren muss. Dies gilt
auch dann, wenn man annimmt, dass die Monade alles schon in sich hat. Dieses Alles ist
aber ,verworren“, also ungenau und nicht bewusst reflektierbar. Die Spezifizierung des
Inneren iibernimmt die Erfahrung. Thr wird dafiir eine Art vermittelnde Rolle zugestan-
den, die sodann den Widerspruch der Verkapselung der Monaden auflost.

Zwar ist die Monade ohne Fenster und unterliegt keinen duferen Einfliissen ... aber weil

sie das meiste in sich selbst nur verworren erkennt, erkennt sie es dennoch blofs im Modus
der Erfahrung. (Engfer, 1996, 167)

In den phadnomenologischen Schriften, die er an John Locke adressiert, scheint Leib-
niz den Erfahrungsbegriff geméf der damaligen Konvention zu gebrauchen. Allerdings
resonieren die Neuen Abhandlungen auf einer religiosen Grundfrequenz und zunéchst
garnicht auf der erkenntnistheoretischen Fragestellung, die man als Leser dieser Schrift
erwarten wiirde. Der entscheidende Streitpunkt sollten doch die eingeborenen Ideen und
Prinzipien sein, auf welche sich die Monadentheorie griindet, und Lockes Auffassung
iiber die Natur des menschlichen Verstandes. Die posthum erschienene Schrift fiihrt kein
schlagendes Argument an, das dem Argument der angeborenen Ideen einen Vorsprung
in der Diskussion verschaffen wiirde.
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2 Nativismus und Empirismus als grundlegende Positionen

John Locke selbst hatte zundchst versucht, das Argument Descartes der eingeborenen
Idee zu entkriften, wurde aber gleichzeitig stark von Descartes Denken geprigt, sodass
er sogar den Gedanken der Intuition tibernimmt (Locke, 1987, 84ff und 530ff). In seinem
FEssay Concerning Human Understanding (Locke, 1987) argumentiert Locke, dass der
Verstand bei der Geburt einem weiflen Blatt Papier gleiche. Er stellt hier auch gleich
zu Beginn klar, dass er nicht die Dinge, die dem menschlichen Verstand unzugéinglich
sind, diskutieren kann (Locke, 1987, 44-45) und proklamiert zunéchst eine Gegenthese
zu den angeborenen Prinzipien und Ideen. Er postuliert einfach deren Nichtexistenz.
Also schreibt Locke zu Beginn seines zweiten Buches die Wurzel aller Erkenntnis der
Erfahrung zu:

To this I answer, in one word, From Experience: In that, all our Knowledge is founded;
and from that it ultimately derives itself. (Locke, 1987, 104)

Die Erfahrung geht dabei auf die reine Sinneswahrnehmung (sensation) und auf die
innere Selbstwahrnehmung (reflection) zuriick, die sich nun wiederum durch die Natur
des Materiellen und der Bewusstseinsvorgéange selbst bestimmen.

These two, I say, viz. External, Material things, as the Objects of SENSATION; and the

Operations of our own Minds within, as the Objects of REFLECTION, are, to me, the
only Originals, from whence all our Ideas take their beginnings. (Locke, 1987, 105)

Im Fortgang des zweiten Buches spezifiziert er den Begriff der Idee als Vorstellungen des
Bewusstseins, geht im dritten Buch auf die Worter als Reprisentanten der Ideen ein und
gelangt dann im letzten und vierten Buch zur Ausformulierung seiner Erkenntnistheo-
rie. Dort kristallisiert sich der Wahrheitsbegriff als zentral heraus. Es geht im Grunde
immer um einen Abgleich zwischen einzelnen Ideen. Wahrheit bedeutet, dass zwei Ideen
iibereinstimmen. Fiir Locke bezieht sich die Erkenntnis nicht direkt auf die Erfahrung,
sondern auf die Wahrheit von Ideen, also deren Verhéltnis zueinander. Diese Verhéltnisse
finden dann ihren Niederschlag in den drei verschiedenen Formen: intuitives, demons-
tratives und sensitives Wissen (Locke, 1987, 531f und 536). Diese Wissensformen wirken
erst durch die Wahrnehmung des Zusammenhangs von Ideen als Wissen. Die Intuition
als hochste Form der Erkenntnis ist die Un- oder Gleichheit von Ideen, die unmittelbar
im Selbst geschehen. Womoglich kann man hier eine Parallele zu Descartes sehen, als
er die Grundeigenschaften des Dreiecks erkannte. Bei einer demonstrativen Erkenntnis
lasst sich das Verhiltnis von zwei Ideen erst durch eine dritte Idee herstellen. Bei der
Bildung von sensitivem Wissen lédsst sich ein direkter Zusammenhang zwischen der Exis-
tenz und deren Vorstellung nachvollziehen, der wohl nur fiir ,;the particular existence of
finite Beings without us* (Locke, 1987, 537) bestimmt zu sein scheint.

Um diesen Gedanken zu verstehen, muss man Lockes Ideenlehre des zweiten Buches!?
heranziehen. Er fiihrt hier die Entstehung komplexer Ideen aus vier einfachen Ideen vor
(Locke, 1987, 166f). Diese einfachen Ideen gelangen einmal durch die rein dufere Wahr-
nehmung eines oder mehrerer Sinne, durch die gemeinsame Aufnahme &uferer Wahrneh-
mung und innerer Selbstwahrnehmung sowie allein durch die innere Selbstwahrnehmung
zur aktiven Tatigkeit des Geistes. Diese Tétigkeit kann der Vergleich, die Abstraktion

2Eventuell auch das Schlusskapitel des ersten Buches.
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oder das Bilden von neuen Zusammenh#ngen sein. Daraus entstehen schliefslich Ursache-
Wirkungs-Zusammenhénge (Relationen), Substanzen wie Mensch und Tier und deren
Bestandteile (Mods).

Ein wichtiger Punkt der Lockeschen Erkenntnistheorie, gerade in Hinsicht auf die
vorliegende Arbeit, ist die Lockesche Handhabung der Wahrscheinlichkeit (Locke, 1987,
654-657). Da sich Locke im Klaren gewesen sein muss, dass erstens das Wissen des Men-
schen immer begrenzt ist, zweitens Sinnestduschungen die Erfahrung als Quelle zur Wis-
sensverarbeitung angreifbar machen und daher drittens eine absolute Gewissheit nach
seiner Theorie nicht moglich sein kann, zieht er die Wahrscheinlichkeit zur Uberbriickung
des Wissensmangels heran. Damit nimmt die Zuteilung von Wahrscheinlichkeiten zu be-
stimmten Wissensphdnomenen, welche dann nur noch als Glauben oder Meinung be-
zeichnet werden kénnen und dadurch den zu Grunde liegenden einfachen Ideen, ihren
Platz in der empiristischen Epistemologie ein und zeigt, wenn auch unabsichtlich, eine
Tendenz zum Skeptizismus.

Mit der Brille des Skeptizismus lésst sich sicherlich auch David Hume lesen (Engfer,
1996, 312-313). Hier soll Hume aber fiir die empiristische Idee herhalten. Locke hat
zumindest in weiten Teilen die Humesche Erkenntnistheorie mitgepragt. Dies zeigt sich
schon in einer dhnlichen Einleitung des Treatise of Human Nature, in welcher auch Hume
die Prinzipien der menschlichen Erkenntnis als Ziel ankiindigt, aber

...in effect propose[s] a complete system of the sciences, built on a foundation almost
entirely new, and only one upon which they can stand with any security. (Hume, 1968, 5)

Dieses ,fast géinzlich neue Fundament® ist wieder der empiristische Grundgedanke der
Untersuchung von Phianomenen mittels der Erfahrung und Beobachtung und nicht der
der hypothetischen Annahmen rationalistischen Gedankenguts. Hume hélt auch an Lo-
ckes Einteilung von duferen und inneren Sinneserfahrungen fest. Allerdings nimmt er
eine weitere Differenzierung des Ideenbegriffs vor. Hier unterscheidet Hume die ideas
von den impressions, welche sich in ihrer emotionalen und zeitlichen Intensitét graduell
voneinander unterscheiden, wiahrend beide zu den Sinneswahrnehumungen (perceptions)
gehoren (Hume, 1968, 11f). Hume behilt auch die Aufteilung der Ideen in einfache und
komplexe bei. Allerdings bezieht er diese, in der Logik seiner ersten Unterscheidung, nur
auf die Eindriicke (impressions). Fiir die einfachen Eindriicke gilt auch Lockes Vorstel-
lung des Abgleichs von Ideen.

... all our simple ideas in their first appearance, are derived from simple impressions, which
are correspondent to them, and which they exactly represent. (Hume, 1968, 13f)

Damit zwingt sich auch Hume zu dem Schluss, dass nur das unmittelbar Wahrzuneh-
mende in der Vorstellung prasent sein kann. Er fiihrt dann aber, sicher ganz im Sinne
Lockes, weiter aus (Hume, 1968, 17ff), dass sich durch die Vorstellungskraft (imaginati-
on) einfache Ideen zu komplexen Ideen verbinden konnen. Letztere haben schlieflich die
Eigenschaft, nicht unmittelbar beobachtbar zu sein und kénnen auch durch den inneren
Wahrnehmungssinn entstehen.

Dieser Prozess der Neuorganisation einfacher Ideen zu Konglomeraten hoherer Ord-
nung — und das ist nun neu — geschieht durch bestimmte Prinzipien der Assoziation (Hu-
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2 Nativismus und Empirismus als grundlegende Positionen

me, 1968, 19ff). Moglicherweise hat Locke diese Prinzipien einfach als selbstversténdlich
vorausgesetzt, Hume formuliert sie nun explizit. Er identifiziert ,three, viz. resemblance,
contiguity in time or place, and cause and effect“ (Hume, 1968, 19).

Nun iibernimmt Hume aber die Leibnizsche Vorstellung von Vernunftswahrheiten und
Tatsachenwahrheiten und ordnet sie den Begriffen Relation of Ideas und Matter of Fact
zu (Hume, 2007, 25). Die Vernunftswahrheiten liegen wie bei Leibniz im Bereich der
Logik und Mathematik, und man kann sich deren gewiss sein, weil sich das Gegenteil
eines Beweises logisch ausschliefen lisst. Bei Tatsachenwahrheiten ist das nicht moglich.
Sie beruhen auf Erfahrung und iiber diese kann es keine absolute Gewissheit geben.!?
Damit wird auch hier die Wahrscheinlichkeit eines Ereignisses offenbar (Hume, 1968,
76ff). Fiir die Tatsachen ist nun eines der Prinzipien der Assoziation wichtig: Ursache
und Wirkung.

Mehrfache Beobachtung einer Erfahrung verleitet den Menschen, eine Kausalitit zu
unterstellen. Hume schildert in den Enquiries das Billardspiel zur Veranschaulichung
(Hume, 2007, 28f). Dadurch, dass der Mensch immer die gleiche Beobachtung bei dem
Kréftewirkungsverhalten der einen Kugel auf die andere beobachtet, schlieft er aus der
Erinnerung auf das zukiinftige Verhalten. Beide Vorstellungen, Vergangenheit und Zu-
kunft, miissen gleich sein, damit eine Kausalitit zwischen Ursache und Wirkung der
Kugeln entdeckt werden kann. Im Grunde erlaubt uns diese Assoziation aber nur ei-
ne Aussage iiber die Gewohnheit zu treffen, nicht jedoch {iber eine von der Erfahrung
unabhingige GesetzmifRigkeit.

2.3 Symbolistische und konnektionistische Paradigmen

Ahnlich wie Engfer (1996) fiir die Philosophiegeschichte iiberzeugend dargestellt hat,
dass die Aufteilung in Empirismus und Rationalismus ein philosophiehistorisches Sche-
ma ist, in welches sich nicht einmal die Urviter beider Theorien einordnen lassen, ist auch
das Pendant in der KI, das bis in die Linguistik hineinreicht, Symbolverarbeitung und
Konnektionismus beziehungsweise Nativismus und Empirismus, lediglich ein Denksche-
ma. Man ist sicherlich verleitet, die Wurzeln der Symbolverarbeitung im Rationalismus
zu suchen und auf gleiche Weise den Empirismus als gedanklichen Vorreiter des Kon-
nektionismus anzunehmen. Zahlreiche Parallelen in den Grundannahmen weisen darauf
hin.'* Allerdings muss man dann auch konsequenterweise zugestehen, dass beide Ansétze
ineinander iibergreifen und nur in gedanklichen Extremen an den Enden eines Konti-
nuums angesiedelt werden konnen, so wie es auch in der Rationalismus-Empirismus-

Debatte der Fall ist.'® Kurzweil stellt einen Zusammenhang zwischen beiden Positionen
her.

Die Fahigkeit zu lernen, sich Wissen anzueignen und dieses deduktiv und folgerichtig zu
handhaben, wird haufig als symbolisches Denken bezeichnet, als die Fahigkeit, Symbole

13Méglicherweise wird Hume aus diesem Grund auch als Skeptiker bezeichnet.
14Wie beispielsweise von Pinker (1999, 40), Marcus (1998) oder Newell (1990, 76) beschrieben.
15ygl. auch Cowie (1999, 44).
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zu manipulieren. Ein Symbol ist eine Benennung oder ein Zeichen, das stellvertretend
fiir einen anderen Sachverhalt, im allgemeinen fiir eine Struktur oder fiir ein Netzwerk
von Fakten, steht. Symbole sind fiir gew6hnlich in komplizierten Mustern angeordnet ... .
(Kurzweil, 1993, 17)

Mithin macht er deutlich, dass beide Ansitze miteinander vereinbar sind, wenn man
unter dem symbolischen Charakter des Denkens auch verteilte Informationen eines Mus-
ters oder Netzwerkes fasst. Auch Plunkett rdumt fiir die linguistisch orientierten Ansétze
ein, dass

Even the staunchest of modern-day empiricists must admit that guarantees of a given

cognitive architecture cannot be fully determined by the environment. (Plunkett, 1998,
98)

Andererseits steht sie der nativistischen Auffassung kritisch gegeniiber.

...it quickly became apparent that some language acquisition researchers had grossly un-
derestimated the structural regularities that could be extracted from the input. (Plunkett,
1998, 98)

Auf gleiche Weise trifft Marcus (2001, xii) eine klare Aussage zu seinem Standpunkt.

I am not an anti-connectionist, I am opposed only to a particular subset of the possible
connectionist models.

Dabei ist er deutlich vom Nativismus inspiriert:

Without some innately given learning device, there could be no learning at all. (Marcus,
2001, 143)

Dieser Ansatz ist ebenso in den Neurowissenschaften prasent.

Die Anatomie des neuronalen Schaltkreises ist ein simples Beispiel fiir die apriorische
Erkenntnis Kants, wihrend die Verdnderungen der Stirke bestimmter Verbindungen im
neuronalen Schaltkreis den Einfluss der Erfahrung widerspiegeln. (Kandel, 2006, 225)

Scheerer (1990, 23) stellt fest:

Keine der von uns diskutierten theoretischen Dimensionen hat eine wirklich trennscharfe,
absolut uniiberbriickbare Diskrepanz zwischen den beiden Paradigmen ergeben.

Den Unterschied sieht Scheerer darin, wie man das Explanandum letztendlich betrachtet.

Symboltheoretiker . .. unterstellen, daf das Denken produktiv und systematisch ist; und sie
halten es fiir notwendig, diese Eigenschaft mit Hilfe syntaktischer Konstituentenstruktur,
semantischer Kompositionalitit und kontextfreien semantischen Konstituenten zu erkl&-
ren. Konnektionisten unterstellen, daf das Denken wesentlich durch Plastizitit, spontane
Generalisation und Bedeutungsholismus gekennzeichnet ist; und sie halten es fiir notwen-
dig, solche Eigenschaften durch assoziatives Lernen, simultane Erfiillung von Randbedin-
gungen und Einschwingen auf Zustinde minimaler Strukturenergie zu erkléren. (Scheerer,
1990, 23)

Fir die Entwicklungspsychologie bestitigt Karmiloff-Smith (1995) das hier gegebene
Gesamtbild.

I do not choose between these two epistemological stands [nativism and constructivism],
one arguing for predominantly built-in-knowledge and the other for a minimum innate
underpinning to subsequent domain-general learning. (Karmiloff-Smith, 1995, xiii)
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Stattdessen bestétigt sie, dass die endgiiltige Theorie des Geistes Aspekte aus beiden
Paradigmen umfassen wird und dass sich beide Paradigmen in wichtigen Punkten er-
ginzen (Karmiloff-Smith, 1995, xiii). Diese kurzen Beispiele illustrieren bereits, dass die
Nativismus-Empirismus- und Symbolismus-Konnektionismus-Dualititen eher gemein-
sam und ergidnzend betrachtet werden sollten.

Die nativistische Stromung in der Linguistik ist dennoch unbestreitbar eng mit der Idee
der Symbolverarbeitung der KI-Forschung verbunden (vgl. Marcus, 1998). Bei Pinker
wird diese Denkweise besonders deutlich, wenn er schreibt:

The theory of symbol processing seems better suited to explaining the brain ability to

handle complex ideas and the aspects of language that communicate them. People are not
slaves to similarity. (Pinker, 1999, 40)

oder

It is a cliché of neuroscience that the brain works differently from a digital computer .. .one
of the mechanisms that makes computers intelligent — manipulating symbols according to
rules — may be a basic mechanism of the human brain as well. (Pinker, 1999, 40)

advocates of symbol manipulation assume that our minds have both a set of internally re-
presented primitive elements and a way of internally representing structured combinations
of those elements (vgl. Marcus, 2001, 85),

wire ein gemeinsamer Nenner von Linguistik und der Symbolverarbeitung der kiinst-
lichen Intelligenz formal schon hergestellt. Im symbolischen Ansatz der KI-Forschung
dienen der Reprisentation und der Verarbeitung von Wissen Symbole, die auf verschie-
denste Weise manipuliert werden konnen. (Newell (1990, 88ff); Bechtel und Abrahamsen
(1991, 8f)). So werden kognitive Phénomene als ,Symbolmanipulationsaufgaben® ver-
standen (Gorz und Nebel, 2003, 39). Dabei spielt die formale Logik zur Beschreibung
der Représentationen eine bedeutende Rolle wie die Arbeiten von McCarthy in den 50er
und 60er Jahren belegen. Im Prinzip bringt hier die Mathematik als hintergriindige Wis-
senschaft ihre bereits weit entwickelten Verfahren an. In der Weiterentwicklung dieses
Ansatzes sind Multi-Agenten-Systeme entstanden, bei denen die zentrale Problemstel-
lung in viele kleinere Teilaufgaben herunter gebrochen wird und durch das Zusammen-
spiel der einzelnen Komponenten Synergien erzielt werden. Der Hauptkritikpunkt des
symbolischen Ansatzes ist das Komplexititsproblem, das bei der Reprisentation des
Weltwissens auftritt. Das komplexe Ineinanderwirken von Umweltkomponenten ist nur
aufserst begrenzt mathematisch modellierbar und ist deshalb nur in abgegrenzten Teil-
bereichen sinnvoll.

Da nun Sprache ihrer Natur nach symbolisch und zudem unstrittig eine kognitive F&-
higkeit ist, lag hier eine Ausweitung beziehungsweise gegenseitige Vermengung der vor-
handenen Konzepte aus der KI-Forschung und Linguistik auf der Hand (vgl. Pylyshyn,
1984, 49ff). Die Grundlagen des nativistischen Ansatzes passen nun insbesondere zum
Paradigma der Symbolhypothese, dass hier fast eine begriffliche Verschmelzung in der Li-
teratur zu beobachten ist (z.B. vgl. Haase (2005, 126); Hovel (2002, 51)). Schon allein der
Umstand, dass Chomsky, Miller, Newell und Simon zusammen auf dem MIT-Symposium
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von 1956 ihre Ergebnisse vorstellten und die kognitive Revolution einleiteten, ldsst eine
gewisse gemeinsame Grundhaltung vermuten. Chomsky macht zwar unmissversténdlich
deutlich, dass ein Modell der Sprachproduktion, wie es in Shannons informationstheo-
retischem Ansatz (Shannon und Weaver, 1971) dargestellt wurde, nicht auf natiirliche
Sprachen angewendet werden konne (Gardner (vgl. 1989, 40);'® Bechtel und Abrahamsen
(1991, 13)) aber in der Tat basiert Chomskys Transformationsgrammatik auf Regeln, die
sich symboltheoretisch gut simulieren lassen (vgl. Pereira, 2000). Andererseits bereitet
natiirlich die hohe Abstraktionsebene der Chomskyschen Theorien Probleme, und diese
lassen sich {iberhaupt nicht algorithmisch darstellen, sondern miissen immer spezifiziert
werden.'” So bemerkt Gardner diesbeziiglich:
Obwohl Chomskys Ansatz mit der kiinstlichen Intelligenz viele Wurzeln teilt, sind einige

seiner grundlegenden Ideen nicht ohne weiteres auf Computerformat iibertraghar (Gard-
ner, 1989, 231).

Der Logic Theorist von Simon und Newell (1958) beruht dagegen schon im Entwurf
auf Symbolmanipulationen und greift auf einen explizit formulierten mathematischen
Regelapparat zuriick. Nur wenige Monate vor dem MIT-Symposium hatten sich Minsky;,
McCarthy und wiederum Simon und Newell in Darthmouth getroffen, um sich iiber ihre
jiingsten Ideen zu Problemlosungsstrategien bei Maschinen auszutauschen. Diese Ideen
werden heute unter dem Begriff der Kiinstlichen Intelligenz (KI) subsumiert und finden
ihren Niederschlag im symbolorientierten Ansatz der starken KI.

Chomsky (1957) hat die Idee des symbolorientierten Ansatzes schlieflich in die Sprach-
wissenschaft eingebracht, um der behavioristischen Tendenz des amerikanischen Struk-
turalismus eine andere Richtung zu geben. Der wohl damals prominenteste Vertreter des
Behaviorismus, Burrhus F. Skinner, vertrat in seinem Buch Verbal Behavior im Ein-
klang mit der behavioristischen Tradition die Auffassung, dass Sprache ein Verhalten
sei (Skinner, 1957). Chomskys Kritik (Chomsky, 1959) an dieser Sichtweise ebnete den
Kognitionswissenschaften den Weg, sich zur vorherrschenden Wissenschaft des mensch-
lichen Geistes zu entwickeln. Damit gewann der symbolische Ansatz in der Linguistik
grofsen Einfluss. Zeitgleich ist dieser Gedanke auch in die sich parallel entwickelnde Dis-
ziplin der kiinstlichen-Intelligenz-Forschung als grundlegendes Paradigma eingeflossen.

Der Kern des symbolischen Ansatzes ist, was Smolensky und Legendre (2006a, 18)
die ,kombinatorische Strategie“ (combinatorial strategy) nennen und Chomsky (1957)
fiir die natiirlichen Sprachen ausfiihrte. Auf abstrakter Ebene versteht man darunter,
dass durch eine Produktionsregel aus einer endlichen Menge eine unendliche Menge ent-
stehen kann. Dieses einfache mathematische Prinzip, das sich seit Jahrhunderten in der
Zahlentheorie der Folgen und Reihen wieder findet, wird im symbolischen Ansatz auf
das System der Sprache iibertragen und hier mittels neuer kombinatorischer Moglich-
keiten eingefiihrt. Hier werden die Phoneme oder das Lexikon einer Sprache als endliche

16Gardner bezieht sich hier offensichtlich auf Shannons Dimplomarbeit aus dem Jahr 1938 ,,A Symbolic
Analysis of Relay and Switching Circuits®, in: Transactions of the American Institute of Electrical
Engineering, 57, 1-11 erschienen. Der informationstheoretische Ansatz findet sich aber in Shannon
und Weaver (1971) (beziehungsweise 1949) in zugénglicher Form.

17ygl. Lappin und Shieber (2007) als ein praktisches Beispiel.
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Menge definiert. Den Produktionsregeln der Sprache liegt ebenso ein endliches Wissen
(finite knowledge) zu Grunde. Mit diesen Regeln werden aus den Wortern (beziehungs-
weise Konstituenten) einer Sprache unendlich viele Sétze hergeleitet, welche wiederum
unterschiedliche Komplexitatsstufen besitzen konnen und iiber rekursive Mechanismen
verfiigen.'® Dies bedeutet, dass Fakten durch unterschiedlich strukturierte Kombinatio-
nen gespeichert werden. Derartige Kombinationen lassen sich nun aber auch statistisch
auffassen, gleichwohl man dadurch in weiten Teilen des Nativismus leider auf eine un-
vereinbare Haltung trifft, der es jedoch in Hinblick auf die Pramissen des Nativismus an
einer stichhaltigen Begriindung mangelt.”

Statistische Ansiitze werden im Nativismus grundsiitzlich abgelehnt.?® Chomsky #u-
fert sich bereits im Anfangsstadium der Innateness-Debatte zu quantitativen Ansét-
zen. Im Grunde genommen sieht er keinen Zusammenhang zwischen Sprachstatistik und
grammatikalischem Wissen. Er schreibt:

I think that we are forced to conlude that ... probabilistic models give no particular insight
into some of the basic problems of syntactic structure. (Chomsky, 1957, 17)

In diesem Zusammenhang formulierte er seinen beriihmten Satz der griinen Ideen. Der
Standpunkt, Sprachwissen unabhingig vom quantitativen Sprachinput zu untersuchen,
wird zumindest in einigen Teilen der nativistischen Positionen weiter propagiert. Bei-
spielsweise bemerkt Fodor iiber die Theorie des Geistes erst kiirzlich:

This theory can’t of course, be associationistic, since associative relations among mental

states are supposed to hold not in logical form, but rather in virtue of statistical facts

about (e.g.) how often they have occurred together, or how often their occurring together
has led to reinforcement, etc. (Fodor, 2001, 18)

Aus der ablehnenden Haltung gegeniiber quantitativer Mustererkennung in der Sprache
in nativistischen Theorien sowie in weiten Teilen der Symbolverarbeitung erkldrt sich
zumindest auch bruchstiickhaft die Einstellung der Nativisten gegeniiber dem Konnek-
tionismus.

Die Geburtsstunde des Konnektionismus kann zwischen dem McCulloch-Pitts-Netzwerk
(McCulloch und Pitts, 1943) und dem Perceptron (Rosenblatt, 1958) angesetzt werden?!
und damit etwa zeitgleich mit den symbolverarbeitenden Ansétzen der KI. In einer ver-
nichtenden Kritik zeigten Minsky und Papert (1969), dass Netzwerke mit direkten Bezie-

8Marcus (2001, 85):

complex units can themselves serve as input for buildung still more complex units — com-
binations that are recursively defined.

19vgl. auch Abney (1996, 22).

20Eine Ausnahme ist sicherlich Niyogis Vorschlag eines Triggering Learning Algorithm (Niyogi, 2006,
103). Er beschreibt mogliche Ausprégungen der Principles-and-Parameter-Theorie mit Markoffket-
ten als einen probalistischen Verarbeitungsmechanismus.

2 Gicherlich lieke sich auch fiir das McCulloch-Pitts-Netzwerk (McCulloch und Pitts, 1943) als allei-
niger Angangspunkt argumentieren. Der Grund, warum dies hier nicht geschieht, ist, dass es eine
doch recht wesentliche Eigenschaft auslésst, welche man heute allgemein mit neuronalen Netzwerken
verbindet: das Hebbsche Prinzip (Hebb (2002) bezichungsweise als erste Auflage 1949). Diese Regel
erlaubt die synaptische Plastizitét zu simulieren.
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2.3 Symbolistische und konnektionistische Paradigmen

hungen zwischen Input- und Output-Ebenen nicht alle logischen Strukturen berechnen
konnen und deshalb fiir eine Theorie des Geistes unbrauchbar seien. Der Kern dieser
Kritik, eine Spekulation, sollte sich erst spéter als falsch herausstellen. Bis dahin jedoch
blieben die konnektionistischen Modelle unbeachtet. Erst die Hopfield- (Hopfield, 1982)
und Kohonennetzwerke (Kohonen, 1982) verschafften dem Konnektionismus wieder Auf-
trieb. Wenig spéater sind dann auch Boltzmannmaschinen und natiirlich die bekannten
PDP-Modelle von Rumelhart und McClelland (1986a) und Rumelhart und McClelland
(1986b) aktuell geworden.

Womoglich hat das in der Vorgingerzeit des Konnektionismus der 1960er und 70er
Jahre vorherrschende universalgrammatische Paradigma Chomskys seinen Einfluss auf
deren erbitterte Gegner ausgeiibt. Diese fanden nun auf der Suche nach einer besseren
Erklarung recht plotzlich eine fundierte Basis mit den Netzwerkmodellen. Damit lésst
sich der grofe Zulauf ad hoc und die anschlieftende Polarisierung erkléren. Allerdings ist
wohl dadurch umso stiarker der Eindruck entstanden, dass die Gegner des Nativismus
und des Konnektionismus zusammengehoren, sowie auch Nativismus und Symbolismus
nun symbiotisch erscheinen. Hier lisst sich schon recht deutlich eine Parallele zum phi-
losophiegeschichtlichen Dogma des Rationalismus und Empirismus entdecken.

Der Konnektionismus iibertréigt die Vorstellung natiirlicher Nervensysteme auf kiinst-
liche Rechenmaschinen.?? Er unterstellt dabei verteilte Informationen in sogenannten
Units. Die mittlerweile als raum-zeitliche Vektoren kodierten Kombinationen von sol-
chen Einheiten erlauben in einer Verschaltung auf mehreren Ebenen héchst komplizierte
Musterabgleiche. Die Aktivierung der Units ist meistens inputabhingig.?® Durch das
gemeinsame Feuern der Units entstehen Muster, welche in Abhéngigkeit von Lernregeln
oder/und Schwellenwerten erkannt werden. Verschiedenste Architekturen beeinflussen
dabei die Erkennungsleistung des Musters.

Der wichtigste Vorteil des Konnektionismus ldsst sich am besten mit dem Schlagwort
der Plastizitat erfassen. Dadurch, dass sich hoch komplexe Muster nicht nur in einer
Eigenschaft voneinander unterscheiden, ist es moglich, bei unvollsténdigem Input noch
den richtigen Output zu erzielen. Dies trifft genau dann zu, wenn die Einheiten akti-
viert werden, die nur in dem Zielmuster vorkommen. Die restliche Information ist dann
nicht mehr zwingend erforderlich, sodass hier eine Art logischer Schluss vorliegt. Aus
diesem Grund konnen Lernprozesse besonders gut mit subsymbolischen Architekturen
simuliert werden. Schliefslich basiert das Argument der Reizarmut im Spracherwerb eben
darauf (Empirische Pramisse unter c. in Kap. 1.3), dass Sprache trotz unvollstindigem
Input recht einheitlich erlernt wird. Die natiirliche Sprache kristallisierte sich schon allein
deshalb als der perfekte Schauplatz eines Schlagabtauschs zwischen Symbolismus und
Konnektionismus heraus: Sprache ist unstrittig eine kognitive Fahigkeit des Geistes und
verbirgt komplexeste Muster, deren Ordnung entweder mit verteilten Informationen in

22Das Gegenteil ist bei der Symbolmanipulation geschehen. Hier sind Turing-Maschinen und von-
Neumann-Architekturen die geistigen Viter, welche erst spater in einer Hardware-Software-Analogie
versucht wurden, dem Koérper und Geist des Menschen aufzupressen.

Z3Eine solche Architektur muss aber nicht zwingend erforderlich sein. Durch backpropagation kénnen
die Units auch Top-down erregt werden.
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2 Nativismus und Empirismus als grundlegende Positionen

Netzwerken oder durch Symbolmanipulation hergestellt wird. Kann man nun mit neu-
ronalen Architekturen genaue Vorhersagen iiber den Spracherwerb oder die Sprache im
Allgemeinen treffen, und gelingt dies nicht mit Symbolmanipulationen, so miisste dies
fiir eine Reihe von Wissenschaftlern (vgl. Abb. 1.2) auch die Unbrauchbarkeit der nati-
vistischen Idee bedeuten. Gleiches gilt natiirlich fiir den umgekehrten Fall. Die Losung
des Ritsels der Sprache, eine stichhaltige Erkldarung ihrer Verarbeitung, ihres Erwerbs
und ihrer Natur, wére somit der Schliissel zur Bestitigung eines der Paradigmen.

Zusammenfassend lésst sich festhalten, dass die symbolverarbeitenden Modelle dem
Nativismus schon sehr viel ndher entgegen kommen (vgl. Pospeschill (2004, 146); Fetzer
(2001, 131)). In ihrer Kritik an den konnektionistischen Modellen bemerken Pinker und
Prince nicht ohne Grund:

From its inception, the study of language within the framework of generative grammar

has been a prototypical example of how fundamental properties of a cognitive domain can
be explained within the symbolic paradigm. (Pinker und Prince, 1988, 78)

Das Lernen spielt bei symbolverarbeitenden Ansdtzen im Vergleich zu den konnek-
tionistischen Modellen eine eher untergeordnete Rolle und erfolgt in der Symbolverar-
beitung nach explizit vorgegebenen Regeln. Im Kern der Symbolverarbeitung und des
Nativismus gleichermafen steht die Manipulation von Symbolen. Die Représentationen
von sprachlichen Einheiten werden quasi als Einzelsymbole angenommen, die im Geiste
als solche weiterverarbeitet werden. Dies gilt auch fiir klassische AI-Programme. Sie ar-
beiten wie eine Turing-Maschine regelbasiert, oft auch unter Verwendung von rekursiven
Funktionen (Newell, 1990, 68). Beim Konnektionismus liegt die Analogie zur Turing-
Maschine nicht auf der Hand, weil eine verteilte Verarbeitung von Informationen nicht
sequentiell wie bei der klassischen Turing-Machine funktioniert. Dennoch lassen sich mit
Netzwerken alle logischen Funktionen eindeutig losen und damit ist das Ergebnis zwi-
schen neuronaler und symbolmanipulierender Berechnung zumindest im Ergebnis gleich.
Da der Konnektionismus oft mit Assoziationismus gleichgesetzt wird, folgt meist auch
eine Zuordnung zum empiristischen Standpunkt (Fodor und Pylyshyn (1988); Fodor
(2001, 18)). Dabei basiert der Konnektionismus nur auf einigen Annahmen der Assozia-
tionstheorie; andere Annahmen, wie verteilte Reprasentationen und hidden layers, sind
ihr fremd (Medler, 1998), was auch schon damals bekannt gewesen sein musste (Bechtel,
1985, 60).

2.4 Positionierung der Arbeit in einem weiten
Wissenschaftskontext

Am Anfang des Kapitels 2.1 wurde ein gedankliches Kontinuum gezeichnet, indem die
Arbeit nun platziert werden kann. Die Reflexion iiber die philosophischen Grundlagen
und die kognitionswissenschaftlichen Paradigmen der angewandten Linguistik verleitet
zu einer eher neutralen Positionierung. Im Hinblick auf die Rationalismus-Empirismus-
Dimension der Abbildung 2.1 tendiert die Arbeit aber schon deutlicher zum empiristi-
schen Standpunkt, weil hier dem Sprachinput eine grofere Rolle zugedacht wird. Diese
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Einordnung soll jedoch keine Extremposition implizieren.?* Die Tendenz wird nun auch
durch die zweite Dimension leicht zur Mitte abgelenkt. Im Spannungsfeld der symboli-
schen und konnektionistischen Denkweisen kann die Arbeit in der Tat nicht polarisieren,
weil der Algorithmus (Kap. 5) in symbolischen als auch in subsymbolischen Architek-
turen gleichermafsen funktionieren wiirde. Prinzipiell wird in der spéter vorzustellenden
Simulation ein Algorithmus verwendet, der, durch Haufigkeiten bedingt, Strukturen in
der Sprache herstellt. Das Resultat einer solchen Simulation wird auch beim Unsuper-
wised Learning in neuronalen Netzen erzielt. Die Prozesse sind jedoch beim neuronalen
Netz meist auf mehreren Ebenen und parallel organisiert. Aufserdem existiert dort eine
Funktion als Lernregel, mit der das Feedback erfolgt und die interessierenden Strukturen
entdeckt werden konnen. Der hier entwickelte Algorithmus hat a priori keine Lernregel.
Sie wird erst im Nachhinein durch Vergleich und Analyse des Outputs als Muster abgelei-
tet. Mithin darf man behaupten, dass der hier vorliegende Algorithmus eine vereinfachte
Simulation eines neuronalen Netzes ist, somit auch die gleichen mathematisch kodierten
Informationen nutzt, nicht jedoch in parallel organisierter Verarbeitung. In der Literatur
operiert man mit dem Begriff des genetischen Algorithmus (vgl. Pospeschill, 2004, 86).
Der hier verwendete Algorithmus ist insofern eine Sonderform davon, weil er im Grunde
ein endlicher Automat in Form einer sichtbaren Markoffkette ist, welcher interne Struk-
turen einer Sprache verarbeiten kann, ohne dass der Apparat spezielle Anweisungen
iiber diese Sprache erhélt. In diesem speziellen Fall lernt er iiber die Sprachverarbeitung
selbst. Der Apparat verdichtet selbstédndig den Informationsinput und gibt Gesetzma-
figkeiten in Form von Mustern aus. Mit zunehmendem Input erhoht sich die Sicherheit
der Richtigkeit der abgeleiteten Gesetzmifigkeiten.

Mit diesen Informationen sollen sich auch zwei Netzwerkarchitekturen miteinander
verbinden lassen. Wie im fiinften Kapitel verstindlich werden wird, sollte der Teilbe-
reich des genetischen Algorithmus, welcher das schrittweise Zusammenstellen und Ein-
fiigen des Paralexikons spezifiziert, mit einem kompetetiven Netzwerk erreicht werden.
Dieses Netzwerk selbst wiirde nun der Teil eines rekurrenten Netzwerkes sein, der nor-
malerweise durch Kontextknoten eingenommen wird. Das rekurrente Netzwerk dndert
dadurch seinen Charakter der Backpropagation, da die neue Information durch den Out-
put des kompetetiven Netzes gesteuert wird, es lernt also uniiberwacht. Die optimalen
Werte der Ubergangswahrscheinlichkeiten werden dann durch die normale Architektur
mit einer versteckten Schicht erlernt, wie es in anderen Feed-Forward-Netzen der Fall
ist.

Mit dem Ergebnis dieser Arbeit kdnnte also recht problemlos ein neuronales Netz
programmiert werden.?® Neuronale Netze mit einer oder nur wenigen Ebenen, wie das
bekannte single layer connectionist network von Rumelhart und McClelland (1986b) zum

24Gicherlich ganz im Sinne Ridleys, der da schreibt:

Let me at once play my cards face up. I believe human behaviour has to be explained by
both nature and nurture. I am not backing one side over the other. But that does not
mean I am taking a ’middle of the road’ compromise. (Ridley, 2003, 3)

25Fiir eine ausfiihrlichere Darstellung dessen sei auf die Schlussbetrachtung verwiesen.

41



2 Nativismus und Empirismus als grundlegende Positionen

Erlernen des englischen regelméfigen und unregelmafbigen Préteritums, lassen sich sehr
einfach auf die distributionalen Informationen ihres Inputs zuriickfiihren.?® Schlieflich
sind es genau die quantitativ verteilungsbedingten Vorkommen bestimmter Lautstruk-
turen, welche im Netzwerk als Gewichtungen zwischen ihren Verbindungen Verwendung
finden oder in Kombination mit einer Lernregel abgestimmt werden konnen. Mittels der
Multiplen Linearen Regression wiirde sich Rumelharts und McClellands Netzwerk als
einfache Héaufigkeitsverteilung darstellen lassen. Auch komplizierte konnektionistische
Lernalgorithmen legen generelle statistische Gesetzméfigkeiten, wie den Satz von Bayes
oder MDL,%” zu Grunde, basieren also auf einer statistischen Verteilung. Diese Prinzipien
finden ebenso in den Algorithmen dieser Arbeit Anwendung. Allerdings bringen nichtli-
neare dynamische Netzwerke Strukturen eines Textes zu Tage, die man aus der dufseren
Form zunéchst nicht erahnen kann (vgl. z.B. Elman, 1999, 97ff). Die genaue Abgrenzung
zur nativistischen Idee und dem durch den poverty of the stimulus begriindeten language
device ist hier damit wiederum die gleiche wie im konnektionistischen Paradigma. Sie
besteht in dem Bestreben, das Argument, dass der Sprachinput als Primary Linguistic
Data (PLD) einen Grofsteil der Informationen beinhaltet, die das Kind zur Bildung der
Grammatik beziehungsweise zur fehlerfreien Wortsegmentierung bendtigt, zu erhérten.

26ygl. hierzu auch Redington und Chater (1997, 277).
27 Minimum Description Length
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3 Theorien der Wortsegmentierung

Segmentationsstrategien der lexikalischen Wortsegmentierung werden von der vorlexi-
kalischen Wortsegmentierung (wie in Kap. 4) in der Regel recht streng auseinander
gehalten. Dazu merkt Gaskell (2007) an

When it comes to learning models, the lexical/pre-lexical distinction becomes somewhat
murky. (Gaskell, 2007, 61)

Wie der Autor dann fortfiithrt, hingt dies damit zusammen, dass sich durch die Wort-
grenzenerkennung natiirlich auch das gesamte Wort als Einheit definieren ldsst. Diese
Vermischung spiegelt sich zwangsweise auch in der Beschreibung der Worterkennungsmo-
delle im Kapitel 3.1 wider. Das Hauptaugenmerk liegt jedoch darin, ein passendes Modell
fiir den lexikalischen Zugriff in der Simulation zu finden, und unter Riicksichtnahme auf
die Entscheidung der linguistischen Perzeptionseinheit (Kap. 4.1) soll kritisch gepriift
werden, ob das Phonem auch fiir die Modellierung lexikalischer Modelle geeignet ist.
Aus den im Kapitel 4.1 angestellten Uberlegungen wire zu vermuten, dass das Phonem
auch zur lexikalischen Erschliefung eine zentrale Rolle einnehmen miisste. Allerdings
sind die Modelle des lexikalischen Abgleichs hinsichtlich des Alters des Kindes unspezifi-
ziert. Vorbild sind kompetente, erwachsene Sprecher. Spezielle Modelle fiir Kleinkinder,
die im Begriff sind, eine detaillierte lexikalische Struktur aufzubauen, stehen noch nicht
zur Verfiigung.

Kapitel 3.2 behandelt die moglichen Segmentierungsstrategien fiir Wortgrenzen bei
Kleinkindern. In der Erstspracherwerbsforschung steht eine Reihe von Ansitzen be-
reit, die Segmentierung von Worteinheiten aus dem Lautstrom gesprochener Sprache
heraus zu erklaren. In der Literatur werden vier Segmentierungsstrategien iibereinstim-
mend angefiihrt.! Danach werden Wortgrenzen durch prosodische Markierung (pros-
odic markers), phonotaktische Randbedingungen (phonotactic constraints), allophoni-
sche Variationen (context sensitive allophones) oder statistische Verteilungen (statistical
regularities) im Sprachsignal erkannt. Im Gegensatz zu Kapitel 3.1 handelt es sich hier-
bei um nicht-lexikalische oder prilexikalische Prozesse. Das Kind verfiigt noch iiber kein
Lexikon und sucht aus diesem Grund nach anderen Anhaltspunkten im Lautstrom. Im
Kapitel 3.3 werden schlieklich Uberlegungen angestellt, wie die unterschiedlichen Posi-
tionen in Einklang gebracht werden konnen.

! Beispielsweise bei Mattys et al. (1999, 467); Gambell und Yang (2005); Weijer (1999, 15ff); Jusczyk
et al. (1999¢, 161-163); Batchelder (2002, 168); Johnson et al. (2003, 87); Aslin et al. (1998, 322);
Bortfeld et al. (2005, 298); Perruchet und Vinter (1998, 246).
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3 Theorien der Wortsegmentierung

3.1 Modelle der Wortsegmentierung und lexikalische
ErschlieBung

Erstens werden zwei Arten von Worterkennungsmodellen vorgestellt: Modelle, die eine
prilexikalische Reprasentation unterstellen und Modelle, die eine direkte Abbildung des
Signals zum mentalen Lexikon annehmen. Dabei werden in erster Linie die Modelle
vorgestellt, welche hinsichtlich der Reprisentationseinheiten nutzbringend erscheinen.
Eine direkte Abbildung erscheint aus psycholinguistischer Sicht nicht gerade plausibel,
weil das Eingangssignal hochst unterschiedliche Variationen annehmen kann. Bei direkter
Abbildung stellt sich das Problem, dass man ohne Abstraktionsmechanismus alle leicht
divergenten Signalausschnitte im Langzeitgeddchtnis speichern miisste. Diese diirften
dann so zahlreich sein, dass ein effizienter Abgleich schwer vorstellbar wird.

Die Diskussion iiber die Wahrnehmung und Verarbeitung von linguistischen Einhei-
ten ist eine Teilmenge der Forschung iiber die Worterkennung gesprochener Sprache.
Deshalb ist die weitldufige Literatur zu diesem Themengebiet auch die Grundlage fiir
das Verstehen der Repréasentation kleinster linguistischer Einheiten, die den Zugrift auf
das mentale Lexikon ermoglichen. Fiir eine erste Orientierung sei auf Abbildung 3.1
verwiesen. Wie Frauenfelder und Floccia (1999, 1) darlegen, lisst sich die Diskussion
auf drei Problembereiche zuriickfiithren: Représentation, Identifikation und Integration.
Unter Reprasentation wird dabei die innere Struktur der grundlegenden lexikalischen
Einheit und die Oranisation dieser Einheiten im mentalen Lexikon verstanden. Identifi-
kation umschreibt, wie ein Eintrag gefunden und verarbeitet wird. Letztlich spricht man
von Integration, wenn auf das Zusammensetzen der einzelnen Reprisentationen zu einer
bedeutungstragenden Interpretation auch auf syntaktisch hoheren Ebenen der Phrasen
oder Sétze abgezielt wird.

In dem, was folgt, wird die Rolle der Repréisentation in psycholinguistischer Forschung
eingehender beleuchtet. Als Ubersicht fiir den Fortgang dient Abbildung 3.1. Darin ist
im oberen Drittel ein einfaches Modell angedeutet, das aus drei Komponenten besteht:
Sprachsignal, vorlexikalische Reprisentation und mentales Lexikon. Nach Kenntnis des
Autors stimmen alle hier anwendbaren, psycholinguistischen Theorieanséitze darin {iber-
ein, dass ein mentales Lexikon existiert. An dieser Stelle héren die Gemeinsamkeiten
allerdings schon auf.? Selbst eine genauere Spezifizierung des mentalen Lexikons, des-
sen Organisationsstruktur, Zugangsmdéglichkeiten, interne Verarbeitungsprozesse und im
Prinzip alles, was iiberhaupt im Lexikon enthalten ist und vor sich geht, kann nicht
mehr im einheitlichen Kanon wiedergegeben werden.> Auf abstrakter Ebene lisst sich
aber unstrittig formulieren, dass das mentale Lexikon eine Relation zwischen einem Be-
deutungsgehalt und einer dazu bestimmten Form, sei sie phonologisch-abstrakt oder
signalspezifisch kodiert, herstellt. Da in dieser Arbeit das mentale Lexikon nicht Gegen-
stand des Erkenntnisziels ist, braucht eine Diskussion {iber dessen Spezifikationen nicht
vertieft zu werden.

2vgl. Lively et al. (1994, 277ff)
3vgl. Moss et al. (2007, 217f); Clahsen und Rothweiler (1992) mit anschliefender Diskussion (991-1060)
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3 Theorien der Wortsegmentierung

Als Informationsinput dient das Sprachsignal,* das moglicherweise in eine vorlexikali-
sche Représentation iiberfiihrt oder direkt auf eine mentale Lexikonstruktur abgebildet
werden muss. Dieser Prozess wird in der Tat kontrovers diskutiert. Zuerst sollte geklért
werden, warum eine vorlexikalische Einheit iiberhaupt existiert. Zweitens wire dann
wichtig, wie diese aussieht und organisiert ist. Schlieflich miisste man noch spezifizieren,
wie sie aus dem Signal extrahiert wird, ob sie als Reprisentationseinheit gespeichert
wird und wie sie auf das mentale Lexikon zuriickgreift. All diese dringenden Fragen kon-
nen hier nicht beantwortet werden. Es steht offen, welche der hier gegebenen Theorien
zur Losung dieser Problembereiche am néhsten kommt. Die Fragestellungen bilden je-
doch eine Art Leitfaden fiir die Beschreibung und kritische Betrachtung der Modelle.
Die Modelle werden namlich schon in der Absicht ergriindet, eine genauere Vorstellung
iiber die Représentationseinheiten zu erlangen, um diese in Hinblick auf die anstehende
Simulation besser bewerten zu kénnen und ein geeignetes Modell fiir den Abgleich im
Paralexikon der Simulation zu finden.

Zunichst werden einige Stichproben aus den derzeitig vielzitierten computer- und
psycholinguistischen Simulationen einen Uberblick als Einfiihrung verschaffen, bevor eine
vertiefende Beschreibung und Zuordnung zur Abbildung 3.1 erfolgt. Die grofe Mehrheit
der Simulationen unterstellt phonemische Représentationen.

Die zeitgenossischen psycholinguistischen Modelle der auditiven Sprachverarbeitung
gehen davon aus, dass Phoneme die relevanten sublexikalischen Signale sind (Jacobs,
2003, 132). Fiir die Modelle, die sich im engeren Sinne auf die Wortsegmentierung im
Erstspracherwerb konzentrieren, gilt Gleiches:

Nearly all previous statistical analyses of infant word segmentation have used the phoneme

as the unit over which infants are assumed to perceive speech and compute probabilities
(Swingley, 2005, 93)

Massaro (1994) kommentiert diesen Umstand jedoch kritisch:

it has been accepted without question that phonemes are perceived. (Massaro, 1994, 222)

Auch Pinker merkt an:

the models have never seriously dealt with the problem of phonological representation.
(Pinker, 2001, 161)

In der Tat findet man wenig Abweichendes. McClelland und Elman (1986) unterstel-
len einfach das Phonem neben phonetischen Merkmalen und Wortern als grundlegende
Einheit in ihrem TRACE-Modell, ohne eine kritische Anmerkung zu geben. Shortlist
als dessen verbesserte Modifikation wird an dieser wichtigen Spezifikation nicht kom-
mentiert. Ebenso widmet Brent (1999b) oder Brent (1999a) keine Uberlegung auf die
perceptual units seiner Modellierungen. Batchelder (2002) initialisiert das Lexikon mit
phonologischen oder graphemischen Einheiten (Phoneme oder Buchstaben) fiir ihren
BootLex-Algorithmus. Selbst Davis (2003), trotz seiner weitreichenden Einfiihrungen in

4Die Diskussion des Einflusses visueller Informationen (vgl. Massaro (1998); Roy und Pentland (2002))
sel hier ausgespart. Sie beinhaltet sicherlich zusitzliche Informationen, aber es kann als gesichert
gelten, dass das Sprachsignal auch ohne Riickgriff auf die visuelle Unterstiitzung hinreicht, bedenkt
man die Sprachlernfdhigkeit von blinden Menschen.
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3.1 Modelle der Wortsegmentierung

die friihkindlichen Féhigkeiten, bleibt eine kritische Auseinandersetzung iiber die Per-
zeptionseinheiten schuldig. Cairns et al. (1997) stellen genau die interessierenden Fragen
in ihrer Einfithrung:

Does the infant require, at the outset of developing a speech processing capacity, an inbuilt

sensitivity to certain structures, such as syllables or words, for instance, or to rhythmic
structure itself? (Cairns et al., 1997, 112)

und

What linguistic units are important to the development of segmentation, and how large a
window onto the speech is useful? (Cairns et al., 1997, 112)3

Leider kommen die Autoren auf den benannten Sachverhalt der linguistischen Einhei-
ten spéter nicht mehr ausfiihrlich zuriick. Das PARSER-Modell (Perruchet und Vinter,
1998) verwendet Chunks, in Bezug auf die experimentelle Anordnung der Experimente
von Saffran et al. (1996a), Saffran et al. (1996b) und Saffran et al. (1997a). Thr Modell
schafft auch fiir die Wahl von nach Haufigkeit ausgewihlten Lautketten zwischen ein und
drei Segmenten (Chunks) eine recht tiberzeugende Segmentierung. Das TRN (Temporal
Recurrent Network; Dominey (2000)) simuliert die Ergebnisse von Nazzi et al. (1998) mit
der Schlussfolgerung, dass schon Neugeborene Vokale und Konsonanten unterscheiden
sollten, méchte man die Ergebnisse mit den Experimenten vereinbaren.® Die angefiihr-
ten Beispiele verdeutlichen, dass das Problem der linguistischen Einheiten entweder in
das Bewusstsein Einzug hielt, aber nicht gelost werden konnte, oder dass jegliche Dis-
kussion dariiber strikt vermieden wurde. Durch die Ausklammerung dieses wichtigen
Themenbereiches schwingt dann aber immer unterschwellig der Eindruck anheim, die
Gedanken anderer Wissenschaftler wiirden aus Sorge aufser Acht gelassen, eine mogliche
Schwachstelle in den Annahmen des eigenen Modells zugeben zu miissen.

Damit muss die erste der oben genannten Fragen zundchst anhand von Worterken-
nungsmodellen aufgegriffen werden: Existiert eine vorlexikalische Reprasentation iiber-
haupt, d.h. wird das Sprachsignal direkt auf das mentale Lexikon projiziert oder liegt
dazwischen eine weitere Ebene, die zu Abstraktionen in der Lage ist? Wie in Abbildung
3.1 skizzenhaft veranschaulicht, sind beide Spielarten prisent. Dennis Klatt (1979) ver-
tritt die Auffassung einer direkten Abbildung von Spektren zum mentalen Lexikon. Er
legt iiberzeugend dar, dass auf theoretischer Ebene mindestens ein Algorithmus exis-
tiert, der nur mit der Bottom-up-Strategie den lexikalischen Zugriff direkt erkldrt. Sein
LAFS (Lezical-Access-from-Spectra)-Modell bewiéltigt alle typischen Problembereiche
des Sprachaufnahmeprozesses. LAFS basiert dabei auf dem SCRIBER-System, welches
zur Identifizierung 10ms und 20 ms lange Ausschnitte als Diphone definiert. Diese werden

5 Angesichts der Bedeutung dieses Aufsatzes in der wissenschaftlichen Diskussion zur Wortsegmentie-
rung ist es umso erstaunlicher, dass diese Fragen nicht in der zu erwartenden Tiefe behandelt wurden.
Die Beschreibung der Simulationen ist stark verkiirzt dargestellt, sodass es stellenweise der Fantasie
des Lesers obliegt, welche linguistischen Einheiten die Autoren als Input verwendeten. Eindeutig ist
der Input ihres neuronalen Netzwerks. Hier wurden 9-Bit-Merkmalsvektoren zur Beschreibung der
phonemischen Einheiten verwendet.

6Dabei ist noch zu bemerken, dass sich der prominente Co-Autor, Jacques Mehler, als ein Verfechter
der Silbe als grundlegende Einheit hervorgetan hat.
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dann in LAFS mittels eines Forward-Netzwerkes im mentalen Lexikon phonologischen
Représentationen zugeordnet.

Das ERIS-Modell von Marcus (1981) baut ebenso wie Klatt (1979) auf der Idee von
Wickelgren (1969) auf, das besagt, dass es grundsitzlich keine Représentationen fiir
Phoneme geben kann, weil sie Gebilde einer vereinfachenden Theorie sind, aber keine
reale Entsprechung haben.” Demzufolge verwendet ERIS 19-Bit-Vektoren, die aus dem
Sprachsignal zehn Figenschaften extrahieren. Darunter sind die Stimmbhaftigkeit, die
Amplitude und die Formanten sowie ihre Anderungen zwischen 10 ms und die Band-
breite. Auf diese Weise wurden auch Zielworter in einem Lexikon kodiert. Mittels Wahr-
scheinlichkeiten der Form P(S;|X), wobei S; der Vektor und X das Wort definiert,®
konnten schlieflich die Worter des Lexikons mit den Wortern des Korpus abgeglichen
werden. Es stellte sich heraus, dass fiir alle verwendeten Worter eine Erkennung eindeu-
tig moglich war.”?

Stevens (1986) spezifiziert ein Modell (LAFF: Lezical-Access-From-Features), welches
sich stark an LAFS (Klatt, 1979) anlehnt. Der wesentliche Unterschied liegt in der Ver-
wendung von bindren Merkmalen, wie sie von Chomsky und Halle (1968) definiert wur-
den anstatt der von Klatt verwendeten Schablonen. Auf diese Weise vermeidet es den
Abgleich mit den komplexen spektralen Templates in einem rechenintensiven Netzwerk.
Die Abstraktion eines reichhaltigen Spektrums auf ein duales System geht natiirlich nur
mit dem Nachteil einer eher unzuverlassigen Extraktion der Merkmale aus dem akusti-
schen Signal einher und so bestehen Zweifel, ob ein lexikalischer Zugriff so funktionieren
kann (Klatt, 1989, 192 u. 217), zumal eine ingenieurstechnische Implementierung wei-
terhin aussteht.

Das FUL (Featurally-Underspecified-Lexicon)-Model (Fitzpatrick und Wheeldon, 2000,
140) ,,...is intended to be both human speech perception ...and automatic speech reco-
gnition ...“ Der lexikalische Zugriff erfolgt direkt nach der Extraktion der phonetischen
Eigenschaften aus dem Signal. Die phonetischen Eigenschaften wurden deshalb gewahlt,
weil die Erkennung von segmentalen Einheiten keine befriedigenden Ergebnisse brach-
te.!Y Natiirlich iiberlappen sich die phonetischen Merkmale und kénnen deshalb nicht
vollsténdig erfasst werden. Dieser unvollstandige Teil wird schlieklich im Lexikon ver-
vollstandigt. Hier liegen Reprisentationen von phonemisch kodierten Wortern vor, auf
welche nun die Eigenschaftsvektoren abgeglichen werden, d.h. mittels logischer Funktio-
nen werden widerspriichliche Szenarien ausgeschlossen.

Die psycholinguistische Forschung nahert sich dem Problem nicht aus der rein akus-
tischen Perspektive, die, wie eben gesehen, fiir die Ingenieurswissenschaften typisch ist.
Hier werden modelltheoretische Vorhersagen nicht mit technischen Implementierungen,
sondern mit dem Experiment iiberpriift und anhand der Ergebnisse konnen dann ebenso

“vgl. Harris und Lindsey (1993) fiir eine gegenteilige Auffassung.

8beziehungsweise fiir P(S;|IV), wobei N ist das Nichtwort definiert.

9Der Autor erwiihnt explizit, dass ERIS den Teil der auditiven Analyse des Logogen-Modells (Morton,
1969) simuliert, der im Logogen hinsichtlich der akustischen Einheiten offen geblieben war.

Owie bei den Diphonen (Klatt, 1979)
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plausible Modelle erstellt beziehungsweise mit Simulationen {iberpriift werden. Die Idee
Stevens (1986) ist aus psycholinguistischer Sichtweise bei Marslen-Wilson und Warren
(1994) deutlich erkennbar. Aufgrund unvereinbarer experimenteller Ergebnisse haben die
Autoren eine verdnderte Version des urspriinglichen Kohortenmodells (Marslen-Wilson
und Welsh, 1978)! vorgestellt.
...featural information extracted from the speech input is projected directly onto the
lexical level, where there is no prelexical phonemic level, and where all phonemic or pho-

netic judgements are fundamentally postlexical and postperceptual in nature . .. (Marslen-
Wilson und Warren, 1994, 673)

Zusammenfassend ldsst sich iiber die fiinf vorgestellten Modelle eines direkten Lexi-
konzugriffs festhalten, dass eine ,Reprisentation” (Spektra, Vektoren/Merkmale) zwar
unterstellt wird, diese aber nicht im Sinne einer vorgelagerten lexikalischen Représen-
tation zu verstehen ist. Vielmehr handelt es sich dabei bereits um Reprisentationen,
welche dem mentalen Lexikon selbst Struktur geben und die man so auch im Sprachsig-
nal wieder findet.

Worterkennungsmodelle, die eine vorlexikalische Reprasentation unterstellen, stehen
in Sachen Plausibilitdt mit ihren Pendants auf gleicher Hohe. Diese Modelle konzen-
trieren sich allerdings auf den Abgleich der vorlexikalischen Repridsentation mit dem
Lexikon, nicht aber um die Extraktion dieser Einheiten aus dem Sprachstrom. 1969
hat Morton begonnen, ein einflussreiches Modell (Morton, 1969) vorzustellen, das die
Worterkennung erkldren helfen sollte. Danach wird jedes Wort durch ein Logogen re-
préasentiert. Auf diese Reprisentationsform nehmen drei Merkmale Einfluss: auditive,
visuelle und semantische. Jedes dieser Merkmale setzt sich wiederum aus charakteris-
tischen Eigenschaften zusammen. Immer, wenn eine dieser Eigenschaften eine Entspre-
chung in einem Logogen findet, wird ein Zahler um eins erhéht. Treffen nun mehrere
Eigenschaften fiir genau ein Logogen zusammen, erreicht der Zihlerstand irgendwann
einen Schwellenwert und das Logogen . feuert®. An dieser Grenze fillt die Entscheidung
iiber ein bestimmtes Wort. Haufigkeiten werden beriicksichtigt, indem der Schwellenwert
bei jedem Feuern sinkt. Bei unvollkommenen Stimuli auditiver oder visueller Art ste-
hen nun weniger Eigenschaften der Merkmale zur Verfiigung. Sollte das Context-System
diese Unzuldnglichkeiten nicht kompensieren kénnen, kann fiir diese Stimuli konsequen-
terweise kein Logogen aktiviert werden. Das Wort wird also nicht erkannt. Das Modell
baut auf friitheren Forschungen von John Morton und einige seiner Mitstreiter auf und
wurde immer wieder verbessert, konnte sich aber auch schon damals nicht von seinem
unspezifischen Charakter 16sen. Darin besteht auch die Hauptkritik, die Pisoni und Luce
(1987) passend wie folgt formulierten:

At best, the theory helps to conceptualize how an interactive system may work and how
word frequency and contextual effects in word recognition may be accounted for. However,
the theory says very little, if anything, about precisely how acoustic-phonetic and higher-
level sources of information are integrated, the time-course of word recognition, the nature

of the perceptual units, or the role of the lexicon in word recognition. (Pisoni und Luce,
1987, 40)

" Beschreibung siehe weiter unten
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Man kann das Modell im Nachhinein in Abbildung 3.1 der direkten Aktivierung fiir
den lexikalischen Abgleich zuordnen, weil das Logogen simultan mit allen lexikalischen
Eintrdgen verglichen wird. Hinsichtlich des lexical alignment trifft hier eine vollstindige
Einpassung in Abhéngigkeit von Wortklassen zu. Auf der lexikalischen Verarbeitungs-
ebene muss es der lexikalischen Konkurrenz zugeschrieben werden.

Wie das Logogen-Modell rechnet man das urspriingliche Kohortenmodell von Marslen-
Wilson und Welsh (1978) der direkten Aktivierung beim lexikalischen Abgleich zu. Aller-
dings erfolgt die lexikalische Einpassung eher positional und ergebnisorientiert, weil die
phonologische Reprisentation zugénglich sein muss bevor das Ende des Wortes erreicht
wird. Im Kohortenmodell beschreiben Marslen-Wilson und Welsh wie, Bottom-up- und
Top-down-Mechanismen bei der Worterkennung miteinander interagieren. Die Autoren
waren zwar nicht direkt an den kleinsten Reprisentationseinheiten interessiert, aber die
Erkenntnisse sind auch fiir die Fragestellung des Phonems oder der Silbe nutzbringend,
weil sie auf indirekte Weise das Phonem als linguistische Einheit in ihrem Experiment
enthiillen.!?

The Theory, as currently formulated, would never work if the internal structure of words

could not be described formally as a sequence of segment-like units (Pisoni und Luce,
1987, 41)

Zunichst gingen die Autoren von einem unvollkommenen Sprachsignal aus. Das bedeu-
tet, dass nicht alle relevanten Informationen im Eingangssignal vorhanden sind und von
hoheren kognitiven Prozessen bereitgestellt werden miissen. Zur Uberpriifung dieser Hy-
pothese wurden in einem Experiment die Versuchspersonen angehalten, zwei Aufgaben
zu erfiillen. Erstens, und diese ist hier fiir die Fragestellung der kleinsten linguistischen
Einheiten wichtig, eine shadowing task; zweitens eine detection task. Bei der shadowing
task musste ein Satz wiederholt werden, in dem ein Phonem manipuliert wurde, ohne
dass es aber den Versuchspersonen hatte auffallen kénnen. Der Erkennungsprozess lief
also unbewusst ab. Beziiglich der Fragestellung, ob Phonem oder Silbe die relevanten
linguistischen Einheiten sind, wird damit ein Hinweis fiir das Phonem gegeben, weil es
als abgeschlossene Einheit verarbeitet wurde. Es musste nicht in einer Silbe zur weiteren
Verarbeitung eingebettet sein, wie es spiter etwa von Pallier et al. (1993) und Pallier
(1998) behauptet werden wiirde. In der detection task wurden die Versuchspersonen
schlieklich aufgefordert, die manipulierten Phoneme direkt anzugeben. Aus den Ergeb-
nissen folgern die Autoren dann, dass sowohl Bottom-up- und Top-down-Mechanismen
genutzt werden miissen, diese aber in Abhéngigkeit von der Vorhersagbarkeit des Wortes
stehen.

Am besten lassen sich diese experimentellen Ergebnisse mit einer sequentiellen Anord-
nung von prilexikalischen Reprisentationen'® beschreiben, welche in strikter links-nach-
rechts-Anordnung organisiert sind. Das Sprachsignal wird dabei in zeitlicher Abfolge

12yl die Studie von Marslen-Wilson (1984, 146) als einen Gegenbeweises zur Silbe und fiir das Phonem
als Représentationseinheit.

13Marslen-Wilson und Welsh (1978) vermeiden jegliche genauere Spezifizierung der Inputeinheiten. Wie
aber bereits Pisoni und Luce (1987, 41) bestéitigt haben, ist das Modell ohne einen phonemischen
Input nicht haltbar.
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mit den Représentationen verglichen. Dadurch bilden sich in Abhéngigkeit vom Verlauf
des Signals so genannte Kohorten, die sich stidndig verkleinern, je nachdem wie viele
Segmente des Signals noch mit den gespeicherten Représentationen iibereinstimmen.
Sobald eine Kohorte durch ein entsprechendes Signal aktiviert wurde, kénnen auch die
Top-down-Prozesse eingeschaltet werden. Diese lassen schlieflich weitere Informationen
iiber den semantischen Gehalt und syntaktische Strukturen einfliefen. Problematisch ist,
dass die Haufigkeit bestimmter Worter vom Modell nicht erklirt werden kann, obwohl
derartige Effekte experimentell eindeutig bestimmt sind.!* Zweitens gestaltet sich die
invariable Links-nach-rechts-Anordnung schwierig, da bei Aussprachefehlern der ersten
Laute die falsche Kohorte aktiviert wiirde und deshalb selbst die Top-down-Prozesse
nicht das richtige Wort finden konnen. Dieses Verhalten entspricht nicht den experimen-
tellen Beobachtungen.

Forster (1976) stellt ein Suchmodell fiir den lexikalischen Zugriff vor, das sich dufserlich
stark an informatischen Strukturen ausrichtet. Dies spiegelt sich auch in den Begrifflich-
keiten wider. So fiithrt er einen Masterfile ein, der fiir jeden seiner Eintrége drei ver-
schiedene Pointer von Access files erhilt. Die Access files kodieren die orthographische,
die phonologische und die semantisch-syntaktische Form eines (Stimulus)Wortes. Dies
soll die unterschiedlichen Verarbeitungsprozesse erklaren helfen, die bei der akustischen
oder visuellen Signalaufnahme anfallen, aber auch die Unabhéngigkeit der semantisch-
syntaktischen Verarbeitung in das Modell einbeziehen. Die Eintrige, also die Access
codes, werden nach ihrer Haufigkeit geordnet. Die sich daraus ergebenen Cluster oder
Gruppen nennt Forster bins. In einer Weiterentwicklung des Modells (Forster, 1979)
wird die grundsétzliche Idee beibehalten, aber die strukturelle Anordnung verdndert.
Der Masterfile wird im Wesentlichen zum Lexikon selbst, welches nun nach wie vor mit
Pointern aus einem Lezical Processor versorgt wird. Dieser enthélt aber nur noch die or-
thographischen und phonologischen Access codes. Getrennt davon wird ein syntaktischer
Prozessor und ein Message-Prozessor fiir die Semantik eingespielt. Alle drei Prozessoren
greifen auf ein General Problem Solver (GPS) zuriick, der wiederum auf Regeln und
Konzeptwissen aufsetzt.

Das Fuzzy-Logic-Model-of-Phoneme-Identification (FLMP) von Oden und Massaro
(1978) kann auch als ein Modell zur Phonemerkennung beschrieben werden. Das Modell
veranschaulicht in der hier angepassten Version!® die Informationsverarbeitung von kon-
sonantischen Plosiven. Es basiert auf den Annahmen einer getrennten Wahrnehmung der
Signaleinheiten und einer graduellen Bewertung der akustischen Eigenschaften im Ver-
gleich zu einer rein diskret angelegten prototypischen Form. Damit fallen zur Phonemi-
dentifikation drei Verarbeitungsphasen an. Zuerst wird bestimmt, welche graduelle Aus-
pragung ein akustisches Merkmal im wahrgenommenen Signal hat (feature evaluation).
Danach werden diese Auspriagungen mit vorhandenen Prototypen verglichen und deren
Abweichungen bestimmt (prototype matching), wobei hier aber auf CV-Représentationen

“Der Effekt der Wortwiederholung (Neisser, 1954) und der Frequenzeffekt (Broadbent, 1967) war auch
zur Zeit der Entwicklung des Kohortenmodells gut bekannt. Saint-Aubin und Poirier (2005) fiihren
den Frequenzeffekt auf die Bekanntheit und dessen co-occurrence gleichermafien zuriick.

I5FLMP findet in verschiedenen Domé#nen Anwendung (Massaro, 1998, 61).
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zuriickgegriffen wird, da im Vokal wesentliche Informationen iiber den Vorgidngerkonso-
nanten erst entdeckt werden kénnen. Letztlich werden daraus die Signaleinheiten, welche
die geringsten Abweichungen vom Prototypen im Vergleich zu allen anderen Signalein-
heiten haben, ausgewahlt (pattern classification). Wichtig ist hier anzumerken, dass zur
Phonemidentifikation keine diskreten Merkmale herangezogen werden, sondern sich die
Entscheidung aus ,verschwommenen® Ubergingen beziehungsweise Eigenschaftsdefini-
tionen ergibt.

Das vielleicht populirste Modell, TRACE (McClelland und Elman, 1986), ist eine
Netzwerkimplementation bestehend aus drei Ebenen, die phonetische Merkmale (fea-
tures), Phoneme und Worter enthalten. Zwischen allen Ebenen und innerhalb einer
Ebene (lateral inhibition) konnen Informationen in beide Richtungen ausgetauscht wer-
den.'® Erfihrt nun auf unterster Ebene beispielsweise das Merkmal der Stimmbhaftigkeit
(| +voiving|) eine entsprechende Erregung, fithrt dies zur Aktivierung von stimmhaften
Phonemen (/b/, /d/, /g/) auf der néchsten Verarbeitungsstufe, welche diese Aktivierung
an mogliche Wortkandidaten (bed, good, dog, bus oder back) zur letzten Ebene weitergibt.
In der Wortebene kénnen nun die ausgewahlten Kandidaten in einen Wettbewerb treten.
Im gegebenen Beispiel wiirden bus und back verlieren, weil sie nicht so stark aktiviert
wurden, wie zum Beispiel bed. Diese Information wird nun wieder auf die Phonemebene
zuriick geleitet, auf welcher nun die Phoneme /s/ und /k/ gehemmt werden wiirden,
somit werden automatisch andere Worter mit diesen Phonemen benachteiligt. Je nach
Implementation konnen nun auch phonetische Merkmale gehemmt werden; z.B. einige
von denen, welche das /s/ in bus kodieren.

Diese Architektur ist in der Literatur sehr stark umstritten, weil es natiirlich der
Plausibilitdt in den Kognitionswissenschaften widerspricht, dass entgegen jeglicher ex-
perimenteller Beobachtungen bereits aktivierte Worter in einem 7Top-down-Verfahren
andere Kandidaten auf der Phonemebene oder gar tiefer auf der Ebene phonetischer
Merkmale einmal mehr oder weniger hemmen. Ein zweiter Kritikpunkt ist die Initierung
eines Netzwerkes fiir jeden gewéhlten Zeitabschnitt (time slice) im Signal. Dies ist nicht
nur sehr rechenintensiv, sondern widerspricht auch einfach der Beobachtung einer kon-
tinuierlichen Verarbeitung des gesprochenen Wortes. Dabei scheint weniger von Belang
zu sein, dass der Output der einzelnen Instanzierungen zusammen genommen ein recht
brauchbares Ergebnis vorzuweisen hat. Diese zwei Nachteile konnten schlieflich in einem
Nachfolgemodell, Shortlist, verbessert werden.

In Shortlist (Norris (1994); Norris et al. (1995); Norris et al. (1997)) werden mogliche
Wortkandidaten des Inputs in einer kurzen Liste (short list) aufgefithrt. Diese Worter
stimmen in allen spezifizierten segmentalen Eigenschaften mit dem Input iiberein. Unter
ihnen wird auch ein Wettbewerb durch ,Hemmung®“ erzeugt. Das bedeutet aber hier, nur
wenn eine bestimmte Kombination der Worter der Shortlist den Inputstrom vollstindig
segmentiert, gewinnen auch genau diese Worter den Wettbewerb, ohne eine Zuriick-

16Es ist auch méglich eine Implementierung von Trace durchzufiihren, bei der Informationen nur zwi-
schen Wortern und Phonemen in beiden Richtungen erlaubt sind, nicht jedoch zwischen Merkmalen
und Phonemen.
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fithrung der Informationen auf die Phonemebene. Auf eine dritte Ebene (phonetische
Merkmale) wird vollstéindig verzichtet. Die Knoten der anderen Wérter werden entspre-
chend im Netzwerk geringer gewichtet, also in ihrer Aktivierung gehemmt. Beispielsweise
wiirden beim Input von I take shampoo light folgende Worter in einen Wettbewerb tre-
ten: I, take, ache, sham, shampoo, pool,'" light, lie. Die optimale Kombination wiirde in
diesem Fall nur die Worter des Inputs treffen kénnen, weil ache und lie das /t/ in take
beziehungsweise light vernachlissigen und pool das /art/ in light nicht zuweisen konn-
te. Eine kleine Erweiterung im Ausgangsmaterial wiirde diese Eindeutigkeit autheben. 1
take shampoo light embodying the new lifestyle. .. Nun gehéren namlich unter anderem
auch item,' embody, embodying, body, bodying zur Kandidatenliste und damit wiirde ei-
ne weitere Kombination alle Segmente definieren kénnen. I take sham pool item bodying
the...In crucial instance ist der Fall noch eindeutiger, weil crew und die schwache Form
von shall, sowie in und stance neben den richtigen Kandidaten ebenso zugewiesen werden
konnten. Um diese Unzuldnglichkeiten auszuschlieffen koénnen metrische Informationen
des Inputs zutriglich sein (McQueen et al., 1994).1°

SARAH (Mehler et al., 1995) ist eine modelltheoretische Formulierung, welche die
Besonderheiten der experimentellen Befunde des lexikalischen Zugriffs erklaren konnte.
Natiirlich kommt auch diese Spezifikation nicht ohne fragwiirdige Annahmen aus. Dies
ist umso wichtiger, weil keine Ergebnisse einer Simulation vorliegen. Bereits der Name
des Modells verrit das Erklarungsziel (Syllable, Acquisition, Representation, Access
Hypothesis). Das Modell soll erkliren wie ,the forms of spoken words are acquired®
(Mehler et al., 1995, 255), nicht aber wie der Inhalt des Lexikons aufgenommen wird.
Es vereinigt bis zu einem bestimmten Grad beide Varianten der phonemischen und
silbischen Verarbeitung in zwei von drei Annahmen des Modells. Die erste Annahme
wird mit einem silbischen Filter umschrieben, der dafiir sorgt, dass nur eindeutige Silben
iibernommen werden. Die zweite Annahme ist ein phonetic analyzer, der die Silbe anhand
der Phoneme beschreibt und drittens definiert der word-boundary detector, die Dauer und
Betonung des Signals, um die Wortgrenzen zu bestimmen. Dieses Modell

...suggests that a baby represents speech at both at the syllabic and the phonetic levels.
(Mehler et al., 1995, 256)

Jusczyk (2001, 267) sieht in SARAH

...a strong correspondence between the processes used by infants in word segmentation
and those underlying lexical access by adults.

Das Modell stellt also einen Zusammenhang zwischen den Wahrnehmungseinheiten bei
Sauglingen und Erwachsenen her. Letztere benutzen die Einheiten fiir den lexikalischen
Zugriff und Erstere fiir die Segmentierung von Wortern aus dem Sprachstrom. Dabei
handelt es sich um die gleiche Einheit.

Das Neighborhood-Activation-Model (NAM) von Luce und Pisoni (1998) versucht nun
wieder das Problem nach dem Abgleich zwischen Signal und innerer Reprisenation zu

17 Aussprachebedingt kénnte man auch noch fiir pull als weiteren Kandidaten argumentieren.
18Vorausgesetzt, dass & in item mehr zum i gesprochen wird.
19Giehe fiir die experimentellen Befunde Kapitel 4.1.2
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beantworten. Die Frage lautet demgeméf: Wie schafft es das Wort, das in einem Umfeld
anderer Worter ausgesprochen wird, die entsprechenden Korrelate im mentalen Lexi-
kon anzuregen? Luce und Pisoni unterstellen, dass die geduferten Einheiten eine ganze
Reihe von acoustic-phonetic patterns aktivieren miissen, dhnlich dem Kohortenmodell
von Marslen-Wilson und Welsh (1978), nur dass das NAM nicht zwingenderweise Wor-
ter als ,,Kohorte” unterstellt und die zeitliche Reihenfolge vernachléssigt. Zwischen den
akustisch-phonetischen Mustern wird aber ebenso eine Art Wettbewerb erzeugt. Zur
Diskriminierung zwischen den aktivierten Einheiten dienen abermals unterschiedliche
Aktivierungsebenen, welche abhingig von der Ubereinstimmung des Inputs stirker oder
schwicher erregt werden. Hier sind Parallelen zum Logogen offensichtlich, weil auch hier
die word decision units, bevor der Abgleich im mentalen Lexikon erfolgt, Informatio-
nen zuriickhalten kénnen. Die gleichen Eigenschaften haben auch Logogens bevor sie
die kritische Schwelle zum ,feuern“ erreichen. Im NAM fliefen nun weitere Informatio-
nen aus einer hoheren Verarbeitungsstufe ein. Dies kdnnen haufigkeitskodierte Merkmale
sein, die aber nicht intrinsisch vorhanden sind oder aber auch alle anderen Top-down-
Informationen, die den Entscheidungsprozess optimieren wiirden. Das Modell trifft die
Vorhersage, dass die Zeit fiir den Lexikonabgleich mit der Zahl der aktivierten word
decision units steigt und auch die Genauigkeit des Abgleichs mindert.

In den Worterkennungsmodellen, die Bezug auf eine vorlexikalische Ebene nehmen,
lasst sich erkennen, dass mit Ausnahme von SARAH abgetrennte Segmente, die im gro-
ben den Phonemen beziehungsweise Ketten von Phonemen entsprechen, unterstellt wer-
den. Die nun weiter zu fithrende Diskussion iiber die Reprisentationseinheiten wird aus
diesem Grund das Phonem in den Mittelpunkt riicken und insbesondere seine eventuellen
Unzulénglichkeiten gegeniiber der Silbe aus modelltheoretischer Perspektive betrachten
miissen.

Die recht konzise Abhandlung von Worterkennungsmodellen hat sicherlich einen posi-
tiven Effekt auf die Wahl eines Modells fiir die anstehende Simulation hinterlassen. Aus
den Ausfiihrungen kann die Wahl eines Mechanismus fiir die lexikalische Einpassung
gut begriindet werden. Es sei aber ausdriicklich betont, dass die Fragen nach dem lexi-
kalischen Zugriff oder Abgleich nicht Thema der Arbeit und der Simulation sind. Eine
Einfiigung von Worteinheiten muss aber in irgendeiner Weise im Algorithmus vorgenom-
men werden, um eine Rekursion zu erzeugen. Wie das aber genau geschieht, steht nicht
im priméren Interesse der Arbeit. Da, wie eingangs angefiihrt, Modelle, die einen direkten
Abgleich zwischen Signal und mentalem Lexikon unterstellen, nicht favorisiert werden
konnen, stehen die Modelle mit vorlexikalischer Reprasenation zur Auswahl. Dabei las-
sen die angefiihrten Darstellungen das Kohortenmodell von Marslen-Wilson und Welsh
(1978) in seiner urspriinglichen Form fiir die Ziele dieser Arbeit als attraktiv erscheinen.
Das Kohortenmodell ist nicht nur einfach algorithmisch zu beschreiben, also auch zu pro-
grammieren, sondern es ist zudem gut durch experimentelle Befunde abgesichert.2’ Der

20Natiirlich sprechen auch Befunde anderer Wissenschaftler gegen eine derartige Modellierung. Bedenkt
man jedoch die Einfachheit einer Wortliste ohne Bedeutungsgehalt, welche sich sechs Monate alte
Babys merken konnen, erscheinen alle Argumente, welche auf die Widerspriichlichkeit von Bedeu-
tungen in einem Satz abzielen, nicht mehr relevant.
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Verzicht auf Haufigkeitseffekte innerhalb der Kohorte liefte sich algorithmisch zumindest
leicht beheben, sollte sich dieses Kriterium als wichtig herausstellen.

3.2 Wortsegmentierung ohne anfangliches Lexikon

Die genannten Segmentierungsstrategien basieren entweder auf segmentalen (Allopho-
ne, Ubergangswahrscheinlichkeit) oder auf suprasegmentalen (Prosodien, Phonotaktik)
Merkmalen.?! In dem, was folgt, wird zuerst ein Abriss iiber die experimentellen Befun-
de gegeben und falls vorhanden einige modellhafte Implementierungen vorgestellt. Jeder
dieser Ansitze ist zur Wortsegmentierung geeignet und die darin spezifizierten Informa-
tionen sind auch ab einem bestimmten Alter dem Kind zugénglich. Allerdings ist fiir
prosodische, allophonische und phonotaktische Strategien ein bestimmtes Quantum an
Anfangsmaterial notwendig, um die Muster als Regel abzuleiten. Einleitend sind in Ab-
bildung 3.2 die statistischen und prosodischen Entwicklungsstufen als Ubersicht gegeben.
Im oberen Teil der Darstellung konnen die Schliisselexperimente dem Alter des Kindes
zugeordnet werden. Als Beginn fiir die langsame einsetzende Entfaltung der Segmen-
tierungsfihigkeiten wird der sechste Lebensmonat als sinnvoll angesehen (vgl. Jusczyk,
2002). Aus der rdumlichen Anordnung der Quellen kann auch die zeitliche Entwicklung
der Experimente ersehen werden.

3.2.1 Prosodie: Rhythmus und Betonung

Die suprasegmentalen Merkmale lassen sich im Sprachsignal auf drei verschiedenen Di-
mensionen physisch erfassen: Die Frequenz, die Dauer und die Lautstirke. Erstere gibt
an wie oft sich die Perioden der {iberlagernden Sinuswellen wihrend einer Sekunde wie-
derholen und wird auch oft mit Tonhéhe umschrieben, denn je haufiger sich eine Welle in
einem bestimmten Zeitabschnitt wiederholt, desto schneller werden auch die Luftdruck-
anderungen auftreten, die dann einen hoéheren Ton erzeugen miissen. Die Dauer oder
Linge gibt an wie viel Zeit fiir die Produktion eines Schallereignisses bendtigt wird. Das
Schallereignis kann ein einzelner Laut, eine Silbe, ein Wort oder eine anders spezifizierte
Einheit sein. Letztlich ist die Lautstiarke oder Intensitit der Amplitudenausschlag, also
die Verdnderung auf der y-Achse im Oszillogramm. Kombiniert man nun diese Dimensio-
nen entsteht ein Rhythmus, der durch die Betonung oder im linguistischen Sinne durch
den Akzent auf Silben- oder Wortbasis und die Intonation auf phrasaler oder Satzbasis,
bestimmt wird(vgl. Pickett (1999); Schukat-Talamazzini (1995); Reetz (2003)).

Der Rhythmus unterscheidet sich bei natiirlichen Sprachen grundsitzlich. Die Unter-
schiede zwischen den Sprachen sind dabei graduell. Es gibt also Sprachen, die pros-
odisch dhnlich und andere, die sehr unterschiedlich sind (Norwegisch vs. Niederlindisch

2 Myers et al. (1996) und Mattys und Clark (2002) zeigen, dass auch die Wahrnehmung von Pausen
als Anhaltspunkt genutzt werden kénnte. Da aber Pausen nur erginzend herangezogen werden,
dementsprechend auch nur marginalen Einfluss besitzen, spricht man nicht von einer eigensténdigen
trategie”, sondern fiihrt sie als zusétzlichen Einfluss an.
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vs. English). Der genaue Rhythmus einer Sprache muss vom Kleinkind erlernt werden.
Ab einem bestimmten Alter konnen Kleinkinder die Betonungsmuster auch zur Segmen-
tierung nutzen. Dazu ist es notwendig, das spezifische Muster einer Sprache mit dem
Zusammenfallen des Wortanfangs, -endes oder beidem zu verbinden.

Bei Experimenten von Kleinkindern konzentriert man sich vor allem auf Akzente,
weil fiir das Kleinkind ein sich entwickelndes Lexikon unterstellt werden muss, das aus
wortdhnlichen Einheiten besteht. Erst im weiteren Verlauf der friihkindlichen Entwick-
lung erlauben die Kombinationen der Worter grofere Einheiten zusammenzustellen und
damit auch Intonationen zu beriicksichtigen.?? Dies soll nicht bedeuten, dass keine An-
strengungen fiir die Erkennung von Prosodien auf Satzbasis unternommen wiirden. Nazzi
et al. (2000b) oder Soderstrom et al. (2005) stellen eine diesbeziigliche Studie fiir sechs
Monate alte Babys vor (sieche Kap. 4.3). Weitaus bekannter sind aber die Untersuchun-
gen des Wortakzents, z.B. im Vergleich von rhythmischen Klassen bei fiinf Monate alten
Babys (Nazzi et al., 2000a).

Eine erste systematische und reprisentative Erfassung des rhythmischen Musters des
Englischen haben Cutler und Carter (1987) durchgefiihrt. Das Ergebnis ldsst sich recht
einfach, wenn auch noch etwas ungenau, zusammenfassen.

Two computerized dictionaries were found to list approximately three times as many words

beginning with strong syllables . ..as beginning with weak syllables. (Cutler und Carter,
1987, 133)

In der Tat gehen von dieser Untersuchung eine Reihe von Modellen in der metrischen
Phonologie aus.?> Cutler und Norris (1988) fiihren experimentell vor, dass starke Silben,
wenn von schwachen Silben gefolgt, in Nichtwortern als Anhaltspunkt fiir eine mogliche
Segmentierung bei Erwachsenen genutzt werden. Bei einer konkurierenden Umgebung
(schwache Silben gefolgt von starken Silben) ist dies hingegen nicht der Fall. Beispiels-
weise wird miant in mintesh schneller erkannt als in mintayne. Wéhrend ersteres dem
mehrheitlichen trochdischen Muster des Englischen entspricht (stark — schwach), folgt
das zweite Nichtwort einer Ausnahme (stark — stark). Damit setzen die Autoren einen
der Anfangspunkte zur Entwicklung der metrischen Segmentierungsstrategie.?*

Um dieses Verhalten auch bei Kleinkindern nachzuweisen, demonstrieren Jusczyk et al.

22Cutler (1976) stellt ein Experiment diesbeziiglich mit Erwachsenen (undergraduates) vor, in der sie
den Zusammenhang zwischen Intonation und Akzent (stress) eines Satzes untersucht. Ein Zielpho-
nem wurde schneller erkannt, wenn die Intonation als auch der Akzent dem gewdhnlichen Ausspra-
chemuster entsprechen. Wird die Betonung des Wortes gedndert, erhoht sich auch die Reaktionszeit.

23In Cutler (1995) finden sich detailiertere und besser aufbereitete Daten zur Metrical Segmentation
Strategy, die aus probabilistischer Perspektive diskutiert werden.

24Norris et al. (1997) und Norris et al. (2001) fiigt spéter der spezifischen Natur der metrischen Segmen-
tierungsstrategie mit dem Possible Word Constraint (PWC) eine weitere Theorie hinzu und versucht
sie in den Stand einer universalen Strategie zu heben. In Norris et al. (1997) endeckten die Wissen-
schafter, dass ein einzelner Konsonant schwieriger zu entdecken war als eine Silbe (apple in fapple
brauchte mehr Reaktionszeit als in vuffapple). In Norris et al. (2001) sollte dann gezeigt werden,
dass dieser Effekt universalen Charakter besitzt. Dabei wurden Zusammensetzungen verwendet, die
fiir das Englische nicht moglich sind und es zeigte sich die gleiche Verzogerung. In der Diskusssion
schlieflen sich dann weitere Beispiele aus der Literatur an (z.B. Sesotho und Niederldndisch).
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(1993a), dass auch Versuchspersonen im Alter von neun Monaten das dominante Ak-
zentmuster des Englischen der Form stark — schwach®® dem umgekehrten Fall (schwach
— stark) vorziehen. Diese Préferenz lisst sich bei sechs Monate alten Babys noch nicht
nachweisen. Das Herausfiltern der tiefen Frequenzen unter 400 Hertz stellt dabei sicher,
dass sich die Probanden tatsdchlich nach dem Akzentmuster richten miissen, da nun le-
diglich die Prosodien erkennbar bleiben, nicht aber die rein phonetischen Informationen,
deren Grundfrequenz nicht mehr vorhanden, deshalb unkenntlich geworden ist.

Wie bereits im Kapitel 3.1 angeklungen ist, versuchen Mehler et al. (1995) mittels des
SARAH-Modells den lexikalischen Zugriff zu erkldren. Eine wichtige Komponente dabei
sind die prosodischen Informationen, die als Anhaltspunkte wahrend der acquisition
herangezogen werden sollen:

...given a handful of words sufficiently representative of the language, the algorithm

decides whether the language is stress initial, terminal stress, etc. (Mehler et al., 1995,
254)

Abermals wird angefiihrt, dass diese Informationen aus isoliert vorkommenden Wortern
abgeleitet werden kann. Damit wird die metrische Segmentierungsstrategie von Cutler
und Norris (1988) iibernommen. Die Grundfrage bleibt jedoch bestehen: Woher kann
das Kind wissen, ob es sich um isolierte Worter handelt??® Die im Aufsatz so sehr
betonte Frage nach dem Wie stoft spatestens an dieser Stelle an ihre Grenzen. In der
gleichen Ausgabe bemerkt Cutler (1995, 118), dass die Betonung der Silbe im Prinzip in
geniigendem Mafe in den Vokalen enthalten ist. Hier wére ein moglicher Losungsansatz
gegeben, da die Wahrnehmung von Vokalen eine Sonderrolle einnimmt. Andererseits
miissen auch hier wieder Parallelen zu anderen Sprachen gezogen werden. Cutler (1995,
119) gesteht selbst ein, dass das Englische als free-stress language, das Franzosische
als nonstress und das Polnische als fized-stress language anzusehen ist. Eine einfache
Segmentierungsstrategie auf universaler Ebene kann man mit der Qualitdt der Vokale
allein also nicht definieren.

Jusczyk und Aslin (1995) zeigen, dass siebeneinhalb Monate alte Babys einsilbige
Worter in einem Lautstrom wiedererkennen kénnen (Experiment 1). Nur wenige Wo-
chen friiher (bei sechs Monaten), sind sie dazu nicht in der Lage (Experiment 2). Andert
man auch nur ein phonetisches Merkmal der Worter bei der Konditionierung, kénnen
auch die siebeneinhalb Monate alten Babys die Worter nicht mehr im Lautstrom erken-
nen (Experiment 3). Dieser Befund legt nahe, dass die Probanden schon sehr detaillierte
Informationen verarbeiten miissen. Schliefslich 1asst sich das erste Experiment wiederho-
len, wenn man die Wérter in der Trainingsphase nicht isoliert, sondern in anderen Sétzen
vorspielt (Experiment 4). So kann man doch mit den Worten der Autoren schlussfolgern:

Information about such regularities in the input, be they prosodic or phonetic properties,

is apt to prove useful in identifying sequences of sounds that are likely to be an important
component in forming and building up a lexikon. (Jusczyk und Aslin, 1995, 17)

%Das bedeutet, dass die betonte (starke) Silbe von der unbetonten (schwachen) Silbe gefolgt wird, wie
in pliant, falter, donor, comet, neighbor, butter, final, etc. Das umgekehrte Muster (unbetonte Silbe
wird von betonter Silbe gefolgt) existiert zwar auch ist aber sehr viel seltener. Beispiele hierfiir sind:
comply, befall, define, restore, resent, assign, etc.

26Fiir eine detailierte Diskussion dazu siehe Kapitel 3.3.
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Newsome und Jusczyk (1995) replizieren zuniichst noch einmal die Ergebnisse von Jusc-
zyk und Aslin (1995) mit mehrsilbigen Wortern und positiver Evidenz. Aufbauend dazu
kénnen nun die Prosodien niher untersucht werden. In zwei Folgeexperimenten soll ge-
zeigt werden, ob der Sprachlerner die starke Silbe als entscheidenden Anhaltspunkt zum
Erkennen von Einheiten nutzt, wie es z.B. von Brown (1968) oder Gleitman und Wanner
(1982) vorgeschlagen wird. Die Idee ist hier, den Sprachlerner mit der starken Silbe eines
Wortanlauts zu konditionieren (king oder ham) und in der Testphase das gesamte Wort
(kingdom oder hamlet) vorzuspielen. Lassen sich signifikante Wiedererkennungseffekte
messen, so wiare doch ein Hinweis gegeben, dass das Kind diese Teilmenge im zweisilbigen
Wort erkennt. Die Experimente konnten dies aber nicht belegen.?” Aus diesem Ergebnis
muss man schlieffen, dass immer das gesamte Wort abgeglichen wird, nicht aber nur die
silbischen Bestandteile. Das Muster, stark—schwach, in zweisilbigen Wértern wird wohl
nur unteilbar zugeordnet. Dies entspricht natiirlich auch den Vorhersagen der metrischen
Segmentierungsstrategie (Cutler und Norris, 1988). Trifft diese aber zu, so diirften die
Sprachlerner das gegenteilige Muster, schwach — stark, nicht erkennen. Sie miissten an-
nehmen, dass zwischen beiden Silben Wortende beziehungsweise -anfang liegen. Diesen
Befund lieferte in der Tat das vierte Experiment. Denn wiederholt man die Experimente
zwei und drei mit dem neuen Stimulusmaterial der schwach — starken Muster, gibt es
einen signifikanten Effekt. Die Kinder horen guitar, eingebettet in einer Textpassage,
wesentlich linger zu, wenn sie mit tar konditioniert wurden. Im Zusammenspiel mit den
Vorgédngerexperimenten kann dieses Ergebnis nur bedeuten, dass sie guitar nicht als ein
Wort anerkennen, sondern moglicherweise nur tar.

Morgan und Saffran (1995) untersuchen wie sequentielle und suprasegmentale Infor-
mationen beim Herauslésen von wortdhnlichen Einheiten zusammenwirken. Sie finden
heraus, dass

9-month-olds appear to be capable of integrating sequential and suprasegmental infor-

mation in forming wordlike (multisyllabic) phonological percepts, 6-month-olds are not.
(Morgan und Saffran, 1995, 911)

Der Nebeneffekt dieser Studie, ein Nachweis iiber die Féahigkeit der phonologischen Ana-
lyse, konnte ergdnzend in Kapitel 4.1.2 angefiihrt werden. Hier soll dieser Befund nicht
weiter interessieren, sondern eher die Fahigkeit der suprasegmentalen Wahrnehmung
im Zusammenspiel mit den sequentiellen Informationen. Die ersten Experimente zeigen,
dass neun Monate alte Babys zwei Silben immer dann als zusammengehdrig betrach-
ten, wenn zwei weitere Regelmifigkeiten als Bedingungen erfiillt sind. Erstens muss die
Rhythmik und zweitens die Reihenfolge der Silben dem erlernten Muster entsprechen.
Wird nur eine der Bedingungen verletzt, kann kein Wiedererkennungseffekt nachgewie-
sen werden. Fiir sechs Monate alte Probanden sind diese Bedingungen nicht zwingend.
Sie konnen die Reihenfolge der Einheiten vernachldssigen und meinen auch bei richti-
gem rhythmischen Muster, aber falscher Reihenfolge, den gleichen Stimulus vor sich zu
haben. Das bedeutet, dass sich die Wahrnehmungsleistung innerhalb von wenigen Wo-

2"Weder fiir die Konditionierung mit der Wortliste und einem Test mit den Textpassagen (Experiment
2), noch, um andere Effekte auszuschlieffen, fiir den umgekehrten Fall (Experiment 3): Training mit
ganzen Passagen und Test mit der Wortliste.
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chen sehr entscheidend verfeinert hat. Wahrend mit sechs Monaten, eine Verkniipfung
von rhythmischen und segmentalen Mustern nicht moglich ist, beherrschen neun Monate
alte Babys dieses Zusammenspiel recht iiberzeugend.

Echols et al. (1997) fiihrte drei Untersuchungen durch, um die Wahrnehmungsleistung
der sprachlichen Rhythmik bei Erwachsenen und Babys herauszuarbeiten. Erwachse-
ne englische Sprecher bevorzugen erwartungsgemif das trochdische Betonungsmuster.
Dies tun auch neun Monate alte Babys, aber noch nicht sieben Monate alte. Das dritte
Experiment zeigt dann, dass die neun Monate alten Versuchspersonen diese Fahigkeit
auch zur Segmentierung von Wortern nutzen kénnen. Dies geschieht aber nur mit dem
trochdischen und nicht mit dem jambischen Betonungsmuster.

Da im Englischen die jambischen Betonungsmuster, wenn auch sehr viel seltener als die
trochéischen, prasent sind und diese auch erlernt werden miissen, um einen Lautstrom
segmentieren zu konnen, wére es niitzlich zu wissen, ab welchem Zeitpunkt beide Fa-
higkeiten denn zur Verfiigung stehen. Die Beantwortung dieser Frage ist Jusczyk et al.
(1999a) gelungen. Nach einer Reihe von 15 Experimenten kénnen sie das Alter auf zehn-
einhalb Monate eingrenzen. Zuerst zeigen die Wissenschaftler, dass siebeneinhalb Mona-
te alte Babys in der Lage sind, Worter mit trochdischen Muster in einem Lautstrom zu
erkennen. Diese Fahigkeit ist aber noch sehr begrenzt und verfiigt noch nicht iiber das
notwendige Abstraktionsvermogen, das zur umfangreichen Regelableitung notwendig wé-
re. Die Erkennungsleistung tritt nimlich nur dann auf, wenn sie vorher die betreffenden
Worter in Listen oder die Textpassagen prasentiert bekommen haben. Diese Ergebnisse
sind schon von Jusczyk und Aslin (1995) oder Newsome und Jusczyk (1995) bekannt.
Verdndert man nun nur leicht das Trainings- und Testmaterial ist kein Hinweis fiir eine
mogliche Segmentierung gegeben. So kann man lediglich die starken Silben im Test ver-
wenden und sie werden mit Teststimuli der trochdischen Form nicht wiedererkannt. Das
gleiche gilt natiirlich fiir den umgekehrten Fall und andere Kombinationsmd&glichkeiten
von Test- und Trainingsstimuli (isoliert oder in Textpassagen).

Abermals hat man hier den Beweis erbracht, dass Kinder diesen Alters auf das ge-
samte Wort und nicht nur auf den Silbenanlaut der starken Silbe reagieren. Im weiteren
Verlauf der Studie wurden die Stimuli des jambischen Betonungsmusters verwendet. Fiir
siebeneinhalb Monate alte Babys ist dieses Betonungsmuster noch nicht anwendbar. Das
Gegenteil ist der Fall. Wie das 11. Experiment zeigt, glauben sie, dass sie das bekannte
trochéische Muster anwenden miissen, ndmlich dann, wenn ein Wort der Form stark
— schwach von einer weiteren schwachen Silbe gefolgt wird. Aus den Wortern guitar is
(schwach — stark — schwach) wird beispielsweise taris (stark — schwach) als Einheit extra-
hiert. Genau diesen Segmentierungsfehler begehen zehneinhalb Monate alte Sprachlerner
nicht mehr. Im Gegensatz zu ihren jiingeren Mitstreitern machen sie auch nicht mehr den
Fehler, die starke Silbe aus einer jambischen Konstruktion herauszulosen, selbst wenn
sie mit genau dieser starken Silbe konditioniert wurden.

Mattys et al. (1999) untersuchen weitere Uberlagerungseffekte mit anderen Segmen-
tierungsstrategien. Sie méchten wissen, wie phonotaktische mit prosodischen Einfliissen
zusammenarbeiten. Das Ergebnis dieser Untersuchung zeigt, dass die Prosodie gegeniiber
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der Phonotaktik Vorrang geniekt. Da man die Wahrscheinlichkeit von phonotaktischen
Mustern gut kontrollieren und dementsprechende Lautverbindungen am Wortanfang,
-ende oder -mitte mit prosodischen Mustern kombinieren kann, ist man in der Lage,
Aussagen iiber deren gegenseitige Beeinflussung zu treffen. Dabei lassen sich zwei wei-
tere Ergebnisse festhalten. Natiirlich besitzen neun Monate alte Babys eine ausgeprégte
Sensitivitit hinsichtlich phonotaktischer Muster und deren Zusammenfallen mit Wort-
grenzen (siche auch Kapitel 3.2.3). Interessanterweise beeinflusst die Prosodie jedoch
die Wortgrenze. Sie wird mit einem bestimmten prosodischen Muster verbunden. Ei-
ne Anderung des Betonungsmusters hat unweigerlich auch eine geiinderte Priiferenz fiir
bestimmte phonotaktische Kombinationen (cluster) zur Folge.

Ramus (2002) stellt eine Studie vor, die eine neue Experimentiermethodik (Ramus
und Mehler, 1999) verwendet, welche sich zum gezielten Nachweis einzelner Komponen-
ten der Rhythmik besser eignet, weil Uberlagerungseffekte mit Intonationen durch Re-
synthese kontrolliert werden kénnen. Ramus (2002) dufert sich positiv zur Losung des
Bootstrapping-Problems mittels einer phonologisch-prosodischen Ansatzes. Er mdochte
genauer wissen welche Qualitdt die Abbildung zwischen rhytmischer Klasse und Seg-
mentierungsstrategie hat (vgl. Ramus, 2002, 88). Sicherlich nicht unbeeinflusst von den
Arbeiten Werkers und Tees, verwendet Ramus auch unterschiedliche Sprachen (Japa-
nisch und Niederldndisch), um die Betonungsmuster kontrollieren zu kénnen. Den ge-
wiinschten Segmentierungseffekt gibt es aber fiir den Rhythmus?® nicht isoliert, sondern
nur in Verbindung mit weiterfiihrenden phonotaktischen Informationen. Wie er selbst
ausfiithrt (Ramus, 2002, 110), kann dies wihrend des gegebenen Alters aber nicht stim-
men und so wird als Grund die noch neue Methodik angefiihrt, die fiir das friihe Alter
wohl eher ungeeignet ist.

In Johnson et al. (2003) werden fiinf Experimente vorgestellt, welche die PWC-Stra-
tegie?® auch fiir einjihrige Kleinkinder belegen sollen. Dazu wird gemessen, ob zwolf
Monate alte Versuchspersonen einen freistehenden Konsonanten als segmentierte Ein-
heit akzeptieren wiirden oder nicht. Es zeigte sich auch hier, dass die Kleinkinder die
trainierte Silbe (z.B. rush) in den einsilbigen Testwortern (z.B. prush) schlechter wahr-
nehmen als in den zweisilbigen Einheiten (z.B. niprush). Allerdings ist dieser Effekt
positionsabhéngig. Tritt die Zielsilbe am Wortanfang auf, fillt es den Versuchspersonen
in beiden Umgebungen signifikant schwerer die Zielsilbe zu erkennen. Werden nun keine
Kunstworter mehr verwendet (z.B. win in wind versus window) und diese werden in
einen Satzkontext eingebunden, lisst sich dieser markante Unterschied zwischen Wort-
anfang und Wortende nicht mehr messen. Wie das letzte Experiment dann beweisen
konnte, gilt dies auch, wenn die umgebende Satzkonstruktion wieder weggelassen wird.
Entscheidend ist also die Bekanntheit des Wortes.

Z8Unter dem Begriff Rhythmus legt der Autor offenbar eine engere Definition zu Grunde als die zu
Beginn gegebene. Er sieht die Intonation (Satzmelodie) nicht als Bestandteil des Sprachrhythmus.

29 Possible Word Constraint (siehe Fufinote 24 auf Seite 57 und Norris et al. (1997) und Norris et al.
(2001)).
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3.2.2 Allophonie

Jusczyk et al. (1999b) gibt fiinf Bedingungen an, die gelten miissen, wenn Allophone
zur Segmentierung von wortdhnlichen Einheiten genutzt werden sollen. Weil diese zum
Verstédndnis der Gesamtproblematik sehr dienlich sind, sollen sie hier in voller Lange
angefiihrt werden.

First, there must be some indication that allophones are orderly manifestations of phone-

mic contrasts in the language, rather than simply some random acoustic variation produced

by speakers. Second, the distribution of these allophones in fluent speech must correlate

with word boundaries. Third, infants must be able to discriminate one allophone from

another. Fourth, infants must be sensitive to the systematic distribution of these distinct

allophones within native language words. Fifth, they must use these allophonic cues as
markers of word boundaries during on-line speech processing. (Jusczyk et al., 1999b, 1466)

In Ladefoged (1975, 88ff) findet sich eine Zusammenfassung, die belegt, dass die erste
Bedingung fiir das Englische gilt. Ebenso kann Church (1987) aufzeigen, dass die zweite
Bedingung erfiillt ist. Er beschreibt einen einfachen Parser, der den Sprachinput mit al-
lophonischen und phonotaktischen Input kodiert und daraus eine silbenartige Struktur
segmentiert. Diese wiederum verwendet er, um die lexikalische Erschliefung (lezical re-
trieval) modellhaft zu beschreiben. Der Erklarungsgehalt dieser Arbeit zielt nicht direkt
auf die Segmentierungsprozesse bei Sduglingen ab, da er ein Lexikon annimmt — passt
also schon eher zu den Beschreibungen in Kapitel 3.1 — aber die Beobachtungen der
Allophonie im Englischen kénnen durchaus ein Vorbild fiir nachfolgende Experimente
gewesen sein. So legt er zum Beispiel dar, dass der aspirierte Verschlusslaut [#] im Eng-
lischen nur am Wortanfang beziehungsweise Silbenanfang vorkommt (wie in time). Das
hat zur Folge, dass bei diesen Wortern der Wortanfang vorhersagbar ware, wenn dieses
Muster einmal als Regel gelernt wurde. /h/ tritt ebenso nur am Silbenanfang auf (z.B.
hit) und die glotalisierten Verschlusslaute /7/ am Silbenende (z.B. hit und it).

Hinsichtlich der dritten, anfangs genannten, Bedingung beschreiben Hohne und Jusc-
zyk (1994) ein Experiment, in dem sie zwei Monate alte Babys mit niterate und nikerate
eingebettet in dem Satz Teddy said ...to me habituierten. In der Postshift-Phase spiel-
ten sie dann night rate beziehungsweise nike rate ein. In einem zweiten Experiment
wurde mittels Cross Splicing die interessierenden Ubergéinge (t-r) zwischen night rate
und nitrate ausgetauscht. Die Ergebnisse zeigen, dass zwei Monate alte Babys in der La-
ge sind, diese rein allophonischen Unterschiede zu erkennen. Der ¢-r-Ubergang zwischen
beiden Wortpaaren besteht darin, dass das [t] bei night weder aspiriert noch retroflexiv
ist. Das folgende [r| in rates ist stimmhaft. All das trifft bei nitrate nicht zu. Das [r| ist
stimmlos und das [¢] davor behaucht und retroflexiv gebildet. Damit konnte nachgewie-
sen werden, dass Kleinkinder nicht nur die rein phonetischen Segmente unterscheiden
konnen, sondern auch sehr feine Variationen innerhalb der segmentalen Kategorien.

Die Ergebnisse sind allerdings wenig iiberraschend, beriicksichtigt man die Arbeiten
von Werker und Kollegen (Werker und Tees, 1984). Ab dem zehnten Lebensmonat begin-
nen die Sprachlerner feste kategorische Entscheidungen fiir Sprachlaute vorzunehmen.
Die allophonischen Unterschiede von [t und [r] mogen fiir den erwachsenen Sprecher
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des Englischen gering sein und man ist deshalb schnell geneigt, diese Fahigkeit zu be-
wundern. Fiir das Kleinkind diirften diese Unterschiede jedoch kaum bemerkenswerter
sein als den Stimmtoneinsatz von 20 Milisekunden richtig wahrzunehmen.

Die Féhigkeit der reinen Erkennung von unterschiedlichen Lauteigenschaften sagt al-
lerdings noch nichts dariiber aus, ob das Kleinkind den Unterschied im Laut auch mit
einer weiteren Eigenschaft — z.B. Ende und Anfang einer Wortes — verbinden kann (fiinf-
te Bedingung). Das letzte Experiment dafiir steht nach wie vor aus. Allerdings haben
Jusczyk et al. (1999b) eine Reihe von Experimenten durchgefiihrt, welche die Erkennung
der allophonischen Verteilung innerhalb von Silben beziehungsweise Wortern belegen soll
(vierte Bedingung). Eine positive Evidenz kann zwar nicht beweisen, dass die allophoni-
sche Verteilung fiir die Wortsegmentierung genutzt wird; aber sie gibt einen deutlichen
Hinweis fiir die Moglichkeit einer solchen Fahigkeit. Die Autoren bemerken dazu selbst

A demonstration of this sensitivity would be consistent with, although it would not prove,

the possibility that they [neun Monate alte Babys] also ... use allophonic cues to segment
words from fluent speech (Jusczyk et al., 1999b, 1467)

Ein negativer Befund bedeutet andererseits wohl aber, dass Allophone bei neun Monate
alten Babys nicht fiir die Segmentierung zur Verfiigung stehen. In drei Experimenten
wurden neun Monate alte Babys einer Head Turn Preference Procedure unterzogen. In
der Sensibilisierungsphase horten sie entweder night rates oder nitrates; in einer zwei-
ten Gruppe horten andere Probanden hamlet oder doctor. Im Test traten diese Begriffe
in langeren Texten auf. Es zeigte sich dann, dass zwischen den allophonischen Vari-
anten kein Unterschied zu messen war, schon aber bei hamlet und doctor. Im zweiten
Experiment wurde das Stimulusmaterial zu einsilbigen Wortern vereinfacht (night und
dock). Das Ergebnis &dnderte sich jedoch nicht. Night wurde in nitrates wie in night rates
gleichermafen bemerkt. Der Unterschied zwischen dock und doctor sollte sich abermals
als leicht signifikant herausstellen. Im dritten Experiment musste schlieklich noch die
Moglichkeit iiberpriift werden, ob die Babys bei nitrates von zwei Wortern ausgehen.
Also wurde rates durch andere Worter ersetzt und zusammen mit night eingespielt.
Nun spiegelten die Horzeiten, das gleiche Verhalten wider wie bei den dock und doctor
Passagen, was eindeutig belegt, dass die Sduglinge niterates als zwei Worter ansehen,
wenn sie zuvor mit night sensibilisiert wurden. Mit diesem letzten Experiment konn-
te die Sensibilitat der Sduglinge hinsichtlich von verteilungsméafigen Strukturen in der
Sprache abermals belegt werden, jedoch nicht fiir allophonische Regelméfigkeiten. Das
vierte und letzte Experiment replizierte die Anordnung des ersten Experiments, aller-
dings mit zehneinhalb Monate alten Babys als Versuchspersonen. Hier fand man einen
sehr deutlichen Unterschied zwischen den Zeiten von nitrates und night rates.

Zusammenfassend muss man also sagen, dass zehneinhalb Monate alte Babys die al-
lophonische Verteilung innerhalb von Wértern erkennen und diese mdoglicherweise auch
zur Wortsegmentierung nutzen konnen. Fiir neun Monate alte Babys ist dies nicht der
Fall. Sie kennen weder die allophonische Verteilung, noch kénnen sie dieses Wissen dann
nutzen, um Wortgrenzen zu markieren.
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3.2.3 Phonotaktik

Die Phonotaktik einer Sprache bestimmt die zuldssigen Kombinationen von Lauten be-
ziehungsweise Phonemen und deren Position im Wort. Diese Erkennungsleistung bildet
sich ebenfalls schon sehr friihzeitig heraus. Um erstens den Zeitpunkt und zweitens die
genauen Erkennungsfihigkeiten zu bestimmen, fiihrten Friederici und Wessels (1993)
eine Reihe von Experimenten durch. Im ersten Experiment konnte das kritische Alter
ermittelt werden. Wortlisten mit richtigen und falschen phonotaktischen Mustern am
Wortanfang und -ende konnten von neun Monate alten Babys, aber nicht von viereinhalb
oder sechs Monate alten Babys erkannt werden. In den folgenden drei Experimenten ma-
nipulierten die Wissenschaftler das Inputmaterial. Die Wortliste wurde in einen Sprach-
strom eingefiigt. Hier konnte keine Erkennungsleistung nachgewiesen werden. Auch die
Vereinfachung der direkten Lautumgebung auf zwei gleiche einsilbige Kunstworter (Ex-
periment 3) oder die Beschrinkung des Stimulus auf das Wortende in kindgerichteter
Sprache (Experiment 4) boten keinen Anhaltspunkt. Erst die Verkiirzung der Zeit zwi-
schen den einzelnen Stimuli (Triplets z.B. in der Form /mig NTit mig/) zeigte einen
statistisch relevanten Anstieg in der Horzeit.?® Im siebten Experiment konnte letztlich
der Einfluss prosodischer Information durch Filterung tiefer Frequenzen3! ausgeschlos-
sen werden. Die Kleinkinder lieken keinen Unterschied zwischen den unterschiedlichen
Stimuli erkennen.

Eine interessante Moglichkeit diese Ergebnisse weiter zu elaborieren, ist, prosodisch
dhnliche und unahnliche Sprachen zu verwenden, welche sich jedoch phonotaktisch nicht
wesentlich voneinander unterscheiden. Jusczyk et al. (1993b) benutzten Wortlisten des
Englischen, Niederldndischen und Norwegischen. Zunéchst konnte man einfach feststel-
len, dass neun Monate alte amerikanische Babys der Liste mit englischen Wortern langer
zuhorten als der Liste mit niederlindischen Eintrigen beziehungsweise, wie bei der Head
Turn Preference Procedure iiblicherweise gemessen, die Zeit des Zusehens signifikant 1an-
ger war.>? Ein Wiedererkennungseffekt liegt also vor und muss entweder auf die phono-
taktischen, phonetischen oder prosodischen Eigenschaften des Stimulus zuriickzufiihren
sein. Letzteres kann man ausschliefsen, weil bei Verwendung von tiefpassgefiltertem Ma-
terial keine Priferenz der Sduglinge auszumachen ist (Experiment 2).** Um die phoneti-
schen Eigenschaften zu kontrollieren bietet es sich an, das Stimulusmaterial zu dndern,
d.h. nur die Lautschnittmenge des Niederldndischen und Englischen als Grundlage fiir
die Wortlisten zu nehmen, die phonotaktischen Unterschiede jedoch beizubehalten. Die-
se Wortlisten werden dann sowohl amerikanischen als auch niederldndischen Probanden

30Das sechste Experiment replizierte das erste Experiment mit den verkiirzten Zeiten allerdings nur fiir
neun Monate alte Subjekte.

31Hohe Frequenzen sind dann im Lautstrom nicht mehr vorhanden. Dadurch bleiben nur die Prosodien
erkennbar (Jusczyk et al., 1993a), die phonetischen Informationen gehen jedoch verloren (Jusczyk
et al., 1993b).

32Dieses Verhalten zeigen auch nur neun Monate aber nicht sechs Monate alte Babys (Experiment 3).

33Wie bereits beim Vorgéingerexperiment beschrieben, fiihrt ein Abschneiden der niedrigen Frequenzbe-
reiche (unter 400 Hertz) zu Unkenntlichkeit der phonetischen Information, wihrend die prosodische
(Intonation und Rhythmus) erhalten bleibt.
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vorgesetzt. In diesem vierten Experiment zeigte sich, dass die Babys ihrer jeweiligen
Muttersprache linger zuhorten. Auch hier wird der prosodische Einfluss mit Low-pass-
Filterung und das Alter kontrolliert.>* Interessanterweise lassen sich diese Ergebnisse
mit einer Liste des Norwegischen nicht replizieren. Das Norwegische unterscheidet sich
prosodisch derart vom Englischen, dass schon sechs Monate alte Sprachlerner die zwei
Listen unterscheiden konnen, also die Prosodien als Anhaltspunkt nehmen. Dieses letzte
Ergebnis ldsst sich gut mit anderen Forschungen (z.B. Best et al., 1988) in Einklang
bringen. Die anderen Befunde geben ihrerseits einen sehr iiberzeugenden Beweis fiir die
Fahigkeit von neun Monate alten Babys, phonotaktische Informationen zu erkennen.

Jusczyk et al. (1994) bestitigten noch einmal die von Friederici und Wessels (1993)
und Jusczyk et al. (1993b) ermittelte Altersgrenze. Da sich phonotaktische Muster aus
der Haufigkeit zusammenhidngender Phonemkombinationen ableiten lassen, préisentier-
ten sie neun und sechs Monate alten Babys Listen mit Phonemketten, die mit hoher
Wahrscheinlichkeit innerhalb eines Wortes auftreten wiirden und solche Phonemketten,
die eher unwahrscheinlich in einem englischen Wort anzutreffen wéren. Neun Monate
alte (aber nicht sechs Monate alte) Babys horten deutlich langer der Liste mit wahr-
scheinlichen Phonemketten zu. In einem letzten Versuch konnten sie den Einfluss der
Vokale ausschliefsen, indem sie beide Listen mit den gleichen Vokalen versahen und nur
die konsonantische Umgebung manipulierten.3’

Die Einbeziehung phonotaktischer Information zur Wortsegmentierung ist in zahlrei-
chen Simulationen dargelegt worden. Eine der frithen modelltheoretischen Umsetzungen
ist der zu Anfang des Kapitels 3.2.2 benannte Parser von Church (1987), der auch pho-
notaktische Informationen des Englischen zur Silbifizierung heranzieht. Church (1987,
58) argumentiert dort, dass Konsonatencluster mit mehr als fiinf Komponenten nicht
auftreten. Die Einbeziehung der phonotaktischen Informationen macht es dann moglich,
die gewiinschten Silben zu bestimmen.

Brent und Cartwright (1996) présentieren eine Reihe von Simulationen, in denen sie
verschiedene Einschrinkungen des Inputmaterials vornehmen und den Output der Seg-
mentierung messen. Dabei sehen sie die Segmentierung eines Sprachstroms als eine Op-
timierungsaufgabe an, die durch eine Funktion beschrieben wird.*® Zunéchst zeigten
die Forscher, dass ein Text, welcher mittels dieser Funktion segmentiert wurde, héhere
Priizisions- und Vollstindigkeitswerte aufweist®” als ein Text, bei dem die vorgegebene
Anzahl der Liicken zufillig eingefiigt wurde.?® Dann testeten sie die Verbesserung bei
Zunahme der Vokal- (vowel constraint: Jedes Wort besitzt mindestens einen Vokal) und

34 Allerdings ist der Effekt bei englischen Babys sehr viel ausgeprigter, was sich durch anglophone
Einfliisse in den niederlindischen Haushalten erkliren l&sst.

35Kuhl (1991); Kuhl et al. (1992) und Polka und Werker (1994) haben herausgefunden, dass Vokale
sehr viel frither erkannt werden kénnen als Konsonanten.

36Diese Funktion erhiilt man durch Anwendung der Minimum Representation Length (MRL)-Methode
(Rissanen, 1989); siehe auch 3.2.4

3 Brent und Cartwright (1996) verwenden die Begriffe Accuracy und Completeness; welche aber nach
den Definitionen (S.109-110) dquivalent zu den gebréuchlicheren Begriffen Precision and Recall sind.

38Es handelt sich hierbei nicht um eine reine Zufallsauswahl der Liicken, da die korrekte Anzahl der
Liicken bereits vorgegeben wurde. Der reine Zufall miisste hier ein schlechteres Ergebnis liefern.
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der Wortgrenzenbedingung (boundary cluster constraint: Jedes Wort beginnt und endet
mit zuldssigen Phonemkombinationen). Wiederum zeigte sich eine starke Verbesserung
in beiden Messdimensionen. Die dritte Simulation testete schlieflich die Phonotaktik
explizit. Die Phonotaktik ist im Prinzip bereits Teil der Optimierungsfunktion und lasst
sich im Grunde schon in der Wortgrenzenbeschriankung entdecken, wenn auch in beiden
Fillen implizit. Mithin ist es wichtig, diesen Einfluss separat zu messen.?® Es stellte sich
heraus, dass beide Texte, der Kontrolltext sowie der manipulierte Input, ungefihr die
gleichen Zuwichse verzeichneten. Daraus ldsst sich schliefen, dass die phonotaktischen
Informationen vom Algorithmus unabhéngig sind; im Kontrolltext also die gleichen pro-
zentualen Verbesserungen hervorrufen.?

Mattys und Jusczyk (2001) zeigen, dass neun Monate alte Versuchspersonen in der
Lage sind, die Phonotaktik zur Segmentierung von Worteinheiten aus dem Lautstrom zu
nutzen. Die Probanden horten einer Liste von CVC-Wortern langer zu, wenn diese vorher
in einem Satzkontext mit giinstigen phonotaktischen Umgebungen vorkamen als wenn
die Phonotaktik einem eher unwahrscheinlichen Muster folgte. Zudem kann das Erkennen
von Wortanfang oder -ende ebenso durch phonotaktische Umgebungen konditioniert
werden.

Saffran und Thiessen (2003) legen dar, dass neun Monate alte Babys auf verschiedene
Silbenmuster konditioniert werden konnen.*! Allerdings kann das Experiment nicht kli-
ren, ob der Erkennungseffekt auch auf die Dauer der Silben zuriickzufiihren sei. Schlieft-
lich unterscheiden sich beispielsweise CV und CCCVCCC Cluster auch hinsichtlich ihrer
zeitlichen Lange. Die Probanden sind ebenso in der Lage, bei zweisilbigen Wértern einfa-
che Muster der Stimmhaftigkeit zu erkennen.*? Werden diese Muster jedoch auf weitere
phonologische Zusammenhéange ausgedehnt, kann weder ein Erkennungs- noch ein Neuig-
keitseffekt gemessen werden. Allerdings sind die prisentierten Muster wohl auch nicht in
natiirlichen Sprachen anzutreffen, was darauf hinweist, dass die Versuchspersonen diese

39Um hier eine Vorstellung von der Entwicklungsrichtung zu bekommen, sollten zwei weitere Experi-
mente von Luce und Large (2001) bedacht werden. Eigentiimlicherweise nehmen die Autoren keinen
Bezug zu Brent und Cartwright (1996), obwohl dies bei der Nihe des Themas doch einleuchten
wiirde. Im ersten Experiment kdnnen Luce und Large die Vorhersagen verschiedener Simulationen
(Shortlist, TRACE, ARTPHONE; PARSYN) fiir erwachsene Sprecher bestitigen, ndmlich dass eine
hohe phonotaktische Wahrscheinlichkeit die Wortverarbeitung gesprochener Sprache erleichtert, ein
erhohter Wettbewerb unter lexikalischen Eintrégen jedoch verlangsamend wirkt. Letzteres wurde
durch sehr &hnlich klingende Wérter erreicht (similarity neighbourhood density-Bedingung). Wird
das Experiment mit Nichtwortern durchgefithrt ergibt sich iiberraschenderweise ein anderes Ergeb-
nis. Hier lassen sich sowohl synergetische als auch neutrale Effekte nachweisen. Fiir Kinder zwischen
zwei bis drei Jahren siehe Coady und Aslin (2004).

40Der Vollstéindigkeit wegen sei hier kurz noch die vierte Simulation angefiihrt. Sie testete, ob die Liste
mit Phonemkombinationen, welche aus den Wortenden und Anféngen der ausgewahlten Korpora das
gleiche Ergebnis liefern wiirde, wie eine komplette Liste von erlaubten Phonemkombinationen am
Wortanfang und -ende. Das Experiment konnte keinen Hinweis fiir einen signifikanten Unterschied
belegen.

4IDabei kénnen die verschiedenen Konsonanten und Vokalkombinationen als phonotaktische Muster
einer Sprache angesehen werden.

42 Anfangskonsonant stimmlos, Auslaut stimmhaft und umgekehrt.
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Fahigkeit fiir komplexere Muster nicht benotigen. Die Experimente geben damit weiter
Aufschluss iiber die Fahigkeit, einfache phonotaktische Zusammenhénge in natiirlichen
Sprachen zu erkennen.

Als Abschluss kann ein Zitat von Friederici und Wessels (1993, 294) sehr treffend eine
Zusammenfassung geben.
Whether the observed sensitivity to phonotactic word-boundary constraints in 9-month-
old infants can be taken to reflect fully developed phonotactic knowledge about possible
words in their native language, or whether it must be characterized as a sensitivity to

frequency of occurrence of certain syllables in certain positions cannot be decided on the
basis of the data at hand.

Wie auch McQueen (1998) ausfiihrt, gilt dies ebenso fiir erwachsene Sprecher. Die pho-
notaktischen Informationen bieten zweifellos eine wesentliche Unterstiitzung fiir die Seg-
mentierung. Allerdings ist die Rolle der Phonotaktika eher beschrankt:

...different cues will provide different degrees of assistance in segmentation. Phontactics

may have a relatively limited role to play in segmentation. The sequence constraints bet-

ween segments are not powerful enough to mark all word boundaries. (McQueen, 1998:
41)

Er fiihrt weiter aus, dass 37% der Wortgrenzen durch sogenannte Randbedingungen der
Abfolge der Segmente (sequence constraints) entdeckt werden konnen. Definiert man die
einzelnen Segmente jedoch ungenau, sinkt die Erfolgsquote dabei auf ein Prozent. Eine
vollstdndige Segmentierung ist mit den Phonotaktika zwar nicht moglich, ein wesentlicher
Beitrag zur Unterstiitzung der Segmentierung ist aber auf jeden Fall gegeben.

3.2.4 Ubergangswahrscheinlichkeiten und regelmiRige Verteilungen

Nach Brent und Cartwright (1996) lassen sich grundsitzlich zwei Ansétze zur Segmen-
tierung eines Lautstroms unterscheiden. Die Subsequence frequency strategies basieren
entweder auf Wértern (word-based)*® oder auf Wortgrenzen (boundary-based). In einem
spateren Aufsatz unterteilt Brent (1999b) die Ansétze zur Wortgrenzensegmentierung
noch einmal weiter in utterance-boundary und predictability Strategien. Diese Unter-
teilung dankt ihre Existenz einem neuen Forschungsansatz zur Bestimmung von Wort-
grenzen, der sich erst 1996 langsam etablierte (Aslin et al. (1996); Christiansen und
Seidenberg (1998)). Diese Utterance-boundary-Strategien nutzen die Eigenschaften von
ganz bestimmten Phonemkonstruktionen, die nur am Wortende auftreten. Kennt man
diese Phonemkonstruktionen, kann man das Ende des betreffenden Wortes und damit
auch den Anfang des folgenden Wortes bestimmen.

Die ersten Predictability-Strategien fufsen auf den Arbeiten von Harris (1954) und Har-
ris (1955). So wie auch die spiteren Arbeiten von Saffran et al. (1996b) wurden bei Harris
die distributionalen Eigenschaften der Phoneme in einem Lautstrom genutzt, um Vor-
hersagen iiber die nachfolgenden Laute zu geben. Elman (1990) und spéter auch Cairns

43 BootLex (Batchelder, 2002); INCDROP (Brent (1999b); Brent (1997)); Olivier (1968) zitiert in Brent
und Cartwright (1996); Brent (1999a); Batchelder (2002); de Marcken (1996) und Goldsmith (2001).
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et al. (1997) haben anhand eines neuronalen Netzwerkes die Vorhersage des Folgepho-
nems erfolgreich simuliert. Je grofer die Abweichung vom vorherberechneten Phonem
war, je hoher wurde hier die Wahrscheinlichkeit einer Wortgrenze definiert. Saffran et al.
(1996b) entwickelten Harris’ Arbeit insofern weiter als sie nun die Ubergangswahrschein-
lichkeiten langerer Phonemketten (Silben) zueinander untersuchten. Motiviert durch Ex-
perimente an acht Monate alten Babies (Saffran et al., 1996a, siehe unten), konnte der
Einfluss von statistischen Verteilungen bei der Wortsegmentierung nachgewiesen werden.
Dieser experimentellen Beobachtung liegen die Uberlegungen einer Vorhersagestrategie
zu Grunde. Sie besagt hier, dass die Phonemkombinationen im Wort eine andere Wahr-
scheinlichkeit haben als Phonemketten, die zwischen den Wortern auftreten. So folgt
mit einer bestimmten Wahrscheinlichkeit auf eine Silbe eine nachfolgende Silbe. Im Wort
und beim Wortiibergang sind die Lautumgebungen jedoch verschieden und somit &ndern
sich auch die Wahrscheinlichkeiten der Silbenfolgen. Berechnet man die Ubergangswahi-
scheinlichkeiten der einzelnen Silben in einem gegebenen Lautstrom, treten bestimmte
Lautkombinationen zwischen Wortern sehr selten oder nie auf. Dieser Umstand kann
zur Segmentierung von Wortern genutzt werden. Leider bleiben die Uberlegungen von
(Saffran et al., 1996a) auf wenige Beispiele beschrinkt.

Das zentrale entwicklungspsychologische Experiment fiir die tatsidchliche Nutzung von
Ubergangswahrscheinlichkeiten von Lauten bei Babys gelang Saffran et al. (1996a) mit-
tels einer modifizierten Form der Head- Turn-Preference-Procedure (Jusczyk und Aslin,
1995). Acht Monate alte Sduglinge wurden zwei Minuten lang mit einem Sprachstrom
konditioniert, der CV-Silben in einer bestimmten Anordnung enthielt. Der Synthesizer
enthielt keine weiteren akustischen oder prosodischen Anhaltspunkte, sodass die Ver-
suchspersonen lediglich durch die bedingten Wahrscheinlichkeiten zwischen den Silben,
ein Muster im Sprachstrom erkennen konnten. Silben, die zu einer Einheit (,Wort*) gehor-
ten, folgten einander mit einer hundertprozentigen Vorhersagbarkeit, wihrend die Silben
von verschiedenen Einheiten (,\Wortern®), eine Vorhersagbarkeit von nur einem Drittel
aufwiesen. In der Testphase horten die Sduglinge schlieflich Anordnungen der gleichen
Silben, die aber nicht die gewohnten Ubergangswahrscheinlichkeiten aufwiesen. Da die
Versuchspersonen deutlich linger dem modifizierten Lautstrom zuhdérten, war letztlich
der Beweis erbracht, dass die Babys die Anderung der Ubergangswahrscheinlichkeiten
eindeutig erkannt haben miissen.

Diese Ergebnisse sind weitestgehend akzeptiert. Kritik wurde lediglich an den typi-
schen methodischen Randbedingungen dieser Art von Experimenten gedufert, wie die
Festsetzung der Ubergangswahrscheinlichkeit auf 0.3 und 1.0, die von der Realitéit eines
realen Sprachstroms zu stark abstrahiert (Monahan (2006); Gambell und Yang (2005,
24)),* oder die kiinstliche Darbietung des Sprachstroms (Johnson und Jusczyk, 2001).
Beachtenswerter ist dagegen abermals die unterschiedliche Interpretation des Experi-
ments und dessen Argumentation hinsichtlich der Nativismus-Empirismus-Debatte (Pe-

44 Aslin et al. (1998) zeigten aber, dass auch bei Verwendung unterschiedlicher Ubergangswahrschein-
lichkeiten die Ergebnisse wie bei Saffran et al. (1996a) korrekt sind. Zudem konnten die reinen
co-occurrences der Silben als intervenierende Variable ausgeschlossen werden.
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setsky et al. (1997); Pinker (1997); Jenkins und Maxam (1997); Clark et al. (1997);
Elman (1997); Saffran et al. (1997a); Bates und Elman (1996).*

Aslin et al. (1998, 322) gingen sodann dazu iiber ,...to identify the particular type
of statistics infants utilize to segment words from fluent speech.” Es wire nimlich auch
moglich, dass die Babys die absolute Haufigkeit der Silben heranziehen und auf dieser
Grundlage Segmentierungen vornehmen. Um genau das auszuschliefsen, manipulierten
Aslin et al. (1998) einen weiteren Sprachstrom dergestalt, dass sie im Trainingsmaterial
zwel Worter doppelt so oft einfligten wie die anderen zwei Worter (part-words). Dadurch
anderte sich natiirlich die absolute Haufigkeit dieser Silben innerhalb der Worter, nicht
jedoch deren Ubergangswahrscheinlichkeit, welche innerhalb der Wérter weiterhin 1.0
betrug. In der Testphase wurden dann nur die part-words verwendet; die absolute Hau-
figkeit war nun gleich und die Ubergangswahrscheinlichkeiten betrugen 0.5 und 1.0. Da
die Versuchspersonen den neuen part-words bedeutend langer zuhdrten, konnte daraus
ein Erkennungseffekt der Ubergangswahrscheinlichkeiten geschlossen werden.

Eine alternative Strategie konnte ein weiteres Experiment beweisen. Babys des gleichen
Alters sind bereits in der Lage, einfache Muster im Sprachstrom zu erkennen und diese zu
abstrahieren. Sie nutzen spezifische Informationen fiir eine allgemeine Schlussfolgerung
— also eine Regelableitung. Marcus et al. (1999) zeigten mit der gleichen experimentellen
Methode wie Saffran et al. (1996a), dass Sduglinge Muster der Form ABA und ABB aus
einem Sprachstrom extrahieren kdnnen, ohne auf eine statistische Verteilung zuriick-
zugreifen. Um eventuelle statistische Berechnungen génzlich auszuschliefsen, verwende-
ten Marcus et al. (1999) unterschiedliche Stimuli in der Habituations- und Testphase.
Mit zwei Folgeexperimenten konnte schlieflich noch die M&glichkeit eliminiert werden,
dass eventuell die Stimmhaftigkeit der prisentierten Silben fiir die Erkennung des Mus-
ters verantwortlich sei. Da man derartige Interventionen ausschliefen kann, miissen die
Kleinkinder abstrakte Regeln extrahiert haben. So muss der Sprachlerner in der Lage
sein, zumindest zwei Strategien der Musterextraktion zu verwenden: eine statistische
und eine algebraische. Analog zum Experiment von Saffran et al. (1996a) meldeten sich
die tiblichen Verdéchtigen schnell zu Wort und ordneten die Ergebnisse geschickt ihren
Philosophien zu (Pinker (1999); McClelland und Plaut (1999); Seidenberg und Elman
(1999); Christiansen und Curtin (1999); Negishi (1999); Eimas (1999); Altmann und
Dienes (1999); Marcus (1999a); Marcus (1999b); Marcus (1999¢); Marcus (1999d)).

45GQaffran et al. (1997a) versuchen einen méglichen Konsenz in der Diskussion herbeizufiihren. Sie spre-
chen den neuronalen Netzwerken einen groffen Wissensgewinn zu und akzeptieren gleichzeitig in
begrenzter Weise den Gedanken der Innateness:

Linguistic struture cannot be learned through indirected analyses of input sentences, no
matter how complex or numerous these analyses may be. Such analyses must in some
fashion be focused or oriented by innate predispositions of the learner; otherwise, there
is no way to explain why human languages or why language recurrently develop certain
types of structures ...Innate biases in statistical learning may be different in important
ways from innate knowledge of linguistic principles. But both of these implementations
involve types of innateness. (Saffran et al., 1997a, 1276)
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3 Theorien der Wortsegmentierung

In diesem Zusammenhang sollte sicherlich auch Wolft (1975b) und Wolff (1977) Er-
wiahnung finden. Mit Computersimulationen fiir eine kiinstliche (Wolff, 1975b) und eine
natiirliche Sprache (Wolff, 1977), gelang ihm eine erste und recht {iberzeugende Présen-
tation von Daten iiber die Herauslosung von bedeutungstragenden Einheiten sowie ein
Entwicklungsverlauf der Wortschatzgrofse und Wortldnge. Perruchet und Vinter (1998)
entwarfen das PARSER-Modell, welches unter leichter Abdnderung der Annahmen der
Experimente von Saffran et al*6, die wichtigste Eigenschaft der Ubergangswahrschein-
lichkeitenberechnung in den Mittelpunkt stellt. Die Anderung bezieht sich auf die Re-
prasentationseinheiten (percepts), welche, wenn

...repeatedly perceived, its components are associated and form a new representational
unit as an automatic by-product of the joint attentional processing of the components.
... These initial representational units in turn become able to guide perception and to

enter as components of other percepts, and this process continues recursively. (Perruchet
und Vinter, 1998, 258)

Die Information zur Segmentierung der Wortgrenzen ist aber identisch mit der auch
die Ubergangswahrscheinlichkeiten berechnet werden. Die Zuweisung von verschiedenen
Gewichten zu den Einheiten erfolgt aufgrund ihrer Haufigkeit. Da sich die Einheiten nur
in Bezug zu den anderen in ihrer Gewichtung erh6hen oder dekrementieren, entsteht
genau die Relation der Haufigkeit von einer Einheit zur Gesamtverteilung der Einhei-
ten. PARSER nutzt damit die gleichen Informationen, welche auch zur herkémmlich-
en Berechnung der Ubergangswahrscheinlichkeiten herangezogen werden miissen. Somit
handelt es sich um einen unterschiedlichen Rechenweg, dem aber das gleiche Phdnomen
zu Grunde liegt. Die Arbeit illustriert jedoch recht anschaulich, welche Prozesse bei der
statistischen Wortsegmentierung ebenso ablaufen konnten.

Sicher nicht ohne dieses Wissen, versuchen sich Gambell und Yang*” an einer Simulati-
on mit dem Bestreben, die Universalgrammatik eher anzupreisen als generelle kognitive
Fiahigkeiten dafiir verantwortlich zu machen. Sie benutzen die herkémmliche Formel
zur Berechnung der Ubergangswahrscheinlichkeiten, P(AB)/P(A), und einen Korpus
der CHILDES Datenbank (MacWhinney, 1995) mit 226.178 Wértern. Per Zufall wihl-
ten sie Stichproben aus der Datenbank.*® Alle Wérter wurden in Silben auf Basis des
Onset-Prinzips zerlegt.*® Da die Ergebnisse der Simulation (Vollstéindigkeit 0.23 und
Prézision 0.42) aus Sicht der Autoren nicht ausreichend erschienen, um eine solide Aus-
gangsbasis fiir den Sprachlerner unterstellen zu diirfen, leiteten sie daraus die Existenz
einer Universalgrammatik ab, denn wenn die Ubergangswahrscheinlichkeiten als einzi-
ger Algorithmus ohne Vorkenntnis sprachspezifischen Wissens zu viele Fehler aufweisen,

46Gaffran et al. (1996a); Saffran et al. (1996b); Saffran et al. (1997a).

47Gambell und Yang (2003); Gambell und Yang (2004); Gambell und Yang (2005).

48Hier scheint eine erste Kritik angebracht, weil eine Zufallsauswahl alle Korpora mit kindgerichte-
ter Sprache beriicksichtigt, also auch jene, welche bereits sprachliche Dialoge und Konstruktionen
beinhalten, die untypisch fiir die anfingliche Phase des Spracherwerbs sind.

49 Hier muss eine zweite Kritik folgen, weil erstens unklar bleibt durch welchen Mechanismus das offen-
sichtlich erlernte Prinzip angeeignet werden konnte und zweitens, weil das Prinzip auch fiir durch-

schnittlich 10% der englischen Worter falsche Ergebnisse liefern muss (vgl. Diskussion in Kapitel
3.3)
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miissen zusatzliche Informationen universalsprachlicher Natur gegeben sein. Schlieflich
sind sich alle einig, dass das Segmentierungsproblem am Anfang des Spracherwerbs ge-
16st werden miisse. Der eigentliche Trick ihres Aufsatzes besteht aber darin, dass sie auch
unabhingig von den Ergebnissen ihrer Simulation, immer schon die Universalgrammatik
als letztendliche Wahrheit hervorheben, weil die Voraussetzungen der Simulation diese
eben auch erfordern wiirden. Genauer fragen sie:

First, How [sig] do infants know the primacy of syllables? ... Second, where do the syllables

come from? ... Third, syllabification of speech is far from trivial, involving both innate

knowledge of phonological structures as well as discovering language-specific phonotactic

constraints. Finally, in a realistic learning environment, statistical information is bound

to be far less perfect than the constructed in artificial language learning experiments
... (Gambell und Yang, 2005: 24).

Die ersten drei Aussagen setzen eine Silbifizierung voraus. Mogliche Alternativen hierzu
wiren der Ansatz von Perruchet und Vinter (1998) oder eine zufillige Auswahl von
Segmenten oder segmentdhnlichen Gebilden, wie im vierten Kapitel noch ausfiihrlich
auszufiihren sein wird. Die letzte Aussage des gegebenen Zitats kann getrost durch die
Ergebnisse der hier vorgelegten Simulation verneint werden.

3.3 Vereinbarung kontrarer Standpunkte in der
Wortsegmentierung

Nachdem sich die Forschung zunéchst auf die Begriindung von mdglichen Segmentie-
rungsstrategien beschrinkte, konzentriert sie sich in jingerer Zeit auf die Abfolge und das
Ineinanderwirken der einzelnen Mechanismen. Dabei konnten der Anfang der Verwen-
dung und der Einfluss der Phonotaktik und der Allophonie relativ unstrittig festgesetzt
werden. Die Mechanismen der Rhythmik und der statistischen Verteilung l6sten jedoch
eine kleine Kontroverse aus, die sich nach dem jetzigen Stand der Experimente fiir die
Ubergangswahrscheinlichkeiten entscheiden diirfte.?® Saffran et al. (1996b) zeigten, dass
erwachsene Sprachlerner statistische Verteilungen dem Sprachrhythmus vorziehen. In ei-
nem weiteren Experiment (Saffran et al., 1996a) gelang ihnen der Nachweis, dass auch
acht Monate alte Babys bereits die statistischen Muster eindeutig berechnen koénnen.
Johnson und Jusczyk (2001) legten dann aber anschaulich dar, dass die prosodischen
Eigenschaften eines Lautstroms Vorrang vor statistischen Verteilungen bei acht Monate
alten Kindern geniefien. Im Vergleich zum Experiment von Saffran et al. (1996b) wiirden
sich hier die Préferenzen im Zeitverlauf vom Kleinkind- bis ins Erwachsenenalter um-
kehren. Schlieklich erwiderten Thiessen und Saffran (2003), dass sechs bis acht Monate
alte Babys die statistischen den prosodischen Informationen vorziehen.

Eine Reihe von Wissenschaftlern bestétigen, dass Prosodien, insbesondere die spezi-
ellen Betonungsmuster des Englischen, von neun — aber nicht sieben — Monate alten
Kindern zur Wortsegmentierung genutzt werden kénnen (Echols et al., 1997). Morgan

*0Diese Entwicklung ist keineswegs unstrittig. Oft wird recht unkritisch die metrische Segmentierungs-
strategie als der anfangliche Mechanismus unterstellt (vgl. z.B. Siegmiiller, 2007, 121).
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3 Theorien der Wortsegmentierung

(1996b) und auch Jusczyk et al. (1993a) hat mit sechs und neun Monate alten Babys
das gleiche Ergebnis erhalten. Fine sprachunabhéngige Studie gibt fiir neun Monate alte
Babys die Erkennung bestimmter rhythmischer Muster im Niederldndischen und Engli-
schen an.®! Das weist daraufhin, dass Babys den Unterschied zwischen jambischen und
trochédischen Mustern mit dem neunten Monat gemeistert haben. Gambell und Yang
(2005) deuten aber auf ein Zirkelschlussproblem hin, wenn man die prosodischen Eigen-
schaften als Ausgangspunkt fiir die anfingliche Lautsegmentierung nimmt:

To use the Metrical Segmentation Strategy, the learner must be able to identify the

language-specific stress pattern, for the metrical systems in the world’s languages dif-

fer considerably. This can only be achieved after the learner has accumulated a sufficient

and representative sample of words to begin with — but where do these words come from?
There appears to be a chicken and egg problem at hand. (Gambell und Yang, 2005, 4)

Johnson und Jusczyk (2001) schlagen dazu vor, das anfingliche Paralexikon®? kénnte aus
dem Aufnehmen der isoliert gesprochenen Worter einer Sprache entstehen. Allerdings
kann dies bis heute nicht experimentell nachgewiesen werden. Somit folgen die Auto-
ren ansatzweise den Gedanken von Peters (1983) und Pinker (1984). Isolierte Worter
machen in der englischen Mutter-Kind-Sprache nicht mehr als 10% von der Gesamtzahl
gesprochener Worter aus (Brent und Siskind (2001); Aslin et al. (1996); Weijer (1999));
eine Grofenordnung die ausreichend erscheint. Allerdings ist diese Hypothese®® nicht gut
begriindet. Das Problem bleibt unveridndert bestehen, denn woher soll der Sprachlerner
nur wissen, dass es sich bei einem isolierten Wort nicht um zwei oder drei Worter han-
delt, wie es beispielsweise bei I go und ago oder I do it und idiot oder isolate und I'm
so late der Fall ist. Die Beispiele zeigen bereits, dass die Wortlange keinen zuverldssigen
Anhaltspunkt geben kann. Gambell und Yang (2005) bringen deshalb die angeborenen
Sprachstrukturen als einzig verbleibende Losung ins Spiel. Die Universalgrammatik sei,
so die Autoren, die einzig mogliche Alternative zu dem Dilemma des Zirkelschlusses,
weil die Ubergangswahrscheinlichkeiten als einziges Modell, bei dem das Zirkelschluss-
problem nicht auftritt, zu viele Fehlsegmentierungen verursachen. Letztlich sprechen sie
sogar den statistischen Modellen ihre Subsistenz ab:

The fact that statistical learning does not extract words reliably, combined with the fact

that simple linguistic constraints and algebraic learning do extract words reliably, raise the

possibility that statistical learning may not be used in word segmentation at all. (Gambell
und Yang, 2005, 25)

Wie noch zu zeigen sein wird, kann mit einer einfachen sprachunabhingigen und sta-
tistisch fundierten Heuristik ein anfingliches Lautlexikon erstellt werden, das nicht den
universalgrammatischen Ansatz heranziehen muss. Im Grunde fiihrt der in Kapitel 5 ent-
wickelte Ansatz zwei bestehende Modelle — distributional reqularities (Brent und Cartw-
right, 1996) und transitional propabilities (Saffran et al. (1996a); Saffran et al. (1996b))
— zusammen. Dabei tritt weder das Zirkelschlussproblem auf, noch widerspricht es den
experimentellen Ergebnissen der Psycholinguistik oder Entwicklungspsychologie.

Slygl. dazu auch Houston et al. (2000)

52Lexikon ist hier im Sinne einer Liste mit der rein lautlichen Reprisentation zu verstehen, d.h. Bedeu-
tungen wurden der lautlichen Struktur noch nicht zugeordnet.

3Isolierte Worter werden als Ausgangspunkt einer prosodischen Regeldeduktion angenommen.
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Das Zirkelschlussproblem ist bei dieser Herangehensweise deshalb nicht von Belang,
weil kein anfiangliches Lexikon unterstellt wird. Die einzigen Annahmen sind, dass das
Kleinkind Héufigkeiten von bestimmten Lautsequenzen in Beziehung zu den Héaufig-
keiten von anderen Lautsequenzen bestimmen kann. Dies wurde in Experimenten von
Saffran et al. (1996a) und Johnson und Jusczyk (2001) gezeigt. Die Ergebnisse sind in
der Literatur nicht umstritten und sind auch aus neurobiologischer Perspektive stimmig
(Kandel (2006); Spitzer (2000); und Spitzer (2002); Ewert (1998, 94 und 209ff)). Die
Fahigkeit einer statistischen Verarbeitung tritt auch bei anderen kognitiven Prozessen
auf (Lalonde und Werker (1995); Hasher und Chromiak (1977); Saffran (2002); Saffran
(2003d); Aslin et al. (1999); Clark (2004)) und ist auch nicht auf den Menschen be-
schriinkt. (Hauser (2001, 428); Gelman und Cordes (2001)).5* Der Ansatz fult damit
ebenso auf dem neurobiologischen Prinzip des Lernens (Breitenstein und Knecht (2003,
139f); vgl. Spitzer (2002)), welches in Kurzform besagt, dass die Héufigkeit eines Rei-
zes zu einer Verstirkung der entsprechenden Synapsen und zusétzlichen dendritischen
Dornen fiihrt, damit die Signaliibertragung beschleunigt.

Wie ist dieses Modell nun aber mit den Experimenten in Einklang zu bringen?®® Ers-
tens muss man die zeitlichen Abfolgen berticksichtigen. Mit Thiessen und Saffran (2003)
sollte man annehmen diirfen, dass die Lautstromsegmentierung erst dann einsetzt, wenn
das Kind Statistiken bilden kann. Das ist zwischen dem sechsten und achten Monat mog-
lich. Johnson und Jusczyk (2001) legen fiir die Verwendung der Prosodien eine Zeitspan-
ne zwischen den siebten und neunten Monat an. Damit wére eine zeitliche Verschiebung
von einigen Wochen zur Bildung der Statistiken gegeben. Diese wiirden den Grundstein
fiir das rhythmische Muster legen und, wenn die prosodische Regel internalisiert wurde,
schlieklich zwischen dem siebenten und neunten Monat auch die vorherrschende Segmen-
tierungsstrategie sein. Eine Bevorzugung von prosodischen Eigenschaften soll also nicht
in Abrede gestellt werden. Diese tritt aber nicht zeitgleich mit der vorrangigen Bildung
von statistischen Verteilungen auf.

Erst nach dem neunten Monat beginnt das englischsprachige Kind die rhythmischen
Feinheiten seiner Muttersprache zu erlernen. Wie bereits im Kapitel 3.2.1 ausfiihrlich
dargelegt wurde, wird das trochiische Muster schon mit neun Monaten recht iiberzeu-
gend beherrscht. Die jambische Silbenbetonung kann jedoch erst mit zehneinhalb Mo-
naten richtig erkannt werden (Jusczyk et al., 1999a). Eine mogliche Erkldrung hierzu
ware, dass zwischen dem neunten und dem zehnten Monat die prosodische Regel weiter
verfeinert und aufgrund des erstellten Paralexikons richtig deduziert werden konnte.

Gerade weil das Kind noch nicht in der Lage ist, die schwach — stark / stark — schwach-
Unterscheidung zu treffen, ist es unwahrscheinlich, dass sich die Sprachlerner auch nach
dem achten Monat lediglich auf die Betonungsmuster verlassen, d.h., das erkannte Muster
tritt nun nicht hiiufig genug auf oder gerit in Konflikt.?® In diesem Fall wiirde das Kind

dygl. Massaro (1994) und Tomasello (1995, insbesondere 137f) als zusammenfassende Darstellungen
von anderen Quellen.

®5insbesondere hinsichtlich Johnson und Jusczyk (2001).

6 Beispielsweise fiir folgende Kombinationen von starken und schwachen Silben an Wortiibergéingen:
s—w / s—w / w—s / s—w-s.
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wieder auf die statistischen Verteilungen zuriickgreifen miissen. Hierbei erkennt es bald,
dass sich das Muster wiederholt. Unterstellt man lediglich die Rhythmik, so wie sie im
Englischen zutreffend ist, als universale Segmentierungsstrategie, konnten beispielsweise
franzosische Kinder wohl nicht ihre Muttersprache lernen. Sie wiirden die typischen
Anhaltspunkte dieser universalen Metrik nicht auf die Wortgrenzen von franzésischen
Wortern beziehen konnen.Die betonte starke Silbe steht in der Regel im Franzosischen
nicht am Anfang des Wortes. So wird es aber in der aus dem Englischen abgeleiteten
universalen Segmentierungsstrategie gefordert.®”

3.4 Zusammenfassung

Zuerst wurde ein restimierender Blick auf die Wortsegmentierung im Allgemeinen ge-
worfen, um grundséatzliche Mechanismen der lexikalischen Erschliefung kennenzulernen
und eine Vorstellung von den vorhandenen Modellen zu erhalten. Zum einen war dies
notwendig, um Simulationsentwiirfe auszuschliefen, welche mit den Theorien der Ers-
terwerbsforschung unvereinbar sind, und ein geeignetes Modell fiir die lexikalische Er-
schliefung im Paralexikon der Simulation auszuwihlen. Zum anderen kann man aus den
Beschreibungen abermals eine Entwicklungsrichtung der frithkindlichen Féhigkeiten er-
sehen. Die Mehrzahl der Modelle, die eine vorlexikalische Représentation unterstellen,
zeigen die Vorteile einer segmentalen Verarbeitung.

Das derzeit sehr populdare Kohortenmodell wurde in seiner urspriinglichen Formulie-
rung (Marslen-Wilson und Welsh, 1978) auch fiir die Simulation des Paralexikonab-
gleichs fiir den hiesigen Segmentierungsalgorithmus gewihlt. Es bietet den Vorteil einer
einfachen Implementation und verzichtet, zumindest in den frithen Versionen, auf Hau-
figkeitseffekte innerhalb der Kandidatenliste.?® Die Fortfiihrung des Kohortenmodells
(Marslen-Wilson und Warren, 1994) ist allerdings ungeeignet, weil unklar ist, wie genau
die Extraktion der phonetischen Eigenschaften und deren postlexikalische Bewertung
vonstattengeht. Die derzeitige algorithmische Beschreibung ist fiir eine Simulation noch
zu unspezifisch und erfordert zu viele subjektive Annahmen. Sicherlich wére auch das
NAM-Modell eine Alternative. Die schon recht komplexen Vorginge im Netzwerk und
die Verwendung von Top-down-Mechanismen sprechen jedoch dagegen. Dies trifft auch
fiir das Trace- und Shortlist-Modell zu.

Im zweiten Teil des Kapitels wurden die Segmentierungstheorien ohne anféngliches Le-
xikon, welche fiir Erstsprachlerner relevant sein diirften, repliziert und deren zugrunde
liegende Experimente ausfiihrlich beleuchtet. Lisst man die Gesamtheit der experimen-
tellen Befunde Revue passieren, fillt eine gewisse Chronologie bei der Entwicklung der
einzelnen Fiahigkeiten auf. Wie in Kapitel 3.3 ausgefiihrt, kdnnte man grob die Gene-

5"Ebenso kann man das Koreanische als Beispiel dagegen anfiihren, da im Koreanischen die Prosodie
keine lexikalische Einheit oder dhnliches spezifieren kann (Kim, 2003).

%8Dije Beriicksichtigung der Hiufigkeiten und deren positive Auswirkungen sind im BootLex-
Algorithmus (Batchelder, 2002) ausgefiihrt. Eine entsprechende Erweiterung wére also denkbar,
aber fiir das Erkenntnisziel dieser Arbeit nicht notwendig.
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Ubergangswahrscheinlichkelten

Prosodien

llophone

I
10

A 4
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Abbildung 3.3: Vereinfachte Darstellung einer méglichen Abfolge und zeitgleichen Auf-
tretens von Segmentierungsstrategien, Quelle: Eigene Darstellung

se der Segmentierungsfihigkeiten zusammenfassend skizzieren (Abbildung 3.3).>? Dazu
lasst sich festhalten, dass der Sprachlerner verschiedene Anhaltspunkte fiir die Segmen-
tierung benutzt, aber wie bereits McQueen (1998) deutlich ausfiihrt, kann keine dieser
Anhaltspunkte allein zu einem befriedigenden Ergebnis fiihren.%

Mattys et al. (1999) 16st die Frage nach dem Verhéltnis zwischen Prosodien und Pho-
notaktik. Wenn sich beide Strategien widersprechen, verlassen sich Kleinkinder eher auf
prosodische Informationen. Dabei dauert die Herausbildung von phonotaktischem Wis-
sen der Sprache auch einige Wochen lénger als die prosodische Sensibilitét (Friederici und
Wessels, 1993), die, wenn einmal mit den Wortgrenzen verkniipft, immer als vorrangiges
Instrument behandelt wird. Morgan (1994, 401) stellt den komplementéren Charakter
von Rhythmus und distributionalen Eigenschaften fiir acht Monate alte Babys, beruhend
auf Experimenten mit verdnderter Methodik, heraus. Dieses Ergebnis sagt natiirlich noch
nichts iiber die genaue Abfolge aus oder dariiber, welcher Mechanismus vorherrschend
benutzt wird. Johnson und Jusczyk (2001) und Thiessen und Saffran (2003) kldren die-
ses Ineinandergreifen von prosodischen und statistischen Segmentierungsmechanismen.
Letztlich sind die Mechanismen der allophonischen Variation mit zehn Monaten verfiig-
bar (Jusczyk et al., 1999¢). Auf diese Weise verdichten sich die einzelnen Theorien zur
Wortsegmentierung zu einem einheitlichen Theoriegebdude. Die anstehende Simulation
kann nun klaren, ob die vorgeschlagene Abfolge der iibergeordneten Theorie hinsichtlich
ihrer Informationsdichte des ersten Segmentierungsmechanismus durchfiihrbar ist. Davor
miissen allerdings die mit Experimenten abgesicherten Randbedingungen der Simulation
erlautert werden.

59Fiir eine feinere Aufschliisselung der Entwicklung von Prosodien und Ubergangswahrscheinlichkeiten
des interessierenden Zeitraums siehe Abbildung 3.2.

0Dies ist nicht zuletzt auch deshalb so, weil es Umgebungen ohne die notwendigen akustischen An-
haltspunkte gibt.
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4 Die friihkindlichen Sprachperzeptionsfihigkeiten als
Randbedingungen der Simulation

In der dieser Arbeit zugrunde liegenden Simulation wurde von fiinf kognitiven Fahig-
keiten eines sechs bis acht Monate alten Kindes ausgegangen: die Wahrnehmung von
sprachlichen Einheiten, das Erkennen von Ubergangswahrscheinlichkeiten und hochfre-
quenten Einheiten im Lautstrom, das Erinnerungsvermogen von Lautsequenzen und
Top-down-Mechanismen von mentalen Reprisentationen. Bei der Entwicklung einer Si-
mulation miissen die Annahmen und Voraussetzungen des Systems gut begriindet sein,
soll sie denn dem Anspruch einer erklarenden Theorie gerecht werden. Mochte man er-
klaren, wie die Lautsegmentierung im friihen Kindesalter funktioniert ohne dabei auf
ein Sprachmodul im Sinne der Nativisten zuriickzugreifen, dann diirfen in den Annah-
men keine ,sprachorganischen” Eigenarten untergebracht sein. Die modelltheoretischen
Annahmen der Simulation werden im folgenden Kapitel hinsichtlich ihrer empirischen
Realitat aus der Perspektive der Psycholinguistik und Entwicklungspsychologie beschrie-
ben. Es soll also gezeigt werden, dass die gemachten Annahmen tatsichlich experimentell
nachweisbar sind und deshalb als plausible Voraussetzungen in der Simulation verwen-
det werden diirfen. Zudem soll so gezeigt werden, dass in den Randbedingungen keine
sprachspezifischen Informationen enthalten sind.

Waihrend die Frage nach der Wahrnehmung von sprachlichen Einheiten eine Kontro-
verse in der Psycholinguistik ausloste, sind die restlichen Fahigkeiten in Experimenten
nachgewiesen und gaben weniger Anlass zu einer ausgeweiteten Diskussion. Deshalb wird
auf die Wahrnehmung der sprachlichen Einheiten detaillierter eingegangen, um Ent-
wicklung und kontroverse Standpunkte besser beurteilen zukénnen. Ein zweiter Grund
fiir eine umfassendere Beschreibung der Wahrnehmungsfihigkeiten sprachlicher Einhei-
ten ist der, dass die Gefahr bestehen wiirde, von einer widerspriichlichen Annahme im
Modell auszugehen wie z.B. eine perfekte Silbifizierung des Sprachinput (Gambell und
Yang (2005) oder Swingley (2005)!). Unterstellt man niamlich hier schon hoher geord-
nete Einheiten, welche auf eine sprachliche Hierarchie zuriickzufiihren sind, steht die
Frage im Raum, wie diese Einheiten iiberhaupt mit allgemeinen kognitiven Fahigkei-
ten wahrgenommen werden kénnen oder ob nicht dann die hierarchische Struktur der
Spracheinheiten, wie in einem z-bar-Schema, genetisch kodiert sein miisste.?

!Hinsichtlich seines Erkenntniszieles mag diese Vorgehensweise vertretbar. Swingley modifizierte in der
zweiten Simulation den Silbifizierungsalgorithmus der Korpora moglicherweise deshalb, weil er nicht
erkldaren konnte, wie ein fehlerfreier silbifizierter Korpus in der Realitéit des Kindes als Sprachinput
zustande kommen kann. Er widmet dieser Problematik immerhin eine Seite, auf der er aber nicht
auf die wirklichen Widerspriiche eines silbifizierten Inputs hinsichtlich der Sprachenvielfalt eingeht.

2Vgl. Vroomen et al. (1998) fiir ein SRN zur Silbifizierung eines Sprachstroms auf Grundlage der
Sonoritat der Phoneme, welches ,,...regarding the syllabic struture were far from perfect (217).
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4.1 Wahrnehmung von sprachlichen Einheiten

Eine intensive Auseinandersetzung mit dem Thema der kleinsten mentalen Reprisenta-
tionseinheiten bei der Sprachperzeption?® ist fiir die Gesamtkonzeption der Arbeit uner-
ldsslich, weil zuerst geklirt sein muss, von was denn eine ,Statistik errechnet werden
soll. An dieser Stelle muss geklart werden, was die Grundlage der Kalkulationen der klei-
nen Sprachlerner ist. Sollen die einzelnen Phoneme als Reprisentationen der Sprache,
die Silben oder Einheiten irgendwo dazwischen verwendet werden?*

Die erste Frage, die bei der vorliegenden Modellentwicklung fiir bedingte Wahrschein-
lichkeiten auftritt, lduft also auf die grundlegende Einheit einer statistischen Berechnung
hinaus. Von welchen Einheiten soll eine Statistik erstellt werden? Erwartungsgemaf fin-
det die empiristisch-rationalistische Debatte auch hier ihren Niederschlag. So stehen sich
Phonetiker und formale Phonologen gegeniiber, konzentrieren sich allerdings auf unter-
schiedliche Entwicklungsstufen des Kindes. Erstere bevorzugen die frithe Entwicklung
und iiberlassen den Rationalisten das Feld ab einem Alter von zwei Jahren (vgl. Macken,
1995). Letztlich gibt es genug Hinweise, dass Sprache sowohl erlernte als auch angeboh-
rene Eigenschaften hat (vgl. Macken, 1995, 672). Hierin spiegelt sich abermals die im
Kapitel 2 angerissene Diskussion wider. Im Hinblick auf die psychologische Plausibilitét,
die im hiesigen Modell angestrebt wird, muss diese Frage in die Sprachentwicklungsfor-
schung iibergeleitet werden. Es hingt also davon ab, welche Einheit das Kleinkind als
Représentationsschablone verwendet. In der Sprachentwicklungsforschung ist dies trotz
intensiver Bemiihungen fiir die frithe Sprachperzeption bislang ungeklirt (vgl. Goldinger
und Azuma, 2003, 307). Trotz einer Reihe von unterschiedlichen Reprisentationsmo-

3Um begriffliche Interferenzen zwischen dhnlichen Fragestellungen zu vermeiden, sei hier explizit dar-
auf hingewiesen, dass die Verwendung des Ausdrucks der mentalen Reprasentationseinheiten nicht
mit der Idee der Mental-Imagery-Debatte in Zusammenhang steht, zumindest nicht direkt. Repré-
sentationseinheiten sind hier im Sinne von kleinsten Wahrnehmungseinheiten (minimal perceptual
units) zu verstehen, die zur Lautsegmentierung verwendet werden. Sie sind also nicht als abstrakte
Konzeptvorstellungen fiir semantische Bilder und deren mentale Verkniipfungen auszulegen.

1Auch die Vorstellung phrasaler linguistischer Einheiten wurde in die Debatte eingebracht (Peters
(1983) oder Hirsh-Pasek et al. (1987)). Peters stellt die These auf, dass Kleinkinder speech formulas
(2) verwenden. Das sind satzéhnliche Fragmente, welche als abgeschlossene Einheiten aufgenommen
werden. Da wir die kleinsten Spracheinheiten aus Sicht der Erwachsenenlogik betrachten, verfehlten
wir die Ausgangslage der Kleinkinder zu beriicksichtigen. Als Erklarung schldgt Peters die Gestalt-
theorie in Kombination mit anderen analytischen Ansétzen vor. Thre Beobachtungen stiitzen sich
aber hauptsichlich auf Kinder, die bereits Auferungen produzieren kénnen. Ab diesem Zeitpunkt ist
die kognitive Entwicklung des Kindes jedoch unzweifelhaft weiter fortgeschritten und die Anfiinge
der semantischen Zuordnung zur lautlichen Gestalt ist in vollem Gang. Offensichtlich ist ihre Auffas-
sung der minimal units of speech doch etwas weit reichender. Wie sonst wiirde man erkldren kénnen,
dass Kleinkinder doch die lautliche Erscheinung kleinerer Einheiten sehr wohl unterscheiden kénnen.
Genau die richtigen Diskriminierungen dieser Einheiten sind aber wichtig. Folgt man ndmlich der
Auffassung, dass das mentale Lexikon in worterdhnlichen Eintrégen organisiert ist, dann miissen die
sublexikalischen Einheiten kleiner als das Wort selbst sein (vgl. Frauenfelder und Floccia, 1999, 4).
Wire das Wort allerdings selbst eine Segmentierungseinheit, wiirde das Segmentierungsproblem gar
nicht bestehen kdnnen.
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dellen kann man aus der Literatur der letzten 40 Jahre entnehmen,” dass der Disput
sich nunmehr auf die Silbe und das Phonem als grundlegende Wahrnehmungseinheiten
beschrankt.

Fiir die Erorterung der Frage, welche Représentationseinheiten in der Statistik von
den Kleinkindern verwendet werden, ist eine allein auf das Kind gerichtete Untersuchung
zu eng gefasst. Zum einen sind die methodischen Grundlagen der Experimente einge-
schrinkter als bei Erwachsenen und zum anderen kénnen bei experimentellen Fehlern,
die bei bestimmten Anordnungen hin und wieder vorkommen, bei Erwachsenen leichter
iiberpriift beziehungsweise ausgeschlossen werden. Derartige Experimente braucht man
dann nicht fiir Kleinkinder zu modifizieren. Die Betrachtung des Gesamtzusammenhan-
ges ermoglicht es dann, die Validitdt der Ergebnisse zu verfeinern (vgl. Dietrich, 2007,
92).

Einen weiteren Vorteil einer breiter angelegten Diskussion gewinnt man zudem durch
die Entwicklungsrichtung des Phénomens (vgl. Nusbaum und Goodman, 1994, 308ff).
Unter der Annahme einer fehlerfreien empirischen Untersuchung erfihrt man, ob die
mentalen Représentationen bei Erwachsenen und Kindern, gleich oder verschieden sind.
Bei Gleichheit kann man die Ergebnisse der Sauglingsstudien in lineare Entwicklungsmo-
delle, die bis ins Erwachsenenalter reichen, integrieren. Lineare Entwicklungen, erlauben
die Féahigkeiten von Erwachsenen auf die der Kinder riickzuschlieffen. Sind die mentalen
Représentationen jedoch verschieden und weisen keine offensichtlichen Zusammenhinge
zu denen von Erwachsenen auf, muss iiberlegt werden, wie das Kind seine mentalen Re-
préasentationen im Zeitverlauf moglicherweise dndern wird. Kennt man die Phinomene,
welche die Sprachentwicklung beim Kind bestimmen, kénnen widerspriichliche Entwick-
lungsszenarien im Vorfeld ausgeschlossen werden.® Aus diesem Grund achtet man in der
psycholinguistischen Forschung streng auf die Vereinbarkeit zwischen den Ergebnissen
der Spracherwerbsforschung und den experimentellen Voraussetzungen, die bei Erwach-
senen unterstellt werden.

According to one major psycholinguistic constraint on theory construction, the processing

mechanisms postulated in adults should be tied to acquisition mechanisms in infants.
(Frauenfelder und Floccia, 1999, 28)

Mithin erscheint es also sinnvoll, einen Abriss iiber die Forschungsergebnisse von Er-
wachsenen und Kleinkindern zu geben, um anhand dessen einen Einblick in die Problem-

5Seit dem Aufsatz von Eimas et al. (1971), vgl. auch Pisoni (1981) als eine Zusammenfassung der bis
dahin 30 jdhrigen Forschung zur Sprachwahrnehmung.

6Das Erlernen des englischen Priteritums beispielsweise verlduft gemessen an der Bildung korrek-
ter Vergangenheitsformen im Zeitverlauf nicht linear, da es nach dem Erlernen der Bildungsregel
erst noch die Unterscheidung zwischen unregelméfiigen und regelméfiigen Verben erkennen muss.
Auf diese Weise ergeben sich unterschiedliche Richtungsvektoren fiir die Entwicklung der Vergan-
genheitsform. Mit einem Jahr konnte das Kleinkind mit go alle Zeitformen des Vorgangs ,gehen‘
umschreiben. Wenige Monate darauf weiss es die Vergangenheit dieses Vorgangs mit went zu kenn-
zeichnen. Bald lernt es aber die Bildungsregel des englischen Priteritums und wird mit vielleicht
drei Jahren plotzlich goed hervorbringen. Meist noch innerhalb eines Jahres bemerkt das Kind aber
die Ausnahmen zu unterscheiden und sagt von da an wieder went. Der Lernprozess bei Erwachsenen,
welche Englisch als Zweitsprache erwerben, verlauft grundsitzlich anders.
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stellung zu erhalten und einen plausiblen Schluss fiir eine modelltheoretische Annahme
zu ermoglichen.”

Die Vorgehensweise in diesem Unterkapitel sei wie folgt gegliedert: Zuerst wird eine
Darstellung iiber die relevante Forschung der Représentationseinheiten im Allgemeinen
gegeben. Darauf aufbauend kann der Fokus zur Forschung der friihkindlichen Wahrneh-
mungsfihigkeiten fiir kleinste linguistische Einheiten iiberschwenken. Letztlich wird aus
den so gewonnenen Erkenntnissen, die beste Wahl einer Reprasentationseinheit fiir die
anstehende Simulation getroffen.

4.1.1 Wahrnehmung linguistischer Einheiten im Allgemeinen

Eine tiefer gehende Diskussion wird hier mit den Erkenntnissen des letzten Drittels des
vergangen Jahrhunderts beginnen.® Die seitdem verwendeten Methoden messen, von we-

TJakobson (1972) beziehungsweise (1968) und ihm folgend eine Reihe weiterer Vertreter der starken
Gleichheitsthese (Strong Identity Thesis) vertreten die Ansicht, ,,...that both children and adults
create such sound patterns independently because they possess the same physical phonetic appara-
tus* (Macken, 1995, 675). Dies klért zwar nicht eine eventuelle Gleichheit der mentalen Représenta-
tionen in frithkindlichen und erwachsenen Gehirnen und damit die Ubertragbarkeit der Ergebnisse
aus Untersuchungen mit Erwachsenen, die aufgrund der breiteren Palette an experimentellen Anord-
nungen grofere Validitét der Ergebnisse aufweisen, aber es gibt zumindest Anlass, die Moglichkeit,
dass die mentalen Reprisentationen bei Kindern und Erwachsenen gleich sind, nicht auszuschliefsen.
Dehaene-Lambertz und Gliga (2004) argumentieren in diesem Sinne ,,...that infants have access at
the beginning of life to phonemic representations, which are modified without training or implicit
instruction, but by the statistical distribution of speech input in order to converge to the native
phonemic categories. (1375). Ein #hnliches Ergebnis ist schon in Dehaene-Lambertz und Baillet
(1998) fiir drei bis vier Monate alte englische und franzosische Babys bestétigt wurden.

8Sicherlich lisst sich die Problematik schon davor mehr oder weniger genau thematisieren oder in
abgewandelter, philosophisch abstrakter Form wiederfinden. Die hier vorgeschlagene zeitliche Fest-
setzung ist dennoch nicht willkiirlich getroffen. Erstens hat sich die Psycholinguistik seit dieser Zeit
vom Einfluss der generativen Transformationsgrammatik emanzipiert und tritt in eine neutrale, von
Knobloch (2003, 16) implizierte, fiinfte Entwicklungsphase ein. Ein zweiter Grund besteht in der
wissenschaftshistorischen Bedeutung der Psycholinguistik fiir diese Zeit. Die experimentelle Psycho-
linguistik betont im Nachhinein ihre bereits linger als hundertjdhrige Tradition der empirischen
Arbeit seit Broca, Wernicke und Wundt. Obwohl es natiirlich bei Broca und Wernicke auch um
sprachpsychologische Erkenntnisgewinne ging, ordnet man diese Ergebnisse gewohnlich doch noch
der angewandten Psychologie zu, da sich die Psycholinguistik, wenn iiberhaupt als solche identifi-
ziert, als reines Teilgebiet der Psychologie, die ebenfalls noch in den Kinderschuhen steckte, oder
gar der Medizin beziehungsweise Physiologie verstand. Drittens erlaubten technische Neuerungen
weitergehende Erkenntnisse. Die Reaktionszeitmessung ist eine der dltesten Verfahren (Scharlau
et al., 2003, 190), die in psychologischen Experimenten Anwendung fand. Spezielle Verfahren fiir die
Sprachperzeption (wie das Tonband, der Spektrograph oder der Synthesizer), entstanden aber erst
im oder nach dem zweiten Weltkrieg und fanden in der universitdren Forschung erst in den 50er und
60er Jahren allgemeine Verbreitung (vgl. Fischer-Jgrgensen, 1961, 116ff); sicher auch, um die be-
havioristischen Gedanken experimentell vorzufiihren. Letztendlich dankt die Psycholinguistik einen
Grofsteil ihrer Eigenstindigkeit der kognitiven Revolution, die sich spétestens in den 70er Jahren
vollzogen hatte, und sich unter dem Druck zweier gegenteiliger Theorien, als eine brauchbare Zweck-
wissenschaft emanzipierte. Sicherlich nicht ganz zuféllig finden sich seitdem auch in der Linguistik
experimentelle Vorgehensweisen (vgl. Sichelschmidt und Carbone, 2003, 115). Genau in dieser Zeit
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nigen Ausnahmen in jiingster Vergangenheit abgesehen, die interessierenden Sachverhal-
te auf indirektem Weg.? Die Folge davon ist der relativ groRe Interpretationsspielraum,
den die Ergebnisse gestatten. Es kann demnach keine, im naturwissenschaftlichen Sinne,
eindeutige Losung geben.'® Mit einer angemessenen Abwigung aus der Qualitiit der vor-
gebrachten Argumente und unter Beriicksichtigung des wissenschaftlichen Umfeldes wird
sich aber dennoch eine Tendenz zur Wahrheit finden lassen. Es geht also in erster Linie
um eine tendenzielle Sympathienahme fiir eine Theorie, die nicht willkiirlich, sondern
durch die sorgfiltige Beachtung der als relevant erachteten Einflussfaktoren geschieht.

Im Zuge der universalgrammatischen Einfliisse, die sich spéatestens seit Chomsky und
Halle (1968)'" auch auf die phonetischen und phonologischen Modelle ausbreiten sollten,
untersuchten Foss und Lynch (1969), wie sich die Reaktionszeit der Phonemerkennung
in Abhéngigkeit von der Komplexitit der umgebenden Oberflichenstruktur verhilt. Sie
fanden heraus, dass die Reaktionszeiten fiir ein bestimmtes Phonem in rechtsverzweigen-
den Satzen kleiner ist als in den komplexeren selbsteingebetteten Konstruktionen. Zur

konnte man erstmals die experimentelle Methodik zur Datenerhebung bei Sduglingen so modifi-
zieren (von Eimas et al. (1971) vorgestellt), dass die Ergebnisse wissenschaftlich nutzbar waren,
also auch replizierbar und valide. Im letzten Drittel des vergangenen Jahrhunderts treffen also zwei
wichtige Faktoren aufeinander. Einmal die positive Neuausrichtung der linguistischen Wissenschaft
und zweitens eine sprichwortliche Explosion an psycholinguistischen Fragestellungen, die gerade im
Bereich der akustischen Sprachperzeption nicht mehr nur auf Reaktionszeitmessungen beschrinkt
blieben, sondern ein breiteres Spektrum an wissenschaftlichen Instrumentarien zur Verfiigung hat-
ten, wie beispielsweise die Fihigkeit der genauen experimentellen Uberpriifung der Phinomene des
frithkindlichen Spracherwerbs. Das gestiegene Interesse an der Sprachpsychologie l&dsst sich schon
allein an dem gestiegenen internationalen Interesse erkennen, welches insbesondere in Europa erste
psycholinguistische Forschungen vorantrieb (vgl. Knobloch, 2003, 27). Vor diesem Hintergrund ist
der gewéhlte Zeitpunkt als Themeneinstieg zu verstehen (siehe auch Harnish, 2002, 1).

90ft wird speziell im Zusammenhang mit den phonetischen Reprisentationen auf die Arbeit von Ja-
kobson (1972) verwiesen. Sicherlich auch vor dem Hintergrund seiner Vielsprachlichkeit hat er das
Phonem als grundlegende Spracheinheit nicht in Frage stellen konnen, bedenkt man die unterschied-
lichen Silbensysteme des Tschechischen und des Franzosischen. Nur kurz schneidet er die Frage nach
der Strukturzusammensetzung hoherer Spracheinheiten an (84ff) und fiihrt sie im Wesentlichen auf
das Phonem zuriick. Schon in dem wenige Jahre zuvor erschienenen Biichlein (Jakobson et al., 1967)
widmet sich Jakobson der Phonemanalyse. Wenn auch nicht in Bezug zum Erstspracherwerb, so
werden doch die Priferenzen der Autoren deutlich, wie die Sprache analysiert werden miisste (S.
1ff). Stellt man hier noch einen Zusammenhang mit der Jakobsonschen strong identity thesis, die zu
diesem Zeitpunkt schon gut formuliert war, her, kann kaum mehr Zweifel an der Haltung Jakobsons
zu den grundlegenden Repréisentationseinheiten erhoben werden.

10Natiirlich kdnnten in wenigen Jahren die technischen Entwicklungen soweit gediehen sein, dass auch
direkte Nachweise mittels bildgebender und elektrophysiologischer Verfahren gelingen und Einblicke
in die sprachverarbeitenden Regionen des Gehirns geben. Erst damit konnte der direkte Beweis
gefithrt werden und die Debatte der kleinsten Reprisentationseinheiten beendet werden. Da aber
unklar bleibt, zu welchem Zeitpunkt diese Verfahren zu dieser Reife gelangen, steht es sicherlich im
Interesse des schnelleren Erkenntnisgewinns eines jeden Forschers auch mittels indirekter Methoden
die Geheimnisse unserer Welt zu liiften.

HSiehe aber auch schon Halle (1956, 510) oder Licklider (1952, 590). In beiden Quellen wird eine
Sequenz von Phonemen als Repriisentationsform eines Wortes vorausgesetzt. Vgl. zudem Fitzpatrick
und Wheeldon (2000, 137) sowie Lahiri und Marslen-Wilson (1991, 248) und als Gegenargument die
Studie von Morais et al. (1979).
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Erklirung nahmen die Wissenschaftler an, dass alle linguistischen Ebenen bis hin zur
Tiefenstruktur analysiert werden und folglich bei komplexeren Sdtzen mehr Zeit anfaillt
(time-sharing hypothesis).

Wenig spéter ermittelten dann Savin und Bever (1970) in einer experimentellen An-
ordnung die Reaktionszeit zur Erkennung von Silben und Phonemen bei Erwachsenen.
Sie verwenden dabei ausschlieflich einsilbige Kunstworter der Form CVC!? (baeb oder
saeb). Die Reaktionszeiten fiir die Erkennung fiir Silben lagen weit unter denen der
Phoneme, was als Motiv fiir die Silbe als Perzeptionseinheit gewertet wurde. Um einen
offensichtlichen Widerspruch mit der Morphologie, die Bildung des Plurals im Englischen
mit /s/ oder /z/ beispielsweise, zu vermeiden, erkldrten sie ,that phonemes are percei-
ved only by an analysis of already perceived syllables* (300). Weiterhin erachten Savin
und Bever die Phoneme ,neither perceptual nor articulatory®, sondern als ,psychological
entities of a nonsensory, nonmotor kind“ (301), daher gelten sie als abstrakte Einheiten.
Dies implizierte allerdings, dass die Silben als real angesehen werden mussten.

Kritik an der methodischen Vorgehensweise von Savin und Bever (1970) iibten Foss
und Swinney (1973) und kurz darauf McNeill und Lindig (1973). Foss und Swinney
(1973) zeigten, dass zweisilbige Zielworter schneller entdeckt wurden als deren Anfangs-
silbe und diese wiederum schneller als die Anfangsphoneme dieser Silbe. Aufgrund der
umgekehrten Proportionalitidt zwischen Reaktionszeit und Silben- beziehungsweise Pho-
nemanzahl schliefen die Autoren, dass die alt bewdhrte Reaktionszeitmessung nur be-
grenzte Aussagen iiber dieses Problemfeld erlaubt. So waren die Reaktionszeiten zur Er-
kennung der Silben nur halb so kurz wie deren akustische Prasentation, was zumindest
auf iiberlagerte Effekte hinweist. Zur Losung des Problems schlagen sie eine Unterschei-
dung zwischen identification und perception (254) fiir die Représentationseinheiten vor,
wobei die Identifikation des Phonems direkt erfolgen miisse, aber gréfere Einheiten im-
mer weiter in ihre Bestandteile heruntergebrochen werden. Damit &ndert Donald Foss
seine Auffassung, die er noch einige Jahre zuvor vertreten hatte (Foss und Lynch, 1969).
Natiirlich gestehen die Autoren den abstrakten Charakter der Phoneme ein, bestehen
aber gleichzeitig auf der abstrakten Natur der Silben.'? Zudem lassen die Ergebnisse den
Schluss zu, dass zuerst ein lexikalischer Abgleich erfolgt und erst dann die phonologische
Verarbeitung eintritt. Sie weisen zusétzlich darauf hin, dass ,the representation of the
input in terms of phonetic syllables will be very uneconomical® (247). Dieses Argument,
auch als Occam’s Razor bekannt, sagt zwar erst einmal nichts iiber die psychologische
Richtigkeit aus, aber angesichts besserer Alternativen, ndmlich der Reprisentation von
etwa 40 bis 50 abstrakten Phonemen, fillt es schwer, die rechenaufwendigen Reprisen-
tationen in Tausenden von Silben vorzustellen.'*

12C = consonant — Konsonant und V = wowel = Vokal.

13Diesen Punkt hat wenig spiter auch Studdert-Kennedy (1974, 2366) noch einmal betont und dabei
die Abstraktheit der Silben unterstiitzt.

“4Wickelgren (1969) vertritt die Auffassung, dass Phoneme als abstrakte Einheiten iiberhaupt nicht
existieren, sondern Produkte unserer geistigen Vorstellung sind. In der neuronalen Realitét existiert
nur eine Vielzahl an Allophonen, die er auf 106 interne Représentationen schiitzt — eine Zahl, die er
Im Vergleich zur Gesamtzahl der Reprasentationen (1010) als unvernachléssighar impliziert.
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Noch deutlicher legen die Ergebnisse von McNeill und Lindig (1973) das Defizit der
Reaktionszeitmessung offen. Eine erste Verzerrung wiirde auf jeden Fall auftreten, weil
die Listen von Savin und Bever (1970)) lediglich aus Silben bestiinden. Diese Korrelation
belegten sie, indem sie Listen mit Einheiten unterschiedlicher Lange prisentierten. Ein
ganzer Satz wurde schneller erkannt als eine darin enthaltene Phrase, die wiederum
schneller als ein Wort und in gleicher Weise Silben und Phoneme. Damit ist klar, dass
die Reaktionszeit nichts iiber die Reprasentation der linguistischen Einheiten aussagt.

Healy und Cutting (1976) schlagen verséhnliche To6ne an. Sie rdumen den Silben wie
auch den Phonemen in gleicher Weise ihre Figenschaft als grundlegende Reprisenta-
tionseinheit ein. Wie auch schon McNeill und Lindig (1973) beobachteten Healy und
Cutting, dass sich die Reaktionszeiten in Abhéngigkeit von den présentierten Listen &n-
derten. Folglich fiihrten sie Experimente mit heterogenen Listen durch, die Phoneme wie
auch Silben beinhalteten. Phoneme und Silben waren so geordnet, dass einmal Phoneme
und zum anderen Silben einfacher zu identifizieren waren. Wie man anhand der Listen
voraussagen konnte, dnderten sich auch tatsdchlich die Reaktionszeiten. In einer Liste
wurden die Phoneme schneller erkannt und in der anderen Liste die Silben.

Morton und Long (1976) interpretierten dann noch einmal die Ergebnisse von (Foss
und Lynch, 1969) entsprechend ihrem derzeitigen Kenntnisstand um. Sie fiithrten die
Unterschiede in den Reaktionszeiten im Wesentlichen auf die Vorhersagbarkeit des Wor-
tes zuriick, indem das Phonem enthalten ist. Ist die Ubergangswahrscheinlichkeit vom
Vorgéngerwort grok, so verringert sich die Erkennungszeit bei konstanter Silbenzahl und
gleicher Vorkommenshaufigkeit der betreffenden Wérter. So werden in ihrem Satz, ,,At
the sink she washed a ..., thinking of the time when she was younger* plate und pan
eingesetzt und die Zeiten gemessen, wie lange gebraucht wird, das Phonem /p/ zu erken-
nen. Hangen die Reaktionszeiten vom Wort ab, dann muss das Wort die Einheit sein, wie
auch McNeill und Lindig (1973) oder Foss und Swinney (1973, 48) zustimmen wiirden.
, The present results rule out this possibility for a model in which word recognition and
phoneme detection are independent®.

Diese Interpretationen stehen noch ganz im Geiste von Chomsky und Halle (1968,
7ff und 24ff), die annahmen, dass der Horer phonologische Reprisentationen bildet und
nicht auf die phonetischen Spezifika reagiert. Foss und Blank (1980) zeigten nun aller-
dings, dass der Horer durchaus eine duale Strategie verfolgen kann. Sie unterschieden
zunéchst zwischen den beiden Reprisentationsformen, einem phonetischen und einem
phonologischen Code. Ersterer ist prilexikalisch und wird vor dem lexikalischen Ab-
gleich erkannt. Letzterer ist postlexikalisch, d.h. hier erfolgt zuerst ein Zugriff auf das
mentale Lexikon. Die Autoren zeigten nun experimentell, dass die Reaktionszeiten des
Zielphonems deutlich kleiner sind als die Dauer des Wortes, in welchem das Phonem am
Anfang enthalten ist. Dies gilt auch fiir Kunstworter, die ja nicht im Lexikon enthalten
sein konnen. Die Reaktionszeit dnderte sich nicht in Abhéngigkeit von der Vorkommens-
haufigkeit der Worter. Allerdings iibersteigen die Reaktionszeiten der Phoneme die ihrer
Worter, wenn das Vorgingerwort ein Kunstwort ist oder die Ubergangswahrscheinlich-
keiten im Sinne von Morton und Long (1976) geindert werden. Im ersten Fall kénnen die
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Probanden die Wortgrenze nicht eindeutig festlegen und greifen deshalb auf das Lexikon
zuriick. Der zweite Fall ist in Ubereinstimmung mit Morton (1969) auf die Vorhersag-
barkeit zuriickzufiihren. Alle Ergebnisse dieser Experimentenreihe lassen sich schliefilich
mit der Dual-Code-Hypothese erkliren: Ist die phonetische Représentation nicht eindeu-
tig, erfolgt eine Uberpriifung mit den lexikalischen Eintriigen, die in Ubereinstimmung
mit den phonologischen Regeln eindeutig bestimmt werden. Ansonsten erfolgt eine di-
rekte phonetische Identifikation. Nur knapp drei Jahre danach nimmt Foss (Foss und
Gernsbacher, 1983) von seinem urspriinglichen Vorschlag dualer Codices abermals Ab-
stand. Aufgrund der unerwarteten Ergebnisse der Experimente schreiben die Autoren,
fast schon iiberraschend ehrlich, der reinen vorlexikalischen Représentation die hohere
Wahrscheinlichkeit zu. Allerdings lassen auch ihre Ergebnisse noch keinen eindeutigen
Schluss fiir eine bestimmte Reprisentationsform zu. Sie geben fiir den Fall einer CV-
Silbe als Reprasentationseinheit jedoch zu bedenken, dass sich diese sehr schnell in ihre
phonemischen Bestandteile zerlegen lassen miisse (vgl. Foss und Gernsbacher, 1983, 631).

Einen entscheidenden Beitrag zur Diskussion der grundlegenden linguistischen Ein-
heiten haben Mehler et al. (1981), Cutler et al. (1983) und Cutler et al. (1986) geleistet.
Seitdem kann eine sprachspezifische Unterscheidung zwischen dem Englischen und dem
Franzosischen hinsichtlich ihrer Reprisentationseinheiten getroffen werden.'® Zunichst
entdeckten Mehler et al. (1981), dass franzosische Sprecher die Silbe als Segmentierungs-
einheit verwenden. Wenn eine CV-Silbe in einem CV-CVC-Wort erkannt werden sollte
(wie ba in balance), reagierten die Probanden signifikant schneller als wenn ein CVC-
CVC-Wort (wie z.B. balcon) vorgegeben wurde. Das umgekehrte Resultat erhielten die
Wissenschaftler bei Verwendung einer CVC-Silbe (wie z.B. bal) als Vergleichseinheit.
Die Silbe wurde deshalb als kleinste Repriisentationseinheit verkiindet.!® In einer weite-
ren Reihe von Experimenten sollte dies auch fiir Sprecher des Englischen gezeigt werden
(Cutler et al., 1983). Es stellte sich jedoch heraus, dass englische Sprecher, die Silbe
nicht als Segmentierungsraster nutzten. Bei letzteren konnte kein statistisch signifikan-
ter Zeitunterschied gemessen werden. Die Autoren hielten damit fest:

We conclude, therefore, that the syllabification strategy is characteristic of listeners rather
than of stimulus language. (Cutler et al., 1983, 169)

1986 folgte dazu ein weiteres Experiment (Cutler et al., 1986), welches die bereits vorhan-
denen Ergebnisse zweifellos bestétigte. Franzosische Sprecher teilten franzosische sowie
auch englische Worter nach dem franzdsischen Silbenmuster auf. Bei den englischen
Probanden konnte sich das weder fiir franzdsische noch fiir englische Worter feststellen
lassen.

Treiman (1983) stellt die Frage nach der internen Struktur der Silbe.Eine Silbe darf
nicht als reine Abfolge von Phonemen gewertet werden, weil sie eine interne Struktur
aufweist, die eine Analyse hoherer Verarbeitungsmechanismen erfordert. Sie verwendet
JWortspiele,“ bei denen die Probanden durch Regelinduktion die Losung des Spiels her-
beifiihren konnten. Diese Methode ist sicher nicht unstrittig, da anhand des prasentierten

15Erst spéter dehnte man diese Unterteilung auch auf das Japanische aus (Cutler, 1994).
16yol. Segui (1984), Segui et al. (1995), Segui et al. (2001).
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Materials bereits eine bestimmte Regelauswahl vorgegeben wird. Trotzdem werden ihre
Ergebnisse oft als Untermauerung fiir die Silbe als Perzeptionseinheit herangezogen. Die
Wortspiele gaben fiir die Autorin Anlass, eine interne Struktur der Silbe anzunehmen,
die auch als mentale Représentation existent sei. Die Struktur der Silbe liefe sich zu-
mindest in Silbenkopf und -reim begriinden. Offen bleibt allerdings, ob sich der Reim
nochmals hierarchisch in Kern und Koda teilen ldsst.

[t]he syllable structure .. .suggests that a hierarchy of units is involved, including syllables,

phonemes, and intrasyllabic units such as onset and rimes. That is, there exist units
intermediate between the syllable and the phoneme-units. (Treiman, 1983, 73)

Letzteres, so Treiman, miisse in einer Theorie der Sprachperzeption beriicksichtigt wer-
den.

Pisoni und Luce (1987) geben in ihrer state of affairs zu erkennen, dass die Frage
nach der linguistischen Einheit falsch beantwortet wird. Es gibt nicht nur eine Einheit,
sondern eine von der Aufgabe beziehungsweise von der Situation abhingige Einheit.
Des Weiteren behalten sie die vier Phasen auditory, phonetic, phonological und lezical,
syntactic, semantic von Studdert-Kennedy (1974) bei, fiigen aber noch eine Vorstufe,
die peripheral auditory analysis, hinzu. Wéhrend der Echtzeitanalyse des Signals (peri-
pheral auditory analysis) sind Einheiten wie die Phoneme eher unwahrscheinlich, da die
fehlende direkte Beziehung (one-to-one-relation) zwischen dem Sprachsignal und einer
Einheit nicht zu bestimmen ist. Hier sind kontextsensitive Diphone (Spektra) vielver-
sprechender. Fiir die nachgelagerte akustisch-phonetische Analyse ist eine phonetische
Matrix (Chomsky und Halle, 1968) vorteilhaft. Letztlich sind aber segmentale Repréisen-
tationen unerlésslich fiir die Sprachperzeption. Im Grunde werden dazu Muster aus dem
urspriinglichen Signal (peripheral auditory analysis) generiert und auf héheren Ebenen
zu diskreten Einheiten weiterverarbeitet.!”

Ein spéterer Aufsatz (Norris und Cutler, 1988) legte eine weitere Unzulénglichkeit
in der bis dato verwendeten Methodik offen. Insbesondere geht es um die Problematik,
was genau mit der Reaktionszeit gemessen wird. Einmal mehr entfachen (Norris und
Cutler, 1988) die Diskussion, welche auch schon bei Savin und Bever (1970), Foss und
Swinney (1973) oder McNeill und Lindig (1973) unterschwellig anklang, von Foss und
Swinney (1973) letztendlich nicht iiberzeugend widerlegt werden konnte. Andert man das
Stimulusmaterial auf die eine oder andere Weise, so treten derart gegensitzliche Reak-
tionszeiten auf, dass man zu dem Schluss kommen muss: ,,. .. that faster detection times
for syllables than for phonemes are completely artifactual“ (Norris und Cutler, 1988,
542). Die Autoren fiihren als Losung eine Reihe sogenannter foils ein. Beispielsweise
diirfen keine Einheiten des dargebotenen Materials mit der Zieleinheit ginzlich tiber-
einstimmen. Nur eine Einheit weist eine hohe Ahnlichkeit auf. Dieses Verfahren wiirde
sicherstellen, dass sowohl Silben als auch Phoneme gleichermafen von den Versuchsper-
sonen analysiert wiirden und keine Entscheidung aufgrund einer Teilanalyse getroffen

'"Harris und Lindsey (1993) sind dabei der gegenteiligen Ansicht. Sie legen dar, dass was wir zu héren
glauben, bereits eine phonologische Reprisentation ist. Der menschliche auditive Perzeptionsapparat
sei nicht in der Lage eine phonetische Représenation in ihrer Vollstindigkeit aufzunehmen, sondern
nur gefilterte Informationen, welche dann als ,elementare Muster weiterverarbeitet werden.
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werden konne. Mit dieser neuen Methodik werden nun Phoneme schneller erkannt als
Silben.

Ein weiterer Hinweis fiir eine phonemische Kodierung wird durch den Befund von
Miller und Dexter (1988) gegeben. Sie zeigten, dass bei variierendem Sprechtempo in
einsilbigen Wort- und Nichtwortpaaren, die sich nur im Stimmtoneinsatz des ersten Kon-
sonanten unterscheiden (beef /peef oder beace/peace), ausreicht, das erste phonetische
Segment zu entschliisseln. Dieses Ergebnis spricht wieder gegen die Silbe als processing
unit.

Pitt et al. (1990) unterstellen, wenn auch nicht in direkter Erwihnung, eine linea-
re Abfolge von Phonemketten — auch wenn dadurch eine Struktur entsteht, wie sie
von Treiman (1983) abgelehnt wurde, weil sie wahrscheinlich von der Moglichkeit ei-
ner phonetisch-phonologischen Wahrnehmungseinheit im Voraus iiberzeugt sind. In drei
Experimenten verfolgen sie das Ziel, die Aufmerksamkeit ihrer Probanden auf bestimmte
Phoneme innerhalb einer Silbenstruktur wihrend der Sprachverarbeitung zu lenken. Ihre
Argumentation besagt, wenn sich die Sprecher auf ein einziges Phonem, das ja kleiner
als die Silbe ist, konzentrieren kénnen, dann muss dies auch die kleinste linguistische
Einheit sein, weil dies ohne eine entsprechende Repréasentation nicht moglich wére. Thre
Ergebnisse lassen sich in vier Punkten festhalten. Erstens sind die Probanden in der La-
ge, ihre Aufmerksamkeit dufserst préizise, zweitens sehr flexibel und drittens sehr schnell
auf die vorbestimmten Einheiten zu lenken. Letztlich beeinflussen kleinere Storungen im
Sprachmaterial das Ergebnis nicht. Bei gréfleren Verzerrungen des Inputs ist dies aber
der Fall.

Pallier et al. (1993) bemingelten, dass die betreffenden Phoneme oft als Anfangs-
konsonanten der zweiten Silbe gesetzt wurden und dass der dabei gemessene Effekt
der internen Silbenstruktur zufallen miisse. Die Silbenstruktur wurde also als eine Art
Strukturierungsgitter iiber die Worter gelegt, aufgrund dessen dann die Identifizierung
des Phonems erfolgen konnte. Fiir ihren Beweis verwendeten die Autoren zwei Proban-
dengruppen, die ein Zielphonem einmal in der Koda der Silbe und zum Anderen im
Silbenkopf lokalisieren sollten. Es traten tatséchlich zeitliche Verzogerungen bei spani-
schen und franzésischen Probanden auf. Spéter replizierte Pallier (1998) das Experiment
mit franzosischen Wortern, bei denen die gleichen Ergebnisse hervorkamen wie bei Pitt
et al. (1990). Erwachsene franzosische Sprecher konnen also auch sehr genau Phoneme
lokalisieren, wie englische Sprecher, obwohl sie eine unterschiedliche Sensibilitit zur Silbe
haben (wie von Cutler et al. (1986) vorgelegt).

Allerdings konnte auch dieses Experiment nicht klaren, warum spanische Sprecher kei-
ne Silbifizierung zeigen, wenn das phoneme detection paradigm benutzt wird (Sebastian-
Gallés et al., 1992) trotz einer eindeutigen Silbenstruktur wie im Franzosischen. Die
vorgeschlagene Erklarung von Pallier (1998), dass dies auf die Zahl der Vokale in beiden
Sprachen zuriickzufiihren sei, mutet wenig {iberzeugend an.

Einen ganz anderen Ansatz nehmen Morais und Kolinsky (1994) ein. Sie beschreiben
eine bewusste und unbewusste Ebene der phonemischen Wahrnehmung. Die bewusste
Ebene tritt erst mit dem Erlernen des Alphabets auf. Die unbewusste Ebene steht da-
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gegen schon sehr friih zur Verfiigung. Sie ist fiir die Frage der Wahrnehmungseinheit
interessant. Hier wird wie folgt argumentiert.

If speech attributes can be wrongly combined, they must have been separately registered
as independent units at some earlier stage of processing. (Morais und Kolinsky, 1994, 290)

Goldinger (1998)'® vertritt die Meinung, dass keine abstrakten Einheiten, ganz gleich
welcher Form, existent seien. Er griindet diese Aussage auf eine Reihe von Experimenten
(shadowing tasks), welche belegen, dass umfangreiche Details des Sprachsignals, moégen
sie auch iiberfliissig sein, im Langzeitgedédchtnis gespeichert werden. Mit dem Abrufen
einzelner Worter werden auch umfangreiche episodische Informationen der Stimme mit-
geliefert, die beim Horen des Lemmas préasent waren. Wenn ein bestimmtes Wort aber
mit seinen hdchst unterschiedlichen Ausprigungen detailliert gespeichert wird und als
solches auch abrufbar ist, dann kann dies keine abstrakt diskrete Einheit sein und deren
Bestandteile ebenso wenig. Es verwundert wenig, dass der Autor spéter eine neura-
le Netzwerktheorie!® heranzieht und damit tatséichlich die bereits vorgestellten, wider-
spriichlichen Ergebnisse gut erkldren kann (Goldinger und Azuma, 2003). Allerdings
muss man anmerken, dass die Architektur des Netzwerkes nicht vollstindig der Aussage
entspricht, dass es keine Phoneme gibt. Immerhin werden die Knotenpunkte mit best
matches aktiviert und stehen somit auch fiir einzelne Phoneme bereit. Der Unterschied
ist aber der, dass die Neuronen (Knoten) ebenso auch Worter oder Silben représentie-
ren konnen. Das gleiche Neuron beziehungsweise die gleiche Neuronengruppe kann also
unterschiedliche Reprisentationen gleichzeitig speichern. In ihrem Aufsatz gehen Gol-
dinger und Azuma spezifischer auf die Resultate von Savin und Bever (1970), Foss und
Swinney (1973), McNeill und Lindig (1973), Healy und Cutting (1976) und Norris und
Cutler (1988) ein und bringen sie mit ART in Einklang.?°

Pisoni und Levi (2007) fassen die Forschung der Reprisentationseinheiten in einem
Abriss zusammen. Sie beschreiben eine anféngliche und traditionelle Sichtweise, in der
die Worter durch eine lineare Abfolge von abstrakten Phonemen charakterisiert wer-
den und die sich analytisch verarbeiten lassen. Die Autoren kommen dann auf neuere
Ansétze zu sprechen, welche versuchen, den Problemen der traditionellen Perspektive
Rechnung zu tragen. Insbesondere stehen dabei die starken akustisch-phonetischen Ab-
weichungen von Sprachsignal und interner Verarbeitung im Vordergrund. Dazu zdhlen
insbesondere die Nichtlinearitdt des Sprachsignals und die damit verbundenen Probleme
bei der Sprachsegmentierung. Die neuen Paradigmen proklammieren fiir sich, vollstin-
dige Informationen zu beriicksichtigen und bestreiten eine analytische Kognition. Die
episodischen Informationen, welche durch die Sprechsituation gegeben sind, werden mit
dem Problem der Variabilitdt verkniipft. Obwohl die Abstraktheit der Reprisentations-

18Erste Ergebnisse dieser Forschung lagen schon Anfang der 90er Jahre vor (Goldinger et al., 1991) und
auch spéter mit Goldinger (1997) und Goldinger (1996).

19Die Wissenschaftler benutzen eine Variante der Adaptive Resonance Theory (Grossberg, 1980). Eine
verstindlichere Darstellung findet sich allerdings in Carpenter und Grossberg (2003).

20Wie sich erst im weiteren Verlauf der Arbeit zeigte, liefert die Simulation sehr #hnliche, wenn nicht
sogar vollig iibereinstimmende Ergebnisse. Somit kann eine Sympathie mit ART nicht bestritten
werden, obwohl es keine Ubereinstimmung hinsichtlich der Abstraktheit der Spracheinheiten gibt
(siehe auch Kap. 7.2).
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einheiten dadurch weitestgehend vermieden wird, betonen die Verfasser nachdriicklich,
dass ein hybrider Ansatz die beste Wahl sei; das Ende der abstrakten Einheiten, wie es
aus der kiinstlichen Intelligenzforschung von Brooks (1991) zu horen war, solle also nicht
erfolgen.

Zusammenfassend lasst sich fiir die Ergebnisse der Sprachaufnahme von linguistischen
Einheiten bei Erwachsenen sagen, dass sie unstrittig in der Lage sind, phonemische und
phonetische Einheiten zu erkennen. Nach Durchsicht der relevanten Literatur mit unter-
schiedlichen Befunden fiir und gegen Silben und Phoneme spricht einiges dafiir, dass die
Frage falsch gestellt ist (Pisoni und Levi (2007); Goldinger und Azuma (2003)). Ebenso
scheint es sich tatsdchlich um ein sprachspezifisches Problem zu handeln. Als gesichert
gilt, dass die Reaktionszeit (Response Time, RT) in monitoring tasks kein zuverldssiges
Mak fiir die Messung von Silben oder Phonemen sein kann. Dass Silben schneller ent-
deckt werden als Phoneme oder umgekehrt, ist von Norris und Cutler (1988) widerlegt.
Wie schon Healy und Cutting (1976) feststellten, kommt es darauf an wie man das Ma-
terial prasentiert. Eine gewisse Unklarheit besteht darin, in welcher strukturellen Form
die Einheiten zuganglich sind. Deshalb kann man noch nicht eindeutig schlussfolgern,
ob Silben oder einzelne phonetische Merkmalsvektoren Verwendung finden. In der For-
schung zeigte sich sehr bald eine Tendenz, Top-down-Ansétze verstirkt zur Erklarung
hinzuzuziehen, weil man einerseits bei der Extraktion aus der Informationsmasse keine
ausreichende Antwort finden konnte und andererseits iiberhaupt zweifelhaft war, ob alle
Informationen im Eingangsignal enthalten waren.

Dieser Umstand hat die Erforschung dieses Phénomens auf Kleinkinder und die friih-
kindliche Entwicklung gelenkt. Hier waren Zugriffe auf ein mentales Lexikon grundsétz-
lich auszuschliefsen, weil es keine Hinweise auf ein genetisch oder in sonst einer anderen
Weise kodiertes mentales Lexikon gibt. Es ist also plausibel bei einem Neugeborenen ein
Bottom-up-Vorgehen anzunehmen und damit die iiberlagernden Effekte des Top-down-
Ansatzes wie sie bei Erwachsenen Probanden vorkommen, zun#chst auszublenden. Das
wirft sogleich die Frage auf, wie nun das mentale Lexikon aus dem Sprachinput entwickelt
wurde und man ist gezwungen, die Erkennung der Sprachlaute in direkter Abhéngigkeit
zum Input einzugestehen. Vorgegebene Phonemkategorien?! wie sie in der generativen
Phonologie beschrieben werden, sind angesichts der Vielzahl an gegenteiligen Experimen-
ten nicht mehr haltbar und werden wohl auch deshalb heute selbst von ihren Verfassern
kaum noch in Erwdhnung gezogen. Aufgrund der Vielfiltigkeit der Sprachmerkmale sind
vorgegebene Kategorien schon aus Griinden der Ineffizienz eines Gehirns wenig sinnvoll.
Natiirlich bilden sich Phonemkategorien, aber nicht, weil sie genetisch als solche vor-
gegeben wurden, sondern durch das héufige Auftreten eines Umweltreizes, einen Laut
einer bestimmten und komplexen Frequenzzusammensetzung.??

2Vorgegebene Phonemkategorien stehen zwar auch im Bezug zum Input, der hier als Ausloser betrach-
tet wird, aber sie verzichten auf die schwierige Aufgabe der genauen Extraktion der Merkmale des
phonetischen Materials, eben weil man glaubt, dass diese Informationen nicht aus dem Input zu
erfassen sind.

22Ein moglicher Mechanismus wiire hier analog zur Populationskodierung der Neuronen zu sehen. Das
Gehirn bildet einen statistischen Mittelwert von Schallereignissen in einem fiir ein bestimmtes Neu-
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4.1.2 Wahrnehmung von linguistischen Einheiten bei Siduglingen

Eimas et al. (1971) kann insofern als Anfangspunkt gesehen werden, weil hier erstmals
ein Messverfahren Anwendung fand, das auch zur Sprachperzeption fiir Neugebohrene
geeignet war.?® Das Experiment zeigte, dass nur wenige Monate alte Siuglinge (ein bis
vier Monate) stimmhafte Laute sehr genau unterscheiden kénnen und damit das Kon-
tinuum des Stimmtoneinsatzes diskret zuordnen, also Kategorien bilden. Im damaligen
Experiment wurden [pa| und [ba| als Stimuli verwendet. In den darauf folgenden Jahren
wurden diese Féahigkeiten auch fiir unterschiedliche Artikulationsorte (z.B. Hillenbrand
(1983) u. Hillenbrand (1985)) und -arten von Konsonanten (z.B. Jusczyk und Thompson
(1978); vgl. Jusczyk (1982, 376)), Stimmtoneinsatz (vgl. Eimas, 1975) sowie fiir Vokale
(Kuhl, 1980), die nicht diskret wahrgenommen werden, bei sechs Monate alten Babys
oder jiingeren nachgewiesen.?* Die Interpretation dieser Ergebnisse wurde von Anbeginn
im Licht der universalgrammatischen Idee gefithrt.?’ Eimas et al. (1971, 306) schrieben:
The implication of these findings is that the means by which the categorical perception of

speech, that is, perception in a linguistic mode, is accomplished may well be part of the
biological makeup of the organism.

In der Literatur werden bevorzugt auf vier bis fiinf weitere Aufsitze (Bertoncini und
Mehler (1981); Jusczyk und Derrah (1987); Bertoncini (1988); Bijeljac-Babic et al.
(1993)) verwiesen, welche seit der Studie von Eimas et al. (1971) die Silbe als uni-
versale Repréasentationseinheit etablieren sollen (Jusczyk (1997, 115); Gerken und Aslin
(2005, 6f); Houston et al. (2004, 422ff)). Bertoncini und Mehler (1981) habituierten zwei
Monate alte franzosische?® Babys in vier Gruppen mit eindeutig silbischen Stimuli [tap],
konsonantischen Segmentfolgen [tsp| sowie eine Einbettung des konsonantischen Clusters
in Vokale [utspu|.?” Wie vorhergesagt, wurden in der Testphase die silbischen Strukturen
[pat| schneller erkannt als die konsonantischen [pst]. Dies verleitete die Autoren dazu,
die Silbe als natiirliche Einheit der Lautsegmentierung anzusehen. Dazu bemerken sie
abschlieftend:

We cannot make any definitive conclusion as to the comparative status of the syllable and
the phoneme from the research with infants. (Bertoncini und Mehler, 1981, 259)2%

In dieser Zeit forschten Werker und Kollegen an einem entwicklungswissenschaftlichen

ronenensemble, deren Zusammengehorigkeit das Gehirn hiufigkeitbedingt erlernt (vgl. Roth und
Prinz (1996, 226); Roth (1996, 159) oder Singer (1995, 91ff)).

23 High Amplitude Sucking Procedure (HAS).

24vgl. Houston et al. (2004, 418) als einschliigige Zusammenfassung.

25ygl. auch Eimas (1975, 193).

26Djese wichtige Information wurde in der Methodenbeschreibung des Experimentprotokolls wohl bis
Werker und Tees (1984) ausgelassen. Da aber alle Subjekte aus der Pariser Port Royal Maternity
Clinic stammen, kann man davon ausgehen, dass es sich um Kinder franzosisch sprechender Miitter
handelt.

2"Die Kontrollgruppe als vierte Gruppe erhielt das konsonantische Kluster.

28Die VCCCV-Struktur sollte Hinweise auf die Herausldsung der Silben aus dem Lautstrom geben. Dies
stellte sich jedoch als problematisch dar, weil Dishabituierung gut mit der CVC-Struktur iiberein-
stimmte, die Erkennungszeit jedoch gut drei- bis viermal so hoch war. Zudem kann die VCCCV-
Struktur in verschiedene Silben aufgeteilt werden.
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Phiénomen (Werker et al. (1981); Werker und Tees (1983) u. Werker und Tees (1984)).
Wie konnte man schliissig erkldren, dass sechs Monate alte Babys in der Lage waren,
Laute zu diskriminieren, die in ihrer Sprache zu einer Kategorie gehorten? Wenn uni-
versale Lautkategorien vorhanden sind, miissten sich diese nicht nur in verschiedenen
Sprachen finden lassen, sondern in Abhéngigkeit von der Sprache auch bei Kleinkin-
dern durch den Stimulus der Zielsprache entsprechend ausgelést werden. Werker et al.
(1981) zeigten, dass erwachsene Sprecher des Englischen die retroflexiven Verschluss-
laute ([¢],[¢]) des Hindi und die aspirierten Verschlusslaute ([#],[d"]) erwartungsgeméif
nicht von den dentalen Verschlusslauten ihrer Sprache unterscheiden konnten. Erwach-
sene Sprecher des Hindi hatten damit keine Erkennungsprobleme, da dieser Unterschied
im Hindi bedeutungsunterscheidend ist. Kleinkinder, ganz gleich ob Englisch oder Hindi
sprechend, verhalten sich jedoch wie erwachsene Sprecher des Hindi. Damit konnte ein
sdecrease in speech perceptual abilities with age* (349) vermutet werden.

Diese entwicklungsabhéngige und unbewusste Habituation auf bestimmte Lautkate-
gorien, sollte mit Werker und Tees (1983) zeitlich genauer auf das Alter eingegrenzt
werden. Vier, acht und zwo6lf Jahre alte Kinder wurden mit dem gleichen Stimulusma-
terial getestet wie in Werker et al. (1981). Uberraschenderweise zeigte sich aber keine
lineare Verschlechterung der kategorialen Lautwahrnehmung. Acht und zwolf Jahre alte
Kinder waren in der Erkennung des Stimmtoneinsatzes der aspirierten Verschlusslaute
deutlich besser als die Vierjahrigen. Die genaue zeitliche Eingrenzung gelang schlieflich
ein Jahr spéter (Werker und Tees, 1983). Das erste Experiment replizierte die Ergebnisse
der Vorgéngerstudie (Werker et al., 1981) mit dem Salischen, einer nordamerikanischen
Indianersprache.?” Das zweite Experiment grenzte dann die Zeit bei Kleinkindern sehr
genau ein. Acht bis zehn Monate alte Kinder besitzen noch die Fahigkeit, innerhalb der
phonemischen Kategorie ihrer Sprache einzelne Laute zu diskriminieren. Bereits einen
Monat spater nimmt diese Fahigkeit sehr stark ab und ist in einem weiteren Monat
nicht mehr existent. Diese Untersuchungen wurden auf eine Reihe weiterer Konsonan-
ten ausgeweitet mit gleichem Ergebnis (Werker und Lalonde, 1988). Interessant ist aber
in diesem Zusammenhang, dass Zulu-Klicks (®) bei zwolf bis vierzehn Monate alten
Babys genauso gut erkannt werden wie bei erwachsenen Sprechern des Englischen. Es
scheint also auch darauf anzukommen, wie viele und welche phonetischen Eigenschaften
im phonologischen System vorhanden sind (Best et al., 1988).%°

Fiir die Frage der kategorialen Wahrnehmung gelang Maye et al. (2002) ein entschei-
dendes Experiment. Die Wissenschaftler zeigten, dass in Abhingigkeit von der Haufigkeit
des dargebotenen Stimulus, [d]-[¢] als bimodale oder einen Laut dazwischen als unimo-
dale Verteilung, sechs und acht Monate alte Babys immer genau das habituierte Muster
bevorzugten. Die Gruppe der unimodalen Verteilung zeigte keine Praferenzen fiir die bi-
modale Verteilung, obwohl diese ja vorher sicherlich durch die Sprachumwelt des Kindes
bereits gelernt sein musste. Mit diesem Experiment konnte sehr klar bewiesen werden,
dass die kategoriale Zuordnung von Lauten auf eine statistische Verteilung zuriickgeht.

29Hier sollten die glotalisierten Velare /k'i/ und Uvulare /q'i/ unterschieden werden.
30Etwas spiter wurde diese Eigenschaft auch fiir jiingere Babys (sechs bis zwolf Monate) nachgewiesen
(Best (1991) in Houston (2005, 419)).
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Jusczyk und Derrah (1987) merkten an, dass die herkémmliche Art der Messung bei
Kleinkindern nur nominale Aussagen erlaubte. So kdnne man nur herausfinden, ob ein
Kleinkind ein bestimmtes Lautmuster wahrnimmt oder nicht. Wichtig wire aber auch
zu wissen, wie viel mehr oder um wie viel besser das eine Lautmuster im Gegensatz zu
einem anderen wahrgenommen wiirde. Ob die Methodik tatséchlich ordinale Unterschie-
de misst, ist nach wie vor strittig. Fiir die Fragestellung der linguistischen Einheiten ist
sie aber auf jeden Fall wertvoll.

Zwei Monate alte Babys wurden in vier Gruppen?®' geteilt und mit Silbensequenzen
der Form [bi], [bo], [bor]|, [ba] konditioniert. In der Testphase erhielten die ersten drei
Gruppen jeweils eine andere Silbe [bul, [du], [da] fiir [ba| im vorhandenen Material. Die
vierte Gruppe erhielt |di|, [do], [dor| und [da] als neues Stimulusset. Nach der logischen
Vorhersage sollte die letztgenannte [du]-Gruppe héhere Saugraten haben als die [bu]-
Gruppe, weil hier nicht nur der Vokal |u], sondern auch ein neuer Konsonant |d| dazu
gekommen ist. Die [da]-Gruppe hingegen hat nur den Anfangskonsonanten gedndert,
sollte sich also dhnlich der [bu]-Gruppe verhalten. Letztlich miisste die vierte Gruppe die
hochsten Saugraten aufweisen. Die Ergebnisse zeigten, dass der Unterschied zwischen den
ersten beiden Gruppen signifikant war. Die [da]-Gruppe verhielt sich aber wie die [du]-
Gruppe, sodass man hier den Wechsel des Konsonanten als das entscheidende Kriterium
betrachten muss. Die letzte Gruppe zeigte die Ergebnisse entsprechend der Vorhersage.
Die Ergebnisse kann man natiirlich unterschiedlich deuten. Die Verfasser kommentieren
das Ergebnis wie folgt:

These results demonstrate not only do 2-month old infants have the ability to discriminate
speech contrasts, but they also possess some capacity for representing speech sounds.
...they encoded not only the fact that the syllables differed form one another but also

something about the way in which they differed from each other. (Jusczyk und Derrah,
1987, 652)

Hinsichtlich dieses Experiments dréngt sich die Frage auf, welche Implikationen die Er-
gebnisse auf die Reprasentationsform der linguistischen Einheit haben konnte.

Because these findings can be conveniently described in familiar linguistic terms that refer

to properties of speech such as phonetic segments or phonetic features, it is tempting to

assume that infants’ responses to speech are based on such units. (Jusczyk und Derrah,
1987, 653)

Dieser Gedanke liegt sehr nahe, aber Informationen iiber die Struktur und Organisation
dieser Einheiten lassen sich daraus nicht eindeutig schliefien.

Die gleiche Methodik wurde in Bertoncini (1988) verwendet und mit Neugeborenen
und wiederum zwei Monate alten Babys durchgefiihrt.??> Wiederum sollten die phoneti-
schen Unterschiede innerhalb der Silbe mit der High-Sucking-Procedure untersucht wer-
den. Fiir die dlteren Sduglinge konnte natiirlich das gleiche Ergebnis nachgewiesen wer-
den wie auch schon in Jusczyk und Derrah (1987). Es lief sich allerdings auch zeigen,
dass diese Fahigkeit bei den Neugeborenen noch nicht vorhanden war, wohl aber eine

3lund Kontrollgruppen
32Leider wurde in der Experimentbeschreibung keine Angabe zur Sprache der Mutter gemacht.
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Erkennung der Silben. Somit kénnen die Autoren eine Entwicklungsrichtung skizzieren,
welche von der Silbe als iibergeordnete Einheit hin zu phonetischen Segmenten verliuft.?3

Such an account fits well with the view that young infants representations of syllables are
holistic or undifferentiated with respect to phonetic segments. (Bertoncini, 1988, 30)

There are strong indications in the present study that the infants representations are
developing even during the first 2 months of life. Thus, the newborns give no evidence of
distinguishing a new token that differs only in its initial consonant from the other syllables
in the preshift set. (Bertoncini, 1988, 31)

Dieser Befund provozierte nun schon fast ein Folgeexperiment, welches aber erst ei-
nige Jahre spiter gelang. Bijeljac-Babic et al. (1993) testeten vier Tage alte franzo-
sische Babys auf ihre Unterscheidungsfahigkeiten. Kénnen die wenige Tage alten Ver-
suchspersonen mehrsilbige AuRerungen aufgrund der Anzahl der Silben oder Phoneme
unterscheiden? Das erste Experiment untersuchte, ob die Sduglinge CV-Doppel- von
CV-Dreierkombinationen und umgekehrt unterscheiden konnen. Das positive Resultat
fithrte sodann zur zweiten Untersuchung. Hier konnte die Zeit als mogliche Hilfe ausge-
schlossen werden. Die Logik des dritten Experiments war jedoch die, dass die Séuglinge,
wenn sie denn phonemische Repréisentationen hétten, unterschiedliche Phoneme inner-
halb gleicher Silbenstrukturen auch bemerken miissten, dhnlich, wie sie im ersten Expe-
riment unterschiedliche Silbenkombinationen unterscheiden. Hier konnte natiirlich kein
positiver Nachweis erbracht werden und so sind diese Experimente als der Beweis fiir
eine angeborene Silbenstruktur in den kleinen Kreis jener Wissenschaftler eingegangen.
Dabei sind die Annahmen des dritten Experiments kritikwiirdig. Wie Jusczyk (1997,
112) anmerkt, besteht eine grofe Versuchung, die Ergebnisse aus den Erkennungsauf-

33Walley et al. (1986) hat diese Entwicklung fiir Kinder des Vorschulalters (fiinf Jahre) und der 2.
Klassenstufe (sieben Jahre) beobachtet. Dabei war es aber unwichtig, ob es sich um ein Phonem
oder eine Silbe handelte.

The developmental trend is not simply from correct classifications given a single corre-
sponding phoneme. Rather, our results suggest that position, as well as the number, of
shared constituents (either phonemes or syllables) matter. There appears to be a deve-
lopmental trend whereby (1) attention to the ends of sound and (2) attention to final
correspondences is stronger than attention to whole syllables. In brief, in the present task
at least, it did not matter greatly whether corresponding phonemes formed the syllable
unit or not, but it did matter where the correspondences were located. (Walley et al.,
1986, 227)

Sie fithren dann weiter aus:

Syllables may have no special status at the level at which the perceptual similarity of two
speech sounds is calculated. (Walley et al., 1986, 227)

und beenden die Diskussion:

But the syllable is not always the organizing unit for children and it is not always more
controlling of performance than is the phoneme. We speculate that syllables may be special
at the level of consciousness, but that at the level of perceptual similarity, the level at which
a sound contacts a representation in memory, the syllable may play no special role. (Walley
et al., 1986, 228)
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gaben iiber minimale Unterschiede von phonetischen Segmenten bei Sauglingen, falsch
zu interpretieren. Erstens ist {iberhaupt nicht klar, dass derartige Strukturen iiberhaupt
angeboren sein miissen. Sie kdnnen sich ebenso héufigkeitsbedingt aus den Umweltreizen
erlernen lassen. Zweitens ist das dritte Experiment ungleich schwieriger. Das Erkennen
der feinen phonetischen Unterschiede im Stimulusmaterial des dritten Experiments kann
nicht mit der Unterscheidungsleistung zwischen zweier-CV-Kombinationen von dreier-
CV-Kombinationen gleichgesetzt werden. Drittens wurden ausschlieblich franzosische
Sauglinge getestet, die natiirlich den Rhythmus dieser Sprache schon vorgeburtlich er-
lernt haben.3*

Gegen die letztgenannte Kritik versuchte Bertoncini (1995), einen Einwand einzubrin-
gen. Franzosische Neugeborene (bis fiinf Tage) wurden in zwei Experimenten getestet.
Die Vorgehensweise vollzog sich analog zum Experiment von Bijeljac-Babic et al. (1993).
Das Stimulusmaterial des ersten Experiments bestand aus zwei Listen mit zweisilbigen
japanischen Wortern der Form VCV und CVCV, bei denen das Silbenende immer ge-
nau auch mit der Mora zusammenfiel. Jede Silbe entsprach also genau auch einer Mo-
rastruktur. Die Ergebnisse stehen in vollen Einklang mit Bijeljac-Babic et al. (1993).
Franzosische Neugeborene silbifizieren also auch japanische Worter. Die Listen des zwei-
ten Experiments enthielten japanische Worter mit zwei und drei Moras, eingebettet in
zweisilbigen Wortern, deren Strukturen jedoch nicht kollaborieren. Fiir diese Listen wur-
den keine erhchten Saugraten gemessen. Die Babys erkannten die Mora also nicht als
Segmentierungseinheit.

Ohne entsprechende Daten fiir japanische Probanden lassen die Ergebnisse keinen ein-
deutigen Schluss zu. Man kann, wie Bertoncini (1995), argumentieren, das die Subjekte,
nicht die Mora als Segmentierungseinheit nutzen, sondern das Silbenmuster, in welchem
die Mora-Kombinationen eingebettet sind. Andererseits kénnte hier eine dhnliche Uber-
raschung wie bei Cutler et al. (1986) fiir die englischen und franzésischen Erwachsenen
folgen, auch wenn es sich im Bertoncini-Experiment um Neugeborene handelt. Es ist
doch ebenso moglich, zu sagen, dass die franzosischen Babys die Silbenstruktur im zwei-
ten Experiment nicht erfasst haben, weil konkurrierende Strukturen, die Moras, prisent

waren. Immerhin verwenden erwachsene Japaner auch die Mora als Segmentierungsein-
heit (Cutler, 1994).

Das dritte Experiment von Bertoncini (1988) unterstellt, dass Neugebohrene bereits
eine gewisse Vorstellung von einzelnen Phonemen angelegt haben. Eine phonemische Re-
prisentation erfordert immer auch eine Kategorisierung®® eines bestimmten, aber auch

34Wie bereits in Kapitel 4.1.1 ausgefiihrt wurde, lassen sich bei erwachsenen Sprechern des Engli-
schen und Franzosischen die rhythmischen Eigenschaften der Sprache eindeutig auf die besondere
Silbenstruktur des Franzosischen zuriickfiihren. Franzosische Sprecher segmentieren das Englische
in silbendhnliche Strukturen, wahrend dies bei englischen Sprechern weder in ihrer Muttersprache
noch im Franzosischen zu messen ist (Cutler et al., 1986).

35Fiir die Definition der Simulationsannahmen dieser Arbeit ist es unwichtig, wie genau eine phonemi-
sche Kategorie entsteht. Das bedeutet, dass es moglicherweise eine Art Prototyp eines Lauts oder
einen magnet effect (Kuhl, 1991) gibt oder das die Grenzen zwischen den Kategorien, die Eigenschaf-
ten eines Lauts (Liberman et al., 1967) festlegen. Fiir diese Arbeit ist dementgegen nur wichtig, dass
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variablen Frequenzspektrums (Pierrehumbert, 2003). Caplan et al. (1999) glauben, dass
die Fahigkeit zur Erkennung von Konsonanten und Vokalen bereits mit der Geburt vor-
handen ist (vgl. Caplan et al., 1999, 1494). Damit konnen die Autoren natiirlich nicht
spezifische Laute in einem Jakobsonschen (Jakobson, 1972) oder Libermanschen (Liber-
man und Mattingly, 1989) Sinne gemeint haben, sondern wohl eher die Voreinstellun-
gen zur Aufnahme und Anpassung der Frequenzspektren. Fine anderweitige Auffassung
ist nach heutigem Wissensstand nicht mehr ernsthaft zu vertreten (vgl. Werker (1995);
Hickok und Poeppel (2004, 72f)). Die auditive Entwicklung, welche die einzelsprachlichen
Besonderheiten der Phonemkategorien definiert, muss sich also erst noch vollziehen. Die
kortikale Entwicklung zur aditiven Informationsverarbeitung ist mit dem vierten Monat
in vollem Gang (Moore, 2002). Die Verbindung von der Gehérrinde und anderen neuro-
logischen Strukturen &ndert sich entscheidend erst von da an mit zunehmendem Alter
(Huttenlocher und Dabholkar (1997); Albert et al. (1999); Hecox (1975)). Man kann also
davon ausgehen, dass Neugeborene sicherlich in der Lage sind, Unterschiede bei Lauten
festzustellen, dass aber ihre phonetische Sensibilitdt noch nicht soweit gereift ist, unver-
anderbare Kategorien anzulegen. Diesen Hintergrund sollte man bei der Beurteilung der
vorstehenden Experimente beriicksichtigen.

Auf eine kategoriale Wahrnehmung weisen die iiberwiegende Zahl der experimentellen
Befunde hin (vgl. Jusczyk (1997, 46ff); Jusczyk et al. (1998)). Houston et al. (2004)
weisen auf die erstaunlichen Fahigkeiten von wenige Monate alten Babys hin, die sie zur
Kategorisierung von Vokalen und Konsonanten sehr schnell entwickeln. Miller und Eimas
(1983) legten eine Studie vor, indem sie zeigen konnten, dass die bereits gebildeteten
Kategorien von drei bis vier Monate alten Babys, denen von Erwachsenen in hohem
Mafe dhneln. Gerade in der Friihphase der Sprachperzeption geht es aber vielmehr um
die Unterschiede als um die spezifischen Vergleiche zwischen phonetischen Eigenschaften.

In order to have access to contrasts, rather than sounds, infants must have some way
of knowing that speech segments vary along underlying perceptual continua. To do that,

infants must extract and represent detailed segmental information as opposed to syllabic
or other high-order information. (Houston et al., 2004, 423)

Es muss also eine erste rudimentire Vorstellung von segmentdhnlichen Einheiten vor-
handen sein. Diese kdnnte auch kontinuierlich sein und durch den Vergleich von unter-
schiedlichen Inputdaten, analog zu den Stimmtonen eines Instruments, eigene Kategori-
en bilden. Man muss aber davon ausgehen, dass sich deren Form grundlegend von den
Reprisenationen der schon einige Monate élteren Babys unterscheidet (vgl. Kuhl et al.,
2005). Moglicherweise werden, einem neuronalen Netzwerk gleich, zunéchst alle Inputda-
ten hiufigkeitsabhingig nach Frequenzen geordnet, wodurch sich schlieflich Kategorien
mit gewissen Toleranzbereichen bilden (Kluender (1994, 201ff u. 205); vgl. Elman (1989);
Pierrehumbert (2003)). Die Beobachtung des Forschers ist dann, die folgende:

Infants are able to discriminate nearly every phonemic contrast on which they have been

die Laute innerhalb eines Prototyps beziehungsweise einer Kategorie als gleich und zwischen den
Kategorien als unterschiedlich wahrgenommen werden konnen, ganz gleich nach welchen Prozessen
dies abléduft.
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tested, but they typically fail to discriminate equal-sized acoustic differences that specify
two variations of the same phoneme. (Werker, 1995, 88)

Nachdem Trehub (1973) in ihren Experimenten zeigen konnte, dass |a]-[¢] und [i]-[u]
unterschieden werden, testete Kuhl (1980) in einer modifizierten Variante der Head-
Turn-Preference-Technik fiinfeinhalb bis sechseinhalb Monate alte Babys hinsichtlich
ihrer Fahigkeit, sprachliche Kategorien zwischen Vokalverldufen zu bilden. Im Ergebnis
fasst sie zusammen:

The data do, in fact, demonstrate that infants are capable of forming categories that

correspond to the perceptual categories defined by adult listeners of English. (Kuhl, 1980,

59)

Mit ungefahr sechs Monaten sind Sduglinge also im Stande, die Vokale katgorial zu
unterscheiden. Bereits mit dem siebten Monat entwickelt sich die Wahrnehmung fiir
muttersprachliche Laute sensibler als die Wahrnehmung von fremdsprachlichen Lauten
(Kuhl et al., 2005, 251). Mindestens ab dieser Zeit muss sich der Sprachlerner iiber
grundlegende phonetische Merkmale im Klaren sein und sie von einander abgrenzen
konnen.

Jusczyk und Aslin (1995) berichten iiber drei Experimente mit siebeneinhalb und
sechs Monate alten Babys, bei denen die dlteren Probanden sehr detailierte phonetische
Informationen erkennen konnten (wie sie in cup und tup kontrastiert werden). Wie auch
spéater noch in Jusczyk (1999), sieht der Wissenschaftler darin einen Hinweis fiir sehr
detaillierte Repriasentationen und nicht nur fiir das blofe Erkennen offensichtlicher akus-
tischer Eigenschaften. Diese scheinen sich nun kontinuierlich weiter zu verfeinern. Bei
zehneinhalb jihrigen Kindern sind die Reprisentationen als phonetische Einheiten dann
schon gut nachweisbar.

Swingley und Aslin (2000) manipulierten Worter in einem Segment, sodass sich ein
Nichtwort dhnlich einem Aussprachefehler bildete, und betteten diese Einheiten in Sitze.
Beim Vorspielen dieser Sequenzen wurden zwei Bilder gezeigt, eines davon der Referent
zu dem Satz. Unabhingig vom Bild wurden die Sequenzen erkannt, wenn auch schlech-
ter bei den Sdtzen mit Aussprachefehlern. So enthiillt sich abermals eine recht hohe
Detailtreue fiir segmentale Reprasentationen, wobei weiterhin unklar bleibt, ob diese
iiberhaupt notwendig ist. Mit den Worten der Autoren lésst sich der Beitrag der Studie
aber doch erkennen.

However, without more conclusive evidence that phonemic specification is necessary to
account for word recognition, it would be premature to consider the present results as
evidence for (or against) phonemic specification in 1-year-olds’ lexical representations.
We may say only that our results contradict any view holding both that (a) segmental
representations are criteria for the differentiation of minimal pairs, and that (b) children

of 18-23 month do not represent speech in terms of segments. (Swingley und Aslin, 2000,
161)

Als Zusammenfassung ergibt sich ein dhnliches Fazit wie bei der allgemeinen Betrach-
tung der Wahrnehmung linguistischer Einheiten (Kap. 4.1.1). Eine universale Wahrneh-
mung von Silben oder Segmenten kann man im Lichte der angestellten Exegese ver-
neinen. Die verwendeten Reprédsentationseinheiten richten sich nach sprachabhingigen
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Einfliissen. Im Alter zwischen sechs und acht Monaten verfiigen die Sprachlerner {iber
das notwendige phonetische Wissen, zumindest einfache phonemische Kategorien zu bil-
den und diese auch zu erkennen. Auf diese Weise verstéarkt sich die Tendenz, das Phonem
als Perzeptionseinheit fiir die Simulation zu verwenden.

4.1.3 Kritische Betrachtung der experimentellen Befunde

Bislang wurde die Forschung der vergangenen 30 Jahre iiber die kleinsten linguistischen
Einheiten bei Erwachsenen und Sduglingen resiimierend vorgestellt. Dieses Wissen kann
nunmehr mit weiteren Erkenntnissen aus neurobiologischer und selbstorganisatorischer
Sicht ergénzt, schliefslich in einem neuen Licht betrachtet werden. Dies geschieht natiir-
lich immer in Hinblick auf das Segmentierungsproblem.

Ein erster Gedanke sei zur Idee einer universal, wohlmdoglich angeborenen Fahigkeit
zur Erkennung von Silben und silbischen Strukturen angestellt, wie in den Experimenten
von Bijeljac-Babic et al. (1993) versucht wurde nachzuweisen.?® Gomez (2007, 604) legt
dar, dass Sprachen sehr stark in ihrer Silbenstruktur variieren. Im Englischen sind bei-
spielsweise V, CV, CVC, CCCVCCC und dazwischen liegende Kombinationen moglich.
Diese Variationen miissen allerdings gelernt werden. Ein experimenteller Befund dazu
wurde von Saffran und Thiessen (2003) erbracht. Eine kurze Konditionierung mit der
entsprechenden Silbenstruktur ist ausreichend, um bei neun Monate alten Babys einen
messbharen Lerneffekt herbeizufiihren.

In diesem Zusammenhang stellt sich die Frage, warum man nun von der angebore-
nen Fahigkeit, eine CV-Silbe zu erkennen, ausgehen soll, wenn diese auch sehr schnell
erlernt werden kann? Basieren die Fahigkeiten im neunten Monat auf der anfanglichen
CV-Silbe oder ist sie nur eine willkommene, aber nicht gut begriindete, Losung zum
Segmentierungsproblem? Eine mogliche Antwort versucht Blevins (1995, 217) zu geben.
Sie listet die Silbentypen in den Sprachen der Welt auf. Dabei bemerkt sie, dass diese
Typen in héchst unterschiedlichen Mustern vorkommen, die CV-Silbe aber iiberall ent-
halten ist. Auch Macken (1995, 689) und Bertoncini und Mehler (1981, 249) stellen die
CV-Silbe als universell heraus. Allerdings geben sie keine Losung fiir Kunjen, eine Spra-
che der australischen Ureinwohner.3” Diese Sprache erlaubt nur Silben mit anfinglichen
Vokalen (Sommer, 1981). Die CV-Silbe kénnte demnach nicht fiir das Kunjen zur Seg-

36Ein genereller Kritikpunkt an diesem Experiment ist, dass ausgerechnet nur franzosische Neugeborene
getestet wurden. Wie in den Ausfithrungen des ersten Kapitels 1.2 bereits benannt, ist es weitestge-
hend unstrittig, dass die prosodischen Eigenschaften einer Sprache auch schon im Mutterleib erkannt
werden kdnnen. Interessant wéire es, das Experiment mit Neugeborenen anderer Sprachen durchzu-
fiihren, welche nicht, wie das Franzosische, eine eindeutige silbenstrukturierte Rhythmik aufweisen.
Hier wére nicht nur das Englische ein moglicher Kandidat, sondern vielleicht auch das Tschechische,
welches auch Konsonanten als Silbengipfel in betonten Silben erlaubt, wie dem Beispiel: strt/ 'rst
skrs 'krk. (Steck den Finger durch den Hals) zu entnehmen ist. Man bedenke ebenso die Silbifizierung
von Tonsprachen wie dem Chinesischen (Zhang, 1996).

37Blevins (1995, 230) diskutiert dieses Phiinomen, wenn auch kritisch und unter Verweis auf fiinf alterna-
tive Modelle einer internen Silbenstruktur (212), doch ohne Erkldrung hinsichtlich der Universalitit
der CV-Silbe.
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mentierung genutzt werden. Eine Theorie, die vorgibt, dass die anfingliche CV-Silbe in
eine VC-Struktur iiberfithrt werde, klingt wenig iiberzeugend, sondern eher nach einem
fehlenden Mechanismus, der erklirt, wie CV-Silben allgemein gelernt werden kénnen.

Selbst wenn man eine universale CV-Silbe anerkennt, kann die Problematik der Wort-
segmentierung nicht anndhernd gelost werden. Folgendes Beispiel kann dies verdeutli-
chen. Die Aussage Where is it? Ohh there it is? wiirde sich in folgendes Silbenmuster
zerlegen lassen: CVC VC VC V CVC VC VC (wer 1z 1t ou der 1t 1z). Bei Beseitigung der
Liicken beziehungsweise Pausen erhélt man: CVCVCVCVCVCVCVC. Dies entspricht
auf abstrakter Ebene der Reprisentation des Signalstroms, den der Sprachenlerner hort.
Wendet das Kind nun, losgelost von anderen prosodischen Informationen, sein univer-
sales Silbenmuster an, resultieren folgende Silben: CV CV CV CV CV CV CV C. Diese
Représentation bedeutet wiederum, dass die Reprisentationseinheiten mit denen eine
Statistik letztlich erstellt wird, folgende Ausprédgungen haben: we rr zr tou de 11 t1 z. Die
Silben reichen iiber Wortgrenzen hinweg und verhindern so eine spitere Segmentierung.

In der Tat betrachtet man die silbische Struktur natiirlich nicht separat von Supra-
segmentalia. Die Verbindung von silbischer Struktur und Suprasegmentalia gibt aber
fiir die Wortsegmentierung als solche zunéchst keine zusétzliche Information. Die not-
wendige Information ist erst dann gegeben, wenn einige Wortkandidaten als separate
Einheiten erkannt werden. Erst dann kénnen die Grenzen des Wortes mit der silbischen
Struktur und den Suprasegmentalia in Zusammenhang gebracht werden.

Das Beispiel zeigt deutlich, dass selbst die Annahme, eine universale CV-Silbe zu
verwenden, keine Losung sein kann. Die Verwendung einer universalen CV-Silbe wiir-
de sogar eine spitere Wortsegmentierung erschweren. Oft vorkommende Worter kénnen
dann auch nicht mit den Ubergangswahrscheinlichkeiten lokalisiert werden. Unterstellt
man nun weiter, dass auch andere komplexere Silbenmuster auftreten konnen, bleibt
weiterhin die Frage offen, wann eine CVC und wann eine CV oder VC-Struktur in ei-
nem Lautstrom anzuwenden sei. Auch hierfiir braucht man zumindest eine Reihe von
Prototypen, an denen man eine Hypothese iiber eine Regel aufstellen kann. Eine derart
komplexe Regel wie sie Gambell und Yang (2005) aufstellen, unterstreicht ihren Stand-
punkt, dass, ganz gleich wie das Resultat der Berechnungen auch ausgehen mag, die
anfiangliche Silbenstruktur, miisse doch in einem Language Device kodiert sein, stimmen
wird. Von dieser Denkweise muss man sich jedoch trennen, wenn man zunéchst einmal
herausfinden will, wie viel Information aus dem Sprachsignal, denn ohne angeborenes
Wissen zu gewinnen ist.3®

38Gambell und Yang (2005) benutzen die Silbe als grundlegende linguistische Einheit in ihrer Simulation
zur Wortsegmentierung. Selbst, wenn man eine Silbenstruktur als perzeptuelle Einheit anerkennt, ist
es doch fraglich, ob der Sprachinput des hier verwendeten Korpus so segmentiert werden kann. Hier
wird (offensichtlich wohl im Geiste der universalgrammatischen Idee) das Prinzip Mazimize Onset
(Gambell und Yang, 2005, 10) angefiihrt, welches unter einer speziellen Regel des Englischen den Text
in eine nahezu perfekte Silbenstruktur verwandelt. Hier liegen neben den spezieellen prosodischen
noch phonotaktische Regeln zu Grunde, die als sprachspezifische Regeln erst aus einer Reihe von
isolierten Ereignissen gelernt werden miissten. Man erkennt also das gleiche Zirkelschlussproblem,
welches durch die Anwendung der bedingten Wahrscheinlichkeiten ja gerade vermieden werden sollte.
Gerade dies ist natiirlich auch das Argument gegen den statistischen Ansatz, welches schon zuvor
von Yang (2004) angefiihrt wurde.
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Geht man im Gegensatz dazu von allgemeinen kognitiven Féahigkeiten zur Erkennung
von derartigen, womdoglich silbischen Strukturen aus, kann man logisch richtig schliefsen,
dass die bedingten Wahrscheinlichkeiten Voraussetzung fiir alle anderen Wortsegmen-
tierungsstrategien sein miissen.?® Alle anderen setzen ja immer schon eine real nicht
existente Zahl von Wértern voraus, aus denen eine Regel (Phonotaktik, Prosodien, Al-
lophone) deduziert wird. Unterstellt man, dass der Sprachlerner eine silbische Struktur
bereits zur Verfiigung hat, muss ja schlieflich die gleiche Logik Anwendung finden, die
auch zur Prejorisierung der bedingten Wahrscheinlichkeiten gefiihrt hat, ndmlich: Wie
konnte diese Silbenstruktur entstehen ohne, dass es ein Datenmaterial gibt, nach dem
eine Silbenbildung expliziert werden kann?

Wo liegt eine alternative Losung? Ein sehr viel einfacheres Modell als die komplizierten
Silbenstrukturen in unterschiedlichen Sprachen in einer universalen Theorie zu vereinen,
ist eine zwei dimensionale Merkmalsmatrix wie sie von Clements und Hume (1995) vor-
geschlagen wird. Dies setzt voraus, dass bisherige segmentale Aufteilungen zu Gunsten
von Merkmalsreihen ohne eine innere Struktur aufgegeben werden (vgl. Clements und
Hume, 1995, 246). In der hier beschriebenen Matrix definieren sich Phoneme nach ei-
ner Reihe zutreffender auditiver Merkmale.*® Aus neurowissenschaftlicher Perspektive
bestitigen Caplan et al. (1999, 1496) diese Sichtweise:

Phonological Theory holds that the 'underlying’ distinctive features and phonemes that
phonologists assign to words are not necessarily the phonemes that are produced and
heard. Theories of phonology assume that the abstract representation of the phonemes of
a word conveys just enough information about distinctive features to allow each phoneme
to be uniquely determined by the application of the general phonological rules of the
language.

Die Autoren argumentieren also auch hier dafiir, das bindre System der distinctiven
Merkmale als Instrument der Beschreibung der realen Vorgénge abzuschaffen. Als theo-

retische Vereinfachung zur Erkennung von Regelméfigkeiten in der sprachlichen Struk-
tur konne sie weiterhin jedoch niitzlich sein (vgl. Caplan et al., 1999, 1494). Folgt man

First, how do infants know to pay attention to syllables? ...Second, where do the syllables
come from? (Yang, 2004, 452).

Allerdings bezieht er sich bei seiner Plausibilitidtsbegriindung (452) lediglich auf Bijeljac-Babic et al.
(1993) als Quelle fiir eine angebohrene Silbenstruktur. Er lisst aber aufter Acht, dass das Franzosische
als syllable-timed language eine andere Grundlage bietet als das Englische, welches als stress-timed
eingeordnet wird. Mit einer einfachen Silbenstruktur der Form Konsonant-Vokal oder Konsonant-
Vokal-Konsonant, wie sie in syllable detection tasks experimentell nachgewiesen wurden, kann ein
englischer Text nicht zufrieden stellend in Silben aufgeteilt werden.

39Lalonde und Werker (1995) ziehen eine entwicklungspsychologische Parallele zwischen der Sprachauf-
nahme und anderen kognitiven Fahigkeiten des Kindes. Das Ergebnis hier zeigt, dass die Entwick-
lungsstufen der Sprachaufnahme mit anderen Entwicklungsmechanismen zusammentreffen. Dadurch
kann man auch die Moglichkeit einer gegenseitigen Beeinflussung von kognitiven Fahigkeiten und
Sprachaufnahme nicht ausschliefsen.

40Hinweise, die eine derartige Losung sinnvoll erscheinen lassen, finden sich bei Levitt et al. (1988)
fiir die Anderung von labiodentalen und interdentalen Frikativen, bei Kuhl (1980) und bei Darwin
(1984) fiir die Stimmbaftigkeit von Vokalen, den Artikulationsort und -art. Sie zeigen, dass die
Lautumgebung entscheidenden Einfluss auf die Erkennung von unterschiedlichen Lautsegmenten
hat (vgl. auch Anderson (1992, 43); Pierrehumbert (1990); Rischel (1990, 402).)
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4.1 Wahrnehmung von sprachlichen Finheiten

dieser Herangehensweise kann man die in einer Sprache vorkommenden Phoneme mit
allgemeinen Lernprinzipien der Habituation und Konditionierung stimmig erkldren.

Die folgende Uberlegung dient dem Verstéindnis der eben gemachten Aussage. Die Ge-
samtheit aller Phone der Sprachen dieser Welt sei durch einen Merkmalsvektor eindeutig
darstellbar. Die Eigenschaften des Vektors werden begrenzt durch:

a die physikalischen Eigenschaften des akustischen Signals und

b die rein physischen Eigenschaften der menschlichen Sinnesorgane (Hor- und Sprech-
apparat).

Die Informationsmenge, welche sich aus der Schnittmenge dieser beiden Eigenschafts-
mengen ergibt, definiert die einzelnen Merkmale des Vektors. Im Falle der natiirlichen
Sprache weisen die Signale, die abgegeben und aufgenommen werden, die gleichen Ei-
genschaften auf. Die Mengen sind damit gleich.*!

Die Anzahl der phonetischen Merkmale des Vektors und deren Qualitét sind dufserlich
vom Signal gegeben und werden weiter eingegrenzt (innerlich) durch die Eigenschaf-
ten, welche die Natur den Messinstrumenten (Sinnesorgane) angedeihen liek. So mag
die Schwingungsbreite des Trommelfelles einen bestimmten Frequenzbereich zuverlis-
sig aufnehmen. Die Hérchen lassen ebenso nur eine bestimmte Informationsdichte als
Ubertragung zu. Unsere Stimmbénder sind auf gleiche Weise zur Produktion in diesem
Frequenzbereich vorgesehen. Theoretisch mogen zwar mehr Informationen im Sprach-
signal vorhanden sein (beispielsweise Eigenschaften des zwischen Hérer und Sprecher
gelegenen Mediums oder unbeabsichtigte Welleniiberlagerungen (Interferenzen); diese
konnen aber aufgrund der Physiologie des Menschen nicht weiter genutzt werden.

Welche Kombinationen dieser Merkmale als diskrete Phoneme in das Lautinventar
einer Sprache eingehen, wird im Verlauf der Sprachevolution bestimmt und wird letzt-
endlich aus der Sprachumwelt (z.B. Mutter) an das lernende Kind weitergegeben. Das zu
Grunde liegende Prinzip ist die Haufigkeit der Verwendung bestimmter Merkmalskom-
binationen (Phoneme) mit genau den Merkmalsauspriagungen (phonetische Merkmale),
die in einer bestimmten Sprache vorherrschen. ,[M]ost neurons in the auditory system
...are frequency selective“ (Carlyon (2004, 466); sieche auch Kuhl et al. (2005, 240 u.
251); Gummer und Zenner (1996)). Damit kann man verniinftigerweise annehmen, dass
sich so synaptische Verbindungen fiir genau die Stimuli herausbilden, die von der Spra-
chumwelt hiufiger gegeben werden (Breitenstein und Knecht, 2003, 139f).%? Das Kind

“1Dies mag eine Anniherung sein — eine Diskussion, ob man mehr physikalische Informationen mit
dem Signal erzeugen als man selbst aufnehmen kann, liegt auferhalb der bewussten Wahrnehmung.
Wenn auch mit prizisen Gerdten messbar, bringt uns diese Diskussion an die Randbereiche dieses
Forschungsbereichs und kann damit an die Philosophie delegiert werden. (siehe hierzu beispielsweise
auch Soltis (2004) und anschlieftende Diskussionen 459ff, interessant ist auch der Aufsatz von Kemp
(1978)). In dieser Arbeit konnen wir davon ausgehen, dass die beiden Mengen identisch sind.

42 Also anders als Eimas (1975) annahm, basieren die neuralen Mechanismen nicht auf erblichen Struk-
turen, welche die mdéglichen Sprachlaute schon genau spezifizieren, sondern darauf, dass bestimm-
te Neuronen von bestimmten Frequenzen und andere Neuronen von weiteren Eigenschaften eines
bestimmten Signals (in diesem Fall Sprachsignal) angeregt werden. Erbliche Voreinstellungen be-
schrinken sich nach dieser Theorie auf die Frage, warum die Neuronen auf genau die Eigenschaften
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wird also fiir ganz bestimmte Frequenzbereiche eines Signals sensibilisiert und fiir andere
nicht (habituiert).** Brown (1999, 799) spricht in diesem Zusammenhang bei der auditi-
ven Wahrnehmung von monotopic mapping, welches die Reprisentation von lautlichen
Frequenzen zu einem Neuronenmuster beschreibt. Tritt eine Eigenschaft eines Signals
mit bestimmten Frequenzeigenschaften hiufiger auf, werden sich (als Funktion genau
dieser Haufigkeit) die Dendriten der Neuronenpaare, welche fiir diese Eigenschaft zu-
stindig sind, starker synaptisch verbinden als fiir Signalmerkmale, die nicht mit dieser
Haufigkeit auftreten. Der dadurch erzielte Verstarkungseffekt fiihrt zu einem schnelleren
Feuern der betroffenen Neurone und damit zur Sonderstellung der Sprachlaute in der
akustischen Umwelt des Menschen. Auf diese Weise gruppieren sich einzelne Merkmale,
die auf Dauer und im Durchschnitt oft zusammen auftreten, zu einem Informationspool
oder im linguistischen Sinne zu einer Phonemeinheit zusammen. Da die Haufigkeit die
Bildung von synaptischen Verbindungen bestimmt, werden auch immer Toleranzbereiche
und gleitende Ubergéinge zwischen den Merkmalsausprigungen bestehen bleiben. Dieser
Ansatz ist im Ubrigen mit den Beobachtungen von Werker und Desjardins (1995, 79)
und Kuhl (2000, 11852) stimmig.

Auch Erwachsene kénnen durch intensives Training und Sensibilisierungstechniken
lautliche Unterscheidungen wieder treffen, die in ihrer Sprache normalerweise irrelevant
sind. Dieser Umstand wird mit Reorganisation umschrieben und driickt aus neurobiolo-
gischer Sicht nichts weiter aus, als dass hier neue Synapsen zwischen den entsprechenden
Neuronenpaaren gebildet werden beziehungsweise vorhandene schwichere Synapsen ver-
starkt werden. Aufgrund des vorhandenen synaptischen Netzwerkes unterscheidet sich
dieser Lernprozess von dem eines Kindes im Sduglingsalter, in dem es noch keine oder nur
wenige synaptische Verbindungen gibt (vgl. Elman, 1999, 17f). Dieser Uberlegung liegt
die Anwendung der allgemeinen Lerntheorie auf das Erlernen von Phonemen zu Grun-

des Sprachsignals reagieren und nicht auf andere Signale, die keine sprachlichen Qualitéten aufwei-

sen (vgl. Dietrich (2007, 219) basierend auf Bendor und Wang (2005) oder Zatorre (2005)). Dem

konnte man entgegnen, dass die Neuronen natiirlich auf alle akustischen Signale reagieren. Da aber

nur die Sprachlaute in der Haufigkeit und Genauigkeit vorkommen, kénnen sich fiir die vereinzelten

anderen Signale keine starken synaptischen Verbindungen entwickeln wie die Sprachlaute.
43Zenner (1994, 129):

Im Tierexperiment scheinen manche Zellen ausschlieflich dann zu reagieren, wenn ein ur-
spriinglich komplexes Schallsignal frequenzmodelliert wurde. ... Andere reagieren nur auf
komplexe Phoneme, wie bestimmte Tierlaute. Es ist jedoch nicht anzunehmen, daf die be-
treffenden Zellen spezifische Detektoren fiir den gesamten komplexen Stimulus sind (z.B.
das gesamte Phonem oder den gesamten Tierlaut). Vielmehr muff man annehmen, dass
sie auf grundlegende akustische Elemente der Stimuli reagieren, welche den Stimuli ihre
charakteristischen Merkmale geben. Werden diese charakteristischen Merkmale durch die
vorangegangenen Stationen des Hirnstammes extrahiert, so konnen sie im Kortex empfun-
den werden. Diese Empfindung trigt zur Gesamtwahrnehmung des Gesamtstimulus bei.
Der auditorische Teil der Wahrnehmung setzt sich damit aus verschiedenen extrahierten,
charakteristischen Merkmalen der Schallinformation zusammen.

100



4.1 Wahrnehmung von sprachlichen Finheiten

de.** Auch psycholinguistische Studien (Maye et al., 2002) oder neuere Entwicklungen
der Emergenz (MacWhinney, 2001, 451) belegen die Plausibilitiat dieses Ansatzes.

Ein weiteres Argument, welches fiir das Phonem als Segmentierungseinheit spricht, ist
die Sparsamkeit (parsimony) bei der Ausfithrung kognitiver Prozesse. Unter der Pramis-
se der Sparsamkeit kognitiver Prozesse erhilt das Phonem einen entscheidenden Vorteil.
Unterstellt man, dass Phoneme oder deren Merkmalsvektoren (wie oben beschrieben)
durch sich verindernde raum-zeitliche Neuronenensembles reprisentiert werden und dass
die daran beteiligten frequenzsensiblen Neuronen synchron, also zeitgleich feuern, dann
lasst sich der Reduktionismus der Haufigkeit als grundlegende Gesetzmékigkeit abermals
anwenden. Hieraus ergibt sich auf theoretisch logischer Ebene, dass es keine neurona-
le Représentationseinheit gibt, die so oft gemeinsam feuert wie die Neuronen, die ein
Phonem représentieren. Dies gilt sowohl hinsichtlich einzelner phonetischer Eigenschaf-
ten als auch fiir Einheiten hoherer Organisation, wie Silben oder Worter und ldsst sich
mathematisch einfach zeigen. Fiir die phonetischen Eigenschaften kann man eine men-
gentheoretische Uberlegung anstellen. Zur Menge eines Phonems gehort eine Anzahl an
phonetischen Eigenschaften, die durch ein Neuronenmuster repriasentiert sind. Es gilt
somit fiir ein beliebiges Neuronenmuster des Phonems A:

k

A={> xih (4.1)

i=1

wobei x die phonetische Eigenschaft ist und k£ die Anzahl der phonetischen Merkmale,
die zur Bestimmung des Phonems geniigen.®> Unter der Bedingung, dass Neuronen, die
einzelne phonetische Merkmale kodieren, nicht einzeln feuern kénnen, sondern immer
zeitgleich mit anderen Neuronen, weil sie auch zeitlich zusammen im Signal auftreten,
lésst sich die Einheit eines Phonems begriinden. Ein einzelnes y; kann zwar 6fter auftre-
ten als A, aber immer nur innerhalb eines bestimmten Neuronenmusters, welches wieder-
um ein anderes Phonem bestimmt. Beispielsweise konnte eine Neuronengruppe fiir einen
bestimmten Frequenzbereich der Stimmbhaftigkeit sensibilisiert sein. Diese phonetische
Eigenschaft tritt bei mehreren Phonemen auf. So wiirde das entsprechende Neuronen-
muster sowohl bei /b/ als auch bei /d/ feuern, aber nicht allein, sondern als Teilmenge
in dem Gesamtmuster des /b/ oder des /d/. Es gibt so kein y;, das isoliert ofter feuert
als A. Grafisch lasst sich der Zusammenhang wie in Abbildung 4.1 veranschaulichen.

Néhert man sich der Frage dann aus kybernetischer Perspektive, kommt man unwei-
gerlich zu dem Schluss, dass die kleinste Ordnungseinheit, genau die Einheit sein muss,
welche eine Verdnderung des Systems bewirkt und die in keine Untereinheit geteilt wer-
den kann, die allein eine Veriinderung des Systems hervorrufen konnte. Ubertragen auf
das System der Sprache, nehmen die Phoneme diese Rolle ein.’® Eine Anderung eines

Hygl. etwa Spitzer (2002, 62ff, 69, 79fF) und Spitzer (2000, 19ff, 42ff, 229fF); Brown (1999) oder Blake-
more und Frith (2006, 61f).

45 ist nur aus Griinden der Vereinfachung mit 1 initialisiert. Phoneme besitzen natiirlich immer mehr
als ein phonetisches Merkmal.

46Man bedenke, dass sich Phoneme oft nur in einem relevanten phonetischen Merkmal unterscheiden.
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Abbildung 4.1: Hypothetische Annahme einer héaufigkeitsabhiingigen Reprisentation
von Wahrnehmungseinheiten, Quelle: Eigene Darstellung

fiir eine Sprache relevanten phonetischen Merkmals &ndert dieses in ein anderes Pho-
nem um. Ist das Merkmal nicht bedeutungsunterscheidend, werden zwar Variationen
als Allophone auftreten, eine Anderung auf der nichsten Ordnungsebene der Morpheme
wird aber nicht zu beobachten sein. Genauso verhalten sich kleinere Variationen im Fre-
quenzbereich des Signals. Erst wenn diese Variationen einen dehnbaren Toleranzbereich
iiberschreiten, erfolgt eine Anderung im Output.

Definitionsgeméf wire hier die Silbe nicht als kleinste Ordnungseinheit aufzufassen,
da sie in kleinere Einheiten zerlegt werden kann, die allein eine Anderung des Outputs
bewirken. Genau dies ist aber bei Phonemen nicht der Fall, da sich hier die einzelnen
phonetischen Eigenschaften nicht voneinander isolieren lassen.’” So miisste man den
Phonemen auf theoretischer Ebene den Status der kleinsten Sprachbausteine zuspre-
chen und somit sollten auch die statistischen Verteilungen der Phoneme Grundlage der
anstehenden Simulation sein.

Diese systemtheoretische Losung spiegelt sich aber nicht eindeutig in der experimen-

So koénnte man zu dem Schluss gelangen, dass die einzelnen phonetischen Merkmale die systembe-
stimmenden Einheiten sind, die sich dhnlich wie die Phoneme in Wortern, zu héheren Einheiten
zusammenschliefen kénnten. Dieser Einwand ist nicht ganz unberechtigt, aber aus der hier geschil-
derten Perspektive unbedenklich, weil die einzelnen phonetischen Merkmale nicht allein auftreten
kénnen, sondern immer nur zusammen mit anderen Merkmalen eine bedeutungsunterscheidende
Einheit in einem Verbund bilden.

4Tygl. Jusczyk und Luce (2002, 4) fiir eine konzise Zusammenfassung dieses Gedankens, der schon am
Anfang der Debatte um die kleinsten linguistischen Einheiten gedufiert wurde.
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tellen Forschung fiir die Sprachwahrnehmung von Kleinkindern und Erwachsenen wider,
weil das Signal nicht die hier unterstellte strenge Linearitiit aufweist.’® Man kann da-
gegen einwenden, dass auch die Phoneme im Sprachsignal nicht als einzelne Einheiten
auftreten, sondern auf gleiche Weise, wie die einzelnen phonetischen Merkmale, das Fre-
quenzspektrum nur im Verbund gestalten.*® Das ist natiirlich nicht bestreitbar, aber
im Falle von Phonemen lésst sich, wenn auch nicht wie in der generativen Phonolo-
gie behauptet, streng linear, aber doch eine zeitliche Abfolge der Phoneme verzeichnen,
die durch Assimilationen und Koartikulationen mehr oder weniger stark kenntlich ist
(Remez, 1994, 148). Genau diese Abfolge lisst sich bei den phonetischen Merkmalen
nicht feststellen, weil sie zusammen erst eine akustische Schwingung erzeugen. Die Fre-
quenzzusammensetzzung der Sprache ist jedoch derart kompliziert, dass eine genauere
Aufschliisselung zunéchst nicht méoglich ist (Gegenfurtner, 2005, 59).

Fiir eine ausfiihrliche Begriindung der Wahl einer Segmentierungseinheit kann es hilf-
reich sein, sich die verschiedenen Positionen der fiihrenden Wissenschaftlern auf diesem
Gebiet vor Augen zu fithren. Saffran et al. (2006) versuchen die Argumente zu vereinen.

[S]peakers of different languages employ different units as their primary unit of segmenta-
tion. Speakers of syllable-timed languages (e.g. French, Spanish, Catalan, & Portuguese)
show a processing advantage for the syllable ..., speakers of stress-timed languages such

as English and Dutch show greater access to the phoneme ..., and Japanese adults use
the mora as the primary unit of segmentation. (Saffran et al., 2006, 77)

Den Bezug zum sprachlernenden Kind schildern die Autoren nur wenige Seiten zuvor.

By 6 months of age, infants probably have adultlike representations of speech and other
complex sounds. However, this is not to say that their perception of complex sounds is
adultlike. It is clear that infants do not attend to the information within complex sounds
in the same way that adults do. (Saffran et al., 2006, 71)

Sie beziehen sich offensichtlich auf die Arbeit Cutlers, welche sie mit eigenen Erkennt-
nissen iiber die Féhigkeiten von Sduglingen in Beziehung setzen und damit die eingangs
genannte (Kap. 4.1) Entwicklungsrichtung skizzieren. Der Unterschied zwischen Klein-
kindern und Erwachsenen wird in der Wahrnehmung, aber nicht in der vorhandenen
Représentation, gesehen.

Cutler et al. (2001) beziehen einen recht deutlichen Standpunkt und argumentieren
gegen die Silbe als unit of perception. Sie stellen eine kleine Kollektion an Argumenten
zusammen, welche die Silbe, wie sie von Mehler (1981) so rigoros als universale Wahrneh-
mungseinheit angepriesen wird, logisch widerlegen kénnten. Sie gestehen der Silbe eine
mogliche Ersatzrolle zu und kehren damit den Vorschlag Mehlers um. Die Silbe spiele in

48Marcus (1984) beschreibt eine Computersimulation, in der die Linearitéit der Einheiten aufgehoben
wird. Der unbekannte Input wird mit kontextsensitiven Représentationen abgeglichen. Diese Repré-
sentationen sind mogliche Lautkombinationen der Sprache, welche, wenn auch nur zum Teil im Input
enthalten, zugewiesen werden. Diese Simulation zeigt, dass eine strenge Linearitdt der Phonemabfol-
gen im Input nicht unbedingt vorhanden sein muss und trotzdem intern eine lineare Reprisentation
entsteht.

“9Hockett (1955, 210) verwendet hier eine beriihmte Analogie zu Ostereiern, welche wenn zusammen
geworfen im Nachhinein mittels Analyse ihres Eigelbs und der Schale wieder zu ihrer urspriinglichen
Form identifiziert werden sollen.
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speziellen Sprachen sicherlich eine grofere Rolle als in anderen Sprachen. Daraus liefe
sich jedoch keine Universalitit ableiten.

A theory in which the syllable is the universal ,,unit of perception“ cannot account for this
crosslinguistic variability. (Cutler et al., 2001, 189)

Wenn die Worterkennung auf Silben basiert, wiren Worter, die in keine Silben aufgeteilt
werden konnen, schwieriger zu erkennen sein. Dafiir gibt es jedoch keine Anhaltspunkte.
Silben erleichtern die Segmentierung moglicherweise, aber diese Eigenschaft kann sie
nicht in den Status einer universalen Einheit heben.

Syllables are not, as Mehler (1981) suggested units of perception into which listeners clas-

sify spoken input prior to lexical access. Instead, the syllable appears to be the measuring

stick against which viable and unviable parses of continuous speech are judged. Syllables

form acceptable chunks in the ongoing lexical parse of the speech stream, nonsyllabic
sequences do not. (Cutler et al., 2001, 191)

Gerken und Aslin (2005) geben in ihrer Festschrift an Jusczyk einen Abriss iiber sei-
ne Forschungsphasen der Sprachperzeption. Die letzte Phase ist von einer Erkenntnis
geleitet:

[IJnfants are keeping track of the distributional properties of their native-language input,

although at the level of diphones rather than individual phonetic segments. (Gerken und

Aslin, 2005, 7)

Diese Idee genieft derzeit recht groke Anerkennung, weil sie viele experimentelle Be-
funde plausibel erkldren kann und einen Kompromiss zwischen Silben und Phonemen
bietet. Einserseits muss der abstrakte Charakter der Phoneme aufgegeben und die not-
wendigen Informationen einem variablen akustischen Input zugesprochen werden. Ande-
rerseits erfiillt dieser Input noch die Aufgaben eines Segments. Wie weit dieses phoneti-
sche Segment sich von einer abstrakten Einheit unterscheidet, unterliegt einer Definition,
welche noch nicht in der notwendigen Genauigkeit dargelegt werden kann.

Auch Macken (1995) ldsst eine klare Tendenz fiir Segmente erkennen:

we reasonably infer that the child ,segments® the input and represents words in terms of
a linear sequence of segment-sized or equivalent-length units. (Macken, 1995, 688)

Dazu muss man wissen, dass in der Literatur zu diesem Themengebiet auf die Realititen
der Phoneme verwiesen wird, wenn man von Segmenten spricht. Die genaue Form dieser
Segmente bleibt jedoch vage.

The format of these beginning representations cannot be decided at this point. (Macken,
1995, 688)

Vihman (1996) in Vorwegnahme der Aussage von Saffran et al. (2006) gibt zum da-
maligen Wissenstand ein Remis bekannt.

these results ...provide no clear evidence that syllables, rather than smaller or larger
units, provide a first basis for perceptual processing. (Vihman, 1996, 69)

Dennoch sieht Jusczyk grundséitzlich Anlass, die Silbenstruktur als Représentationsein-
heit vorzuziehen (Jusczyk, 1997, 112ff), aber er rdumt ein, dass die Methodik trotz aller
Modifikation nicht unfehlbare Ergebnisse liefern kann. Zudem grenzt er das Alter fiir
die Erkennung einer Silbenstruktur auf das erste halbe Jahr nach der Geburt ein. Unter
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Beriicksichtigung der Forschung Hillenbrands (Hillenbrand (1983) u. Hillenbrand (1984))

gesteht er weiterhin zu:%°

One possible implication of these results is that 6-month-olds are beginning to perceive
some segmental and/or featural organization within syllables. (Jusczyk, 1997, 115)

Aus dem dargebotenen Material ist nun doch eine Tendenz fiir einzelne Segmente in
Form der Phoneme entstanden. Die Silbe, wenn als Analyseeinheit betrachtet, bringt eine
Reihe erheblicher Schwierigkeiten mit sich. Speziell hinsichtlich eines Simulationsdesigns
ist schon die Mehrdeutigkeit der Silbe problematisch.?! Die Sprecher einer Sprache mogen
eine oft genaue, aber doch intuitive Wahrnehmung von der Silbe haben. Soll sie jedoch
genau definiert werden, treten Schwierigkeiten auf (balcon vs. bacon).

Wie in der oben gefiihrten Diskussion schon angefiihrt wurde, ist es nicht moglich,
einen englischen Text in Silben automatisiert aufzuteilen, ohne dass man recht spezifi-
sche prosodische Informationen einbezieht. Wenn man aber genau diese Informationen
doch ausblenden mochte, um den Beitrag der rein statistischen Verteilungen zu messen,
fiihrt die Verwendung eines silbifizierten Textes zu einem Zirkelschlussproblem.?? Weil
dieser Zirkelschluss vermieden werden soll und bislang kein Forschungsergebnis zeigen
kann, dass die Silbe oder das Phonem die grundlegende Einheit ist, wire schon allein
deshalb das Phonem die bessere Wahl fiir ein Simulationsmodell. Dies hat zudem den
Vorteil, dass Diphone, wie sie von Gerken und Aslin (2005) vorgeschlagen wurden, auch
einbezogen werden konnten, allerdings in abstrahierter Form.

Andererseits kann man auch von der rigiden Vorstellung Abstand nehmen, dass Klein-
kinder nur eine Art der Wahrnehmungseinheit haben konnen. Auf diese Weise ndhert
man sich den Ergebnissen Jusczyks an, wenn man annimmt, dass Phoneme nicht die
kleinsten Reprisentationseinheiten sein miissen, aber dass sie dann als trennbare Ein-
heiten erkannt werden.>® Dies entspricht dann der Vorstellung Jusczyks (Jusczyk, 1997),
die Phoneme iibernehmen eine strukturorganisierende Rolle innerhalb der Silbe. Diese
Eigenschaft wire fiir zwei Monate alte Babys noch nicht nachzuweisen (Jusczyk und

0Hillenbrand (1984) wies die Fihigkeit bei sechs Monate alten Babys nach, den Unterschied des labia-
len und alveolaren Artikulationsortes zu erkennen. Diese Untersuchung implizierte aber auch, dass
die Lautumgebung der Vokale, keinen Einfluss auf die Erkennungsleistung ausiibte. Wenn aber die
Vokale keine Information zur Erkennung des Artikulationsortes beitragen, kann man auch davon
ausgehen, dass die Merkmale der beiden Nasale allein identifiziert werden kénnten und somit eigene
Représentationseinheiten bilden.

51Vgl. McQueen (1998, 37):

If syllabification is indeterminate in some sequences of speech sounds, then a speech seg-
mentation procedure requiring the classification of all speech input into syllables will not
work reliably.

2Die nativistische Antwort lautet dann, dass man schon allein fiir die Silbenstrukturierung auf die
Universalgrammatik zuriickgreifen muss (Yang, 2004).

53 Aus neurowissenschaftlicher Perspektive schlagen Hickok und Poeppel (2004) eine duale Verarbei-
tung vor. Sie beobachteten zwei Verarbeitungssysteme nach der akustisch-phonetischen Analyse des
Inputs. Das dorsale Biindel {ibernimmt die explizite Segmentierung in phonologische oder akus-
tische Einheiten und das ventrale System iibernimmt eine Bedeutungszuordnung mit nicht n&her
spezifizierbaren Einheiten.
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Derrah (1987); Bertoncini (1988)), schon aber fiir Sduglinge doppelten Alters (Miller
und Eimas (1979); vgl. Houston et al. (2004, 423)).

4.2 Statistische Berechnungen und logisches Schlielen

Eine zusammenfassende Beschreibung der friihkindlichen Fahigkeit zur Erkennung von
statistischen Zusammenhingen wurde bereits in Kapitel 3.2.4 verfasst. Eine Wieder-
holung der experimentellen Befunde erscheint somit unzweckméifig. Stattdessen sollen
weitergehende Ausfiihrungen die Verwendung des statistischen Lernens als Randbedin-
gung der Simulation rechtfertigen.

Eine erste theoretische Untersuchung fiir das Vorhandensein statistischer Mechanis-
men haben Hayes und Clark (1970) fiir Erwachsene erbracht. Nach einer anfanglichen
Diskussion iiber weitere Moglichkeiten zur Segmentierung, stellen sie zwei Experimente
unter Verwendung einer Kunstsprache an. Im ersten Experiment horten die Probanden
einem Lautstrom 45 Minuten lang zu und sollten dann entscheiden, wo sich mogliche
Wortgrenzen einfiigen lieflen. Obwohl das Stimulusmaterial so gewdhlt wurde, dass keine
Hinweise auf Pausen oder rhythmische Figuren vorhanden sein konnten, erkannten die
Probanden mogliche Cluster in der Kunstsprache. Diese Gruppen entsprachen natiirlich
den von der finite state grammar erzeugten Wortern. Im zweiten Experiment konnte
zudem gezeigt werden, dass diese Erkennungsleistung von der Anzahl der Phoneme ab-
héngt. Bei einer Sprache mit nur vier Phonemen kénnen keine Muster mehr erkannt
werden, wohl aber schon mit sechs.

Hasher und Chromiak (1977) gehen beim Aufnehmen und Verarbeiten von allgemei-
nen Fahigkeiten der Kognition aus, welche zwar auch auf die Sprache anwendbar, aber
nicht darauf begrenzt bleiben. Eine mogliche allgemeine Lernstrategie ist das Benutzen
von Haufigkeiten von Ereignissen der Welt oder auch von Wértern. Dieser Prozess der
Wahrscheinlichkeitsschitzung lduft unterbewusst ab.5* Zwei Experimente sollten die dort
ablaufenden Gesetzméfigkeiten besser verstehen helfen. Im ersten Experiment wurden
Probanden verschiedenen Alters (Schulkinder und Studenten) mit Wortlisten konfron-
tiert. Dabei wurde eine Gruppe zu Beginn iiber ihre Aufabe informiert, wihrend die
andere Gruppe die Anweisung erst nach der Présentation der Wortliste erhielt. Es zeigte
sich, dass weder das Alter noch der bewusste Prozess des Zahlens Auswirkungen auf die
Leistung hatten. Im zweiten Experiment konnte dann noch gezeigt werden, dass auch
mehrfaches Uben mit und ohne Feedback die Leistung nicht verbessert.

frequency counting or tagging is something which the organism engages in as an essential

component of his processing of the world; or in the case of this study, in the processing of
a list of words. (Hasher und Chromiak, 1977, 182)

Einige Jahre spiter wurden diese Ergebnisse under truly memory conditions Hasher
et al. (1987, 69) repliziert. Vier Experimente bestéitigten die aufgestellten Annahmen
(criteria):

4vgl. Hasher und Zacks (1984) fiir eine ausfiihrliche Herleitung und Begriindung.
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automatically encoded information is stored in memory in the absence of conscious inten-
tions to do so ...the quality of this encoding is uninfluenced by the voluntary goals or
strategies of an individual. (Hasher et al., 1987, 69) °°

Die Experimentiermethodik folgte einem dhnlichen Muster. Um die unbewusste Aufnah-
me der Worthaufigkeit, die eigentliche Worterinnerungsaufgabe (memory test) messen zu
koénnen, l6sten die Probanden zur Ablenkung Aufgaben, wie das Erkennen von Anagram-
men (Experiment 1), wie die Satzvervollstindigung (Experiment 2) oder wie Bild-Wort
Abgleiche (stroop interference task in den Experimenten 3 und 4).5¢ Tm Ergebnis bleibt
auch hier festzuhalten:

...people can reliably discriminate the frequencies of such naturally occurring events as
single letters, letter pairs, surnames, occupations, and diseases. (Hasher et al., 1987, 87
g

Die Versuchspersonen kénnen sich also unterbewusst die Hiufigkeit zu den Lautsequen-
zen gut merken und diese auch fiir die weitere kognitive Verarbeitung verwenden.

McQueen und Pitt (1996) zeigten schlieklich, dass Erwachsene Sprecher die Uber-
gangswahrscheinlichkeiten immer dann benutzen, wenn die einzelnen Segmente schwie-
riger zu erkennen sind. Diese Fahigkeit wird sowohl zur Wortsegmentierung als auch zur
Erkennung einzelner Sprachlaute bei gesprochener Sprache abgerufen. Die Verwendung
dieser statistischen Informationen in Form der Ubergangswahrscheinlichkeiten findet
auch bei Lexikonabgleichen zwischen lexikalischer und vorlexikalischer Ebene in einem
Top-down-Verfahren statt (Pitt und McQueen, 1998). Wenn Erwachsene einem Sprach-
strom unbekannter Einheiten segmentieren sollen, verwenden sie ebenso die Ubergangs-
wahrscheinlichkeiten, nicht aber wenn es zu strukturellen Musterabgleichen kommt. Hier
greifen die Horer auf eine algebraische Lésung zuriick (Pefia et al., 2002).57

Treffen diese Féahigkeiten aber auch auf wenige Monate alte Babys zu? Goodsitt et al.
(1993) wiesen eine Art Clustering-Strategie fiir sieben und acht Monate alte Babys nach.
Vorbild waren die Experimente von Hayes und Clark (1970), die auf die Erstsprachs-
erwerbsforschung angepasst wurden. Nach einer Trainingphase mit Silben, sollte die
Fahigkeit der Sduglinge gepriift werden, ob sie diese auch in drei verschiedenen Umge-
bungen (invariant, redundant, variable) wieder erkennen wiirden. Nach 20 Durchliufen
stellte sich fiir alle drei Szenarien die gleiche Erkennungsleistung heraus. Nach 20 wei-
teren Versuchen verbesserte sich jedoch lediglich die invariante Umgebung, in der die
Silbenanordnung so gewihlt wurde, dass sie eine mit Ubergangswahrscheinlichkeiten
kodierte Struktur offenlegte.

Allerdings erbrachten erst Saffran et al. (1996a) den entscheidenden Beweis (siche
Kap. 3.2.4). Die sich daraus entwickelnde Diskussion hat sich insofern als fruchtbar er-

®Berns et al. (1997) vereinen die Erkentnisse aus Hayes und Clark (1970) und Hasher et al. (1987)
insofern sie die Gehirnregionen fiir beide Beobachtungen angeben kénnen. Dabei wird nicht nur
»- - - sequential information [in Form einer endlichen Grammatik] ...learned and used in the absence
of awareness”, sondern auch von Kleinkindern genauso wie von Erwachsenen verarbeitet.

56Im vierten Experiment wurden die Probanden direkt instruiert, sich die Hiufigkeit bestimmter Worter
zu merken. Ansonsten war die Experimentieranordnung mit Experiment 3 identisch.

5TFiir eine kritische Bemerkung der Studie hinsichtlich der algebriiischen Regelhableitung siehe Seiden-
berg et al. (2002).
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wiesen, dass sie zu einer kleinen Explosion an relevanten entwicklungspsychologischen
Experimenten und Publikationen fiihrte. Aslin et al. (1999) bezogen diese Fahigkeiten
auf sprachliche und aufsersprachliche Phianomene. Dieses Ziel verfolgte auch Saffran et al.
(1999) und Saffran (2003¢) mit einer Untersuchung zur Anwendbarkeit des statistischen
Lernens in der mentalen Verarbeitung von Musik und Tonhohen. Saffran et al. (1999)
und Saffran (2003c) berichteten zwar iiber unterschiedliche Strategien bei Erwachsenen
und Kleinkindern, aber die Fahigkeit, Mechanismen des statistischen Lernens zu nutzen
sind gleichermafen vorhanden. Bereits in Saffran et al. (1997b) zeigten zwei Experimen-
te, dass Erwachsene und Kinder gleichermafien sprachliche Informationen auf Grundlage
von statistischen Verteilungen beildufig aufnehmen. Goémez und Gerken (1999) weiteten
den Ansatz des statistischen Lernens auf komplexere Grammatiken aus. In ihrem vier-
ten Experiment zeigten sie, dass 12 Monate alte Babys eine recht komplexe endliche
Grammatik aus dem présentierten Material erkennen, sodass man nicht nur von first
order dependencies, wie der Wortsegmentierung ausgehen sollte, sondern auch hohere
Ordnungsstrukturen in den Ansatz des statistischen Lernens aufnehmen darf. Sie un-
terstellten hier eine Art statistischen Child Parser (Saffran et al., 2001, 12874). Eine
dhnliche Frage addressierten Saffran (2001a) und Saffran und Wilson (2003). Sie un-
tersuchten den Einfluss des statistischen Lernens in einfachen Phrasenstrukturen bei
Kindern®® und Erwachsenen. Auch ihre zwei Experimente wiesen in die gleiche Rich-
tung.®® Die Mechanismen des statischen Lernens finden bei Erwachsenen und Kindern
in verschiedenen kognitiven Doménen Anwendung. Sprache und das abstrakte syntak-
tische Regelsystem sind nur eine kognitive Démane, in der statistische Zusammenhénge
die wichtigen Hinweise fiir eine Regeldeduktion geben konnen. Saffran (2001a) bleiben
jedoch vorsichig in ihrer Formulierung:

humans possess statistical learning mechanisms which may assist in the acquisition of this
abstract component of natural language. (Saffran, 2001a, 493)

Sie erachten die statistischen Lernmachnismen zwar als unbestreitbaren Bestandteil der
menschlichen Kognition, legen sich aber nicht fest, ob diese Mechanismen tatséchlich
fiir das Erlernen einer abstrakten Grammatik verantwortlich sind. Denn dabei stellt sich
natiirlich die Frage, wie die Sprachlerner wissen, von welchen Strukturen sie Statistiken
bilden miissen. Dafiir hat man aber noch keine eindeutige Losung gefunden. Die Mog-
lichkeiten der Strukturen sind unbegrenzt. Schlieflich kénnte man immer das erste Wort,
die drittletzte Silbe, das siebente Phonem, etc. einer Lautkette zdhlen und daraus eine
Haufigkeitsverteilung erstellen. Die Losung soll das altbekannte Konzept der Randbedin-
gungen (Constraints) bringen (Jusczyk (1998); Newport und Aslin (2000)), womit man
sich jedoch wieder in die Nihe eines Sprachmoduls begibt. Auch hier muss man sich die
Frage gefallen lassen, wie die schon recht speziellen Randbedingungen entstanden sein

8ygl. auch Morgan (1996a) fiir einen kurzen Bericht iiber die Frage, ob kindgerichtete Sprache ein
ausreichender Input fiir das Erkennen einer Phrasenstruktur ist. Nach Meinung des Autors ist dies
der Fall.

% Das statistische Lernen in linguistischen Doménen ist nicht auf die Bereiche der Wortsegmentierung
und des Syntaxerwerbs beschrinkt. Gomez (2007) weitet mit einer zusammenfassenden Darstellung
des phonologischen Lernens das Einzugsgebiet weiter auf die Kategorisierung von Sprachlauten und
Generalisierung von Silbenmustern aus.
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konnen. Bleiben die Randbedingungen jedoch allgemein und fiir das gesamte kognitive
System iibertragbar, liefen sich die Besonderheiten des Spracherwerbs auch mit allge-
mein giiltigen kognitiven Fihigkeiten erkldren. Saffran (2002) fithrte dazu eine Reihe
von Experimenten durch, in welchen sie predictive dependencies als Randbedingungen
zur Musterextraktion einer Grammatik unterstellte.?® Die vorhersagbaren Strukturen
halfen natiirlich beim Erkennen der Grammatikstruktur. Derselbe Mechanismus konnte
dann auch bei nicht sprachlichem tonalem und visuellem Input nachgewiesen werden.
Auf diese Weise wurde klar, dass das statistische Lernen zwar zielgerichtet geleitet sein
kénnte, aber auf jeden Fall einen Mechanismus verwendet, der fiir das gesamte kognitive
System relevant ist und nicht nur auf die Sprache als Modul beschrinkt bleibt.6!

4.3 Erinnerungsvermogen von Lautsequenzen

Eine wichtige Fahigkeit, die Kleinkinder besitzen miissen, um die Annahmen des hier
entwickelten Algorithmus zu erfiillen, ist, die hiufigsten extrahierten Phonemketten lang-
fristig in Erinnerung zu behalten. Sobald die Einheiten mit den Ubergangswahrschein-
lichkeiten im Lautstrom erkannt werden kénnen, miissen sie in der ein oder anderen Form
reprasentiert werden. Nur dann kdnnen diese Einheiten zur erweiterten Segmentierung
auch genutzt werden. Nimmt man die Féhigkeit einer haufigkeitsbasierten Erinnerung
hin, wie implizit in Jusczyk et al. (1994) oder explizit in Shi et al. (2006) gezeigt werden
konnte, kristallisieren sich zwei weitere Experimente als zentral heraus:%? Jusczyk und
Aslin (1995) und Jusczyk und Hohne (1997).

Shi et al. (2006) haben den bekannten Frequenzeffekt (Broadbent, 1967) auf das Seg-
mentierungsproblem bei Sduglingen bezogen. Im Spezifischen untersuchen sie den Ein-
fluss der hochfrequenten Funktoren des Englischen, wie dem Artikel the, auf die Erken-
nungsleistung der umgebenden lexikalischen Einheiten. Acht Monate alte Babys sind
dazu in der Lage, wenn auch noch in einer eher unterspezifizierten Reprisentation, weil
nicht nur das the, sondern auch das seltene kuh, wohl durch dessen besondere akusti-
sche Wirkung, zur Segmentierung genutzt wurden. Bei elf Monate alten Babys war der
Sonderstatus des kuh bereits verschwunden.

Jusczyk und Aslin (1995) verwenden die Head Turn Preference Procedure, um zu zei-
gen, dass siebeneinhalb Monate alte Babys einzelne, ihnen bekannte Worter in einer
fremden Lautumgebung wiedererkennen (Experiment 1). Sechs Monate alte Babys ver-
fiigen noch nicht iiber diese Féhigkeit (Experiment 2). Dafiir werden die Probanden mit
einsilbigen, isoliert auftretenden Wortern konditioniert und diese werden in der Test-
phase mit fremden Wortern umgeben. Im dritten Experiment wird nur ein phonetisches

60ygl. auch die Zusammenfassung in Saffran (2003b).

61 Diese Ergebnisse entsprechen im Grunde der Ansicht von Langacker (1999, 91ff u. 129) und Langacker
(1990, 1ff).

52In Jusczyk et al. (1995) konnte schon gezeigt werden, dass zwei und drei Monate alte Babys Infor-
mationen iiber ein phonetisches Merkmal nicht nur zum Vergleich mit neuen Input zur Verfiigung
steht, sondern auch iiber langere Zeitraume behalten werden kann (Jusczyk et al., 1995, 38).
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Merkmal des Stimulusmaterials gedndert und die Erkennungsleistung ist immer noch
signifikant. Dies weist natiirlich auch auf die hohe Detailiertheit der zu verarbeitenden
Informationen hin. Im vierten Experiment wird das Trainingsmaterial sogar so weit ver-
andert, dass nun die Zielwdrter in Sétzen vorgetragen werden. Auch hierfiir konnte eine
positive Evidenz gefunden werden. Zusammenfassend ldsst sich damit sagen:
Information about such regularities in the input ...is apt to prove useful in identifying

sequences of sounds that are likely to be an important component in forming and building
up a lexicon. (Jusczyk und Aslin, 1995, 17)

Fiir die Zwecke der Simulation darf eine Vorstufe des Lexikons, ein Paralexikon, unter-
stellt werden, weil noch keine Bedeutungen mit den Phonemketten verbunden sind. Die
so gezeigten Fahigkeiten setzen natiirlich ein Erinnerungsvermdogen voraus, weil zwischen
der Trainingsphase und der Testphase immer Zeit vergeht. Diese Zeitspannen waren si-
cher zu kurz, um eine realistische Entsprechung fiir die Prozesse der Simulation zu haben.
Deshalb muss eine weitere Experimentenreihe hinzugezogen werden.

Diese Experimentenreihe von Jusczyk und Hohne (1997) unterstiitzt die Aussage, dass
sich acht Monate alte Babys Lautmuster iiber zwei Wochen merken kénnen, ohne sie mit
einer Bedeutung zu verbinden. Dies ist natiirlich auch eine wichtige Voraussetzung zur
Bildung des Lexikons. Die Worte der Autoren geben die Bedeutung des Experiments
abermals sehr treffend wieder:

The fact that the initial exposure to the words occurred in fluent speech contexts and
subsequently led to listening preferences for citation versions of the words suggests that
infants not only attended to and stored the sound patterns of words that recurred in the

stories, but also that they have some means representing these patterns and compensating
for different acoustic-phonetic forms of the same words. (Jusczyk und Hohne, 1997, 1985)

Ergianzend zu diesen Befunden konnte auch noch die Fahigkeit niitzlich sein, sich lange-
re Wortgruppen zu behalten und damit nicht nur einsilbige oder zweisilbige Einheiten
in der Simulation zuzulassen. Nazzi et al. (2000b) und eine leichte Verbesserung in der
Experimentieranordnung davon in Soderstrom et al (2005) zeigen, dass sich sechs Mo-
nate alte Babys lingere Satzpassagen und einige prosodische Merkmale davon merken
konnen und auch in Textpassagen wieder erkennen. Dabei gibt allerdings die Intonation
wesentliche Anhaltspunkte, ob die bekannte Einheit iiber mehrere Sitze hinwegreicht
(z.B. ...rabbits eal. Leafy vegetables versus ... Rabbils eat leafy vegetables.).®

4.4 Verwendung und Form der segmentierten Einheiten

Christophe et al. (1994) geben Anlass iiber die Verwendung und Form von wortdhnlichen
Einheiten nachzudenken. Thr Experiment ging zwar einer anderen Fragestellung nach,
aber die daraus gewonnenen Erkenntnisse sollte man auch der letzten Simulationsrand-
bedingung nicht vorenthalten. Die Experimentatoren bestéitigten, dass drei Tage alte
franzosische Babys einen Unterschied zwischen mati in mathématicien und pyjama tissé
erkennen kénnen. Ob das Experiment als Beweis fiir die Wortgrenzenerkennung bei drei

63Giehe hierzu die detailierten Ausfiihrungen in Kapitel 3.2.1.
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Tage alten Sduglingen taugt, mag dahingestellt sein, weil die Présenz eines Unterschieds
noch keine Informationen iiber das Konzept der Wortgrenze enthélt. Im Franzosischen
kann der prosodische Unterschied der zwei Formen von mati moglicherweise eine Wort-
grenze definieren. Das darf aber nicht heifien, dass damit auch schon die Grenzen der
Einheit bekannt sind. mat: konnte genauso als eine Art Minimalpaar gespeichert werden,
wobei das unterschiedliche Betonungsmuster das unterscheidbare Merkmal des Paares
wiare. Bedeutsam fiir die hiesige Simulation ist nun, dass Babys schon sehr friihzeitig in
der Lage sind, Einbettungen kleinerer Einheiten in lingeren Konstrukten zu erkennen.
Dabei spielen anscheinend schon sehr feine prosodische Unterschiede eine wichtige Rolle.

Saffran (2001b) macht sich Gedanken, ob die mit den Ubergangswahrscheinlichkeiten
segmentierten Einheiten iiberhaupt weiter verwendet werden und in welcher Form sie
als Représentationen zur Verfiigung stehen. Wiirden die Kleinkinder den Output der
statistischen Berechnungen als mogliche Worter tatsachlich anerkennen, so miissten sie
Worter, die konform mit der statistischen Segmentierung sind, von Einheiten, welche
die Wortgrenzen {iberschreiten (part-word targets) in englischen Sétzen und Kunstsét-
zen unterschiedlich behandeln. Nach einer entsprechenden Konditionierung sollte man
erwarten, dass die statistisch korrekt segmentierten Worter im englischen Satz bevorzugt
werden, nicht aber im Kunstsatz. Diese Annahme konnte durch das erste Experiment
bestatigt werden. In der Tat wurden bei den Kunstsdtzen die Teilworter besser erkannt.
Dieser Unterschied ist allerdings nicht statistisch relevant. Das zweite Experiment kon-
trollierte die Fahigkeit der Probanden zwischen den Englischen Sétzen und Kunstsitzen
unterscheiden zu konnen, was auch eindeutig der Fall war. Im dritten Experiment soll-
te schlielich noch eine weitere mogliche Informationsquelle, das Klangbild, kontrolliert
werden. Analog zum zweiten Experiment stellte sich dafiir keine Signifikanz heraus, so-
dass man getrost annehmen kann, dass die kindlichen statistischen Lernmechanismen
wortdhnliche Repréasentationen zur weiteren Verarbeitung in ihrer Muttersprache gene-
rieren(vgl. Saffran, 2001b, 166).

Diesen Befund kann man nun auch mit einem spéateren Experiment in Verbindung brin-
gen. Bortfeld et al. (2005) beschreiben drei Experimente, bei denen sechs Monate alte
Babys mit der Head-Turn-Preference-Procedure auf ihre Féhigkeit getestet wurden, ein
neues Wort zu erkennen, wenn es lediglich durch das Umfeld eines bekannten Wortes defi-
niert ist. Dazu wurden zwei Szenarien konstruiert: Ein unbekanntes Wort tritt vor einem
bekannten oder einem unbekannten Namen auf. Das unbekannte Wort konnte nur dann
erkannt werden, wenn es vom bekannten Namen gefolgt wurde. Im dritten Experiment
sollte ausgeschlossen werden, dass die Segmentierung durch die Ubergangswahrschein-
lichkeiten geschehen ist. Wie sich zeigte, konnte man diese ausschliefsen. Offensichtlich
mussten hier Top-down-Prozesse in Form von Abgleichen eine Rolle spielen.

4.5 Zusammenfassung

Das vierte Kapitel der Arbeit verfolgte zwei Ziele. Erstens griff es eine der am Anfang
skizzierten Problemstellungen auf (Kap. 1.1) und versuchte die Qualitit der im Input
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zugénglichen Informationen zu beurteilen. Zweitens wurden die Randbedingungen der
Simulation auf die frithkindlichen Sprachperzeptionsfihigkeiten bezogen. Damit erfolgte
eine Begriindung der Annahmen des Modells und ihrer psychologischen Plausibilitit.

Die Wahrnehmung sprachlicher Einheiten wurde in angemessener Tiefe diskutiert.
Die Frage nach der qualitativen Reprasentation, ob Silbe oder Phonem als grundlegende
Verarbeitungseinheit verwendet wird, konnte zwar nicht abschlieftend eindeutig, aber
der Problematik angemessen, beantwortet werden. Dafiir wurden psycholinguistische
Experimente und deren Dispute in der Forschungsliteratur herangezogen. Dies geschah
zudem in Hinblick auf Erwachsene und auf Babys unter einem Jahr.

Der hier dargelegte Wissensstand iiber die Perzeptionsfihigkeiten kann hinsichtlich
der Modellentwicklung wie folgt zusammengefasst werden. Die kleinsten linguistischen
Reprasentationseinheiten scheinen bei Erwachsenen einzelsprachabhéngig unterschied-
liche Auspragungen anzunehmen. Bei Neugeborenen lédsst sich dieser Umstand nur in
wenigen Einzelfillen zeigen, jedoch nicht in einen direkten Zusammenhang miteinander
oder mit dem zeitlichen Verlauf bringen, sodass sich die Entwicklung von einer univer-
salen Einheit zu den einzelsprachlich beeinflussten Einheiten nicht nachweisen lasst. Im
Grunde besteht auch hier einmal mehr das Problem, funktionale Einheiten aus dem
Sprachstrom herauszulGsen.

Aus der angestellten Diskussion folgt jedoch, dass Phoneme bedeutsame Vorteile einer
internen Verarbeitung, gerade aus der Sichtweise einer moglicherweise universal giilti-
gen und mit generellen Prinzipien zuriickfithrbaren Theorie, aufweisen. Das Phonem,
unabhéngig vom Grad der Abstraktheit, besitzt den Vorteil, dass es auf jeden Fall wahr-
genommen wird. Méglicherweise geschieht dies nur durch die umgebende Silbe.5* Fiir die
Silbe kann dies aber nicht gelten. Wie die Experimente von Anne Cutler und Kollegen
(Kap. 4.1.2) belegen, werden die Silben eben nicht immer als Einheiten erkannt. Da-
mit war klar, dass das Phonem als Représentationseinheit in der Simulation verwendet
werden wiirde.

Die Fahigkeit fiir statistische Berechnungen, das logische Schliefen und Erkennen
von haufigen Phonemsequenzen, deren Erinnerung und Weiterverarbeitung als weitere
Randbedingungen fiir die Simulation konnten in den dann folgenden Kapiteln begriindet
werden. Da die experimentellen Ergebnisse hier weniger Interpretationsspielraum liefsen
als fiir die sehr viel schwierigere Frage nach den kleinsten linguistischen Reprisentati-
onseinheiten, blieben auch die wissenschaftlichen Kontroversen bislang eher beschrankt.

84Pallier (1998) und Pallier et al. (1993) sprechen von einer Art Strukturierungsgitter, welches fiir das
Franzosische zutreffend sein mag.
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5 Modellierung einer stochastischen
Sprachsegmentierung

5.1 Einleitende Bemerkungen

Die These dieser Arbeit wird mittels einer Computersimulation iiberpriift. Dazu ist es
notwendig, die Architektur der Simulation aufzuzeigen und auf den Spracherwerb zu
beziehen. Die Berechnungen, welche bei der Simulation anfallen, sind natiirlich nur in
einem abstrakt vereinfachten Sinn zu verstehen und auf den Spracherwerbsprozess zu
iibertragen.
... by using the term computation, we do not mean, of course, that infants are consciously
performing a mathematical calculation, but rather that they might be sensitive to and

able to store quantitative aspects of distributional information about a language corpus.
(Aslin et al., 1998, 321)

Abbildung 5.1 zeigt, wie die Phasen des Algorithmus auf den Spracherwerbsprozess be-
zogen werden konnen. Diese Phasen sind stark abstrahiert und spiegeln die Wirklichkeit
modellhaft wider. Die hohe Abstraktionsstufe rechtfertigt sich durch das Erkenntnisziel.
Danach liegt das Interesse darin, den Einfluss von immer wiederkehrenden Lautstruk-
turen auf die Wortsegmentierung aufzudecken. Es ist notwendig, diesen Prozess einer
stochastischen Informationsverarbeitung zu vereinfachen, also von anderen Sprachverar-
beitungsprozessen zu isolieren, damit man den Einfluss der statistischen Informationen
iiberhaupt eindeutig quantifizieren kann. Es sei an dieser Stelle nicht geleugnet, dass
weitere kognitive Prozesse zur Wortsegmentierung eventuell schon parallel und in Be-
ziechung zu den stochastisch orientierten Prozessen ablaufen konnen. Sie werden aber
hier bewusst ausgelassen, um Uberschneidungseffekte zu vermeiden. Da der Beitrag der
stochastischen Informationen gemessen werden soll, miissen andere Einflussgrofen, wie
Wort- und Satzmelodien, ausgeblendet werden.

Interne Sprachverarbeitungs-

Sprachinput . Output
P P prozesse beim Spracherwerb P
reprasentativer / Umwandlun_g in inteme )
icht reprasentativer > Lautschrift » Berechnung der »| Segmentierung (2) N Reprasentation
ni r? Haufigkeiten (F1) des Paralexikons,
orpus Wort-> SAMBA>IPA F1, {, Wortanzahl

A

Abbildung 5.1: Abbildung der Simulation auf den Spracherwerbsprozess
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5 Modellierung einer stochastischen Sprachsegmentierung

Aus Abbildung 5.1 ist die fiir die Informationsverarbeitung typische Dreiteilung von
Input — Verarbeitung — Output zu entnehmen. Dabei interessiert das Verhéltnis zwischen
Input und Verarbeitung, dem internen Sprachverarbeitungsprozess. Der Output gibt da-
zu die notwendigen Informationen aus und ist nicht im Sinne eines realen Sprachoutputs
zu verstehen.! Die genaue Form der dort vorliegenden Informationen ist unbekannt; sie
werden als interne Reprisentationen lediglich betitelt. Die Sprachverarbeitung wird in
Abbildung 5.3 noch detaillierter aufgeschliisselt. Zunéchst geht es an dieser Stelle darum,
die Wirkung des Sprachinputs auf den Sprachverarbeitungsprozess zu verdeutlichen. Es
gilt also, eine funktionale Beziehung zwischen der Sprachverarbeitung und dem Spra-
chinput in der Form:

v(1)

zu finden, wobei v fiir Sprachverarbeitung und die unabhéngige Variable ¢ fiir Sprachin-
put steht. Der Sprachinput wird durch einen Textkorpus repréasentiert. Den Sprachinput
als manipulierbare Variable des Sprachverarbeitungsprozesses zu betrachten hat den Vor-
teil, dass die Wirkung des Sprachinputs eindeutig bestimmt werden kann. Das bedeutet
also, dass jede Verinderung von 4 eine Anderung von v(i) bewirkt und damit:

ist. 5.1 liefert zugleich ein quantitatives Maft zum Vergleich verschiedener Inputs. Gilt
jedoch:

ist klar, dass der Sprachinput keine Auswirkung auf die Sprachverarbeitung hat. So
wird sich beispielsweise feststellen lassen, ob repriasentative Korpora tiberhaupt fiir die
Verteilung von Phonemen wichtig sind oder ob auch nicht-reprisentative Korpora diese
Aufgabe erfiillen.

Der Begriff der Sprachverarbeitung selbst wird hier lediglich auf die distributionelle
Verarbeitung der Phoneme zueinander verstanden. Dem Autor ist bewusst, dass die
Sprachverarbeitung nicht auf die Berechnung von Haufigkeiten beschriankt ist, sondern
dies nur eine Teilmenge von einer Vielzahl anderer Verarbeitungsprozesse darstellt. Fiir
das Erkenntnisziel dieser Arbeit geniigt es jedoch, den Sprachverarbeitungsprozess auf
die Berechnung von Héaufigkeiten und auf dieser Basis aufbauende rekursive Strukturen
zu reduzieren.

Damit nur die rein verteilungsbedingten Eigenschaften der Phoneme wirken, wird die
Informationsbreite des Sprachinputs eingeschrinkt. Wichtige Segmentierungshilfen, die
von Sprachlernern benutzt werden, aber nicht zur Abgrenzung eines Phonems gehdren,
sind Suprasegmentalia wie Akzente und Intonationen, aber auch Sprechtempi, Pausen

! Die Begrifflichkeit wird hier analog zur chomskyschen Lerntheorie LT (O, B), wobei O der Organismus
und B ein bestimmter Bereich ist, der Input in der Analyse von B durch O besteht und

Der ,Output” (der natiirlich intern und nicht offen und dufserlich reprisentiert ist) besteht
in einer kognitiven Struktur einer gewissen Art. Diese kognitive Struktur ist eines der
Elemente des durch O erreichten kognitiven Zustands. (Chomsky, 1977, 23f)
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5.2 Bestimmung der Parameter und Mafszahlen

und Sprechrhythmen.? Diese Segmentierungsinstrumente werden in ihrer Wirkung aus-
geschaltet, indem ihre Notation im Korpus iiberschrieben wird. Somit ist der Einfluss der
distributionellen Eigenschaften der Phoneme auf den Sprachverarbeitungsprozess sicher
gestellt.

In Abbildung 5.1 sind der Dreiteilung in Sprachinput, Sprachverarbeitung und Output
die dazugehdrigen Phasen des Algorithmus zugeordnet. Diese Phasen dienen zur Veran-
schaulichung der programmiertechnischen Abfolge des Algorithmus. Zum Sprachinput
gehort ein reprasentativer Korpus, der in seinen Eigenschaften dem Sprachinput eines
Sauglings wahrend des ersten Lebensjahres entsprechen sollte. Unter Sprachverarbeitung
subsumieren sich schlieflich die in Kapitel 4 beschriebenen Randbedingungen: die Be-
rechnung von Haufigkeitsverteilungen aus dem gegebenen Sprachmaterial und die Imple-
mentierung der rekursiven Struktur. Das Ergebnis der Berechnungen wird in der letzten
Phase ausgegeben. Darunter fallen die Extraktion des Paralexikons, sowie die Ausgabe
der Mafzahlen, Wortanzahl und der H&ufigkeitsfunktion. In einem realen Sprachverar-
beitungsprozess wiirden diese Reprasentationen nicht sichtbar werden, sondern weiteren
kognitiven Prozessen unterzogen sein. Die hier ausgegebenen Reprisentationen sind, wie
bereits ausgefiihrt, nur interne und modellhafte Reprisentationen und sollen nicht als
bewusster Output des Kindes verstanden werden. Aus erkenntnistheoretischen Griinden
werden sie vorzeitig visualisiert.

5.2 Bestimmung der Parameter und MaRzahlen

Um am Ende die aufgestellte Hypothese beweisen zu konnen, miissen objektive Kriterien
zur Quantifizierung der Ergebnisse herangezogen werden. Die Ergebnisse lassen sich erst
dann aussagekréftig interpretieren, wenn eine Vergleichsbasis vorhanden ist. Damit er-
folgt eine kritische Abwigung auf zwei Ebenen. Erstens erfordert die Beantwortung der
Frage, ob das Sprachsignal geniigend Informationen zur Wortsegmentierung enthélt, ein
quantifizierbares Ergebnis, das sich nicht in eine tautologische Unantastbarkeit fliichten
kann, sondern anhand eines quantifizierbaren empirischen Nachweises angreifbar und
eventuell widerlegbar bleibt. Das ist fiir die Fragestellung dieser Arbeit zwingend. Gera-
de hier miissen objektive Kriterien angelegt werden, weil die Gefahr besteht, dass Modell
derart anzupassen, dass es zwar die Hypothese bestétigt, aber an einer mangelnden All-
gemeingiiltigkeit leidet. Zweitens ermoglichen objektive Messkriterien, insofern sie denn
von anderen Wissenschaftlern gleichermafen verwendet werden, einen Vergleich zu an-
deren Arbeiten dieser Problemstellung.® Damit verschafft sich die Forschung an diesem
Thema Zugang zu einer breit angelegten und fruchtbaren Diskussion. Der wissenschaft-
liche Dialog erlangt an dieser Stelle seinen hochsten Wert. Eine kritische Abwégung

2Der Einfluss dieser Prosodien wurde von Thiessen und Saffran (2003), Thiessen und Saffran (2004),
Saffran und Thiessen (2003), Saffran (2003d) experimentell nachgewiesen. Jusczyk (1997) gibt eine
zusammenfassende Darstellung der suprasegmentalen Zusammenhénge. In Jusczyk (1999) findet sich
eine stark verkiirzte Darstellung der Einflussgrofen auf die Wortsegmentierung,.

3Gambell und Yang (2005, 9) dubern leichte Kritik, dass einige Autoren wohl nicht grundlos einem
objektiven Vergleich ausweichen.
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5 Modellierung einer stochastischen Sprachsegmentierung

findet also einmal innerhalb der Arbeit statt (Belegen die Ergebnisse die Hypothese?),
aber auch auferhalb im Vergleich mit anderen Forschungsergebnissen (Wie weichen die
Ergebnisse voneinander ab, wenn Annahmen, Vorgehensweisen/Algorithmen verdndert
werden?).

5.2.1 Allgemeine Leistungsmessung in der Computerlinguistik

In der Computerlinguistik im Allgemeinen (Carstensen et al. (2004, 346f); Jurafsky und
Martin (2000, 578)) werden iibereinstimmend Prézision (precision) und Vollstdndig-
keit (recall) als objektive Make verwendet. Diese Mafke fanden urspriinglich lediglich im
Bereich des Information Retrieval Anwendung (Carstensen et al. (2004, 469 u. 487); Ju-
rafsky und Martin (2000, 652); Mitkov (2003, 531)). Ihr Aussagegehalt ist aber fiir fast
alle Bereiche der Computerlinguistik gegeben (vgl. Mitkov, 2003, 416f).* Allgemeine
Definitionen der Termini werden wie folgt iibernommen (Mitkov, 2003):

— precision: The number of correct responses divided by the total number of actual
responses. (750)

— recall: The number of correct responses divided by the total number of possibly
correct responses. (752)

Die Grundannahmen einer Bewertungsarchitektur sind in den computerlinguistischen
Fragen sehr dhnlich und kénnen deshalb problemlos auf die meisten Teilbereiche dieser
Disziplin angewandt werden. So geht es im Prinzip immer um eine bewertbare Aussage,
wie viel richtig und wie viel falsch hinsichtlich eines Absolutpunktes errechnet werden
kann. Im Information Retrieval wird der Absolutpunkt mit der Anzahl aller passenden
Dokumente definiert. Davon kénnen von einer Suchmaschine einige Dokumente gefun-
den werden, die zu der definierten Menge gehoren; andere mégen aber nicht Teil der
definierten Menge sein. Dieser Umstand ist allgemein giiltig und deshalb ist er leicht
auf andere Teilbereiche in der Computerlinguistik {ibertragbar. In der Grammatik- oder
Textkorrektur wird es ebenso Teilmengen einer definierten Menge geben wie auch Men-
gen auferhalb dieses Bereichs. Analoges gilt natiirlich auch in den Bereichen der Text-
zusammenfassungen und Klassifikationsaufgaben oder etwa bei der Leistungserfassung
von Lexikographiesystemen. Im Lichte dieser Erkenntnis kann nun eine allgemeine For-
mel dargelegt werden. Dazu eignet sich die mengentheoretische Beschreibung, weil hier
das Abstraktionsvermogen der Mathematik die allgemeine Anwendbarkeit garantiert.
Gegeben seien dazu folgende Mengendefinitionen:

— A = {Alle Vorkommnisse des zu untersuchenden Phinomens};
— B = {Alle Ergebnisse der Simulation}

Der Definitionsbereich der Menge A setzt also den Absolutpunkt fest, an dem gemessen
werden soll. Die Elemente dieser Menge wurden mit einer allgemeinen Beschreibung ver-
sehen und sind ebendaher auf alle computerlinguistischen Bereiche anwendbar. Im spezi-

4Fallweise wird im Bereich der Word Sense Disambiguation nur die Prizision verwandt wie in Jurafsky
und Martin (2000, 639) dargelegt wird.
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ellen Fall kbnnen dies beispielsweise alle Syntaxfehler eines bestimmten Textes sein, alle
Internetseiten mit dem Inhalt des Erstspracherwerbs oder alle gebundenen Morpheme
eines Dokuments. In der Menge B sind alle Vorkommnisse enthalten, welche nach dem
Algorithmus eines Programms kalkuliert werden konnten. Mit A N B erhélt man genau
die Vorkommnisse, welche sowohl in A als auch in B vorhanden sind. Die Schnittmenge
von A und B muss also alle richtig erfassten Phinomene als ihre Elemente beinhalten.
Diese Schnittmenge allein ist aber als Mafsizahl nicht aussagekriftig, weil sie in keiner
Relation zu etwas steht. Eine Verbindung zur Méchtigkeit beider Mengen stellt ein sol-
ches Verhéltnis her. Daraus ergeben sich auf einfache Weise die Mafzahlen fiir Prézision
und Vollstdndigkeit in allgemeiner Form:

... #(ANB)
Prézision = s (5.3)
Vollsténdigkeit = % (5.4)

Die Prézision in (5.3) gibt also an, in welchem Verhéltnis die richtig errechneten Er-
gebnisse eines Programms zu deren Gesamtzahl steht. Implizit ist darin B\ A enthalten.
Nimmt die Prézision sehr kleine Werte an, ist klar, dass #(B \ A) < #B gilt, also
das Verhéltnis von richtigen und falschen Ergebnissen sehr groft und die Effizienz des
Algorithmus entsprechend gering ist. Analog dazu ist die Vollstandigkeit in (5.4) zu in-
terpretieren. Das Verhéltnis der richtig errechneten Ergebnisse bezieht sich nun aber
direkt auf den definierten Absolutpunkt, ndmlich alle objektiv richtigen Vorkommnisse
des untersuchten Phénomens.

Die Aussagekraft der Vollstdndigkeit orientiert sich demnach an dem, was maximal
noch zu erreichen wire und die Préizision an dem Einfluss der tatsichlichen Fehler. Dem-
geméif eignet sich aber keines der Mafse allein als ein objektives Mak. Beide Mafzahlen
miissen zusammen betrachtet werden, um die Leistung eines Phianomens richtig zu be-
werten. Da #(AN B) > #A und #(AN B) > #B liegt der Wertebereich von Prézision
und Vollstdndigkeit immer zwischen 0 und 1. Sie kénnen dementsprechend als Prozent-
zahlen dargestellt werden, wobei 100 % bei (AN B) = (BN A)® oder A = B und 0 %
bei (AN B) = {} liegen.

Um die Datenfiille, die unweigerlich bei repréisentativen Studien aufkommt, anschau-
lich und iibersichtlich zu gestalten, ist es sinnvoll, Prézision und Vollstindigkeit in einem
Maf zu vereinen. Bei Gleichgewichtung beider Mafe eignet sich dazu das Harmonische
Mittel, welches in der Computerlinguistik oft als F} oder Fys-MaR® bezeichnet wird. Es
leitet sich aus der Formel

Fa

1
= fir0>a>1 9.9
az+(1—-a)’ Hhea=t (5:5)

T

beziehungsweise formal korrekt: A D B und B D A

6Ersteres findet sich beispielsweise mehrheitlich in der angelséichsischen Literatur wie bei Gambell und
Yang (2005, 10), aber nicht ausschlieflich wie Jurafsky und Martin (2000, 578) zeigen und das zweite
vorrangig im deutschsprachigen Raum etwa bei Carstensen et al. (2004, 488).
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beziehungsweise
1+52
r P

her, wobei p fiir die Prézision (precision) und r fiir die Vollsténdigkeit (recall) steht. Aus
beiden mathematischen Spielarten resultieren letztlich die unterschiedlich verwendeten
Bezeichnungen fiir F} und Fj 5, da fiir eine Gleichgewichtung o = 0.5 und § = 1 gewihlt
werden muss und dies an der Mafzahl kenntlich gemacht wird. Beim Einsetzen der ent-
sprechenden Werte 1 und 0.5 lassen sich die Formeln vereinfachen und das Harmonische
Mittel wird in seiner Grundstruktur sichtbar:

_ n
Xharm = T

i=1 ;

(5.7)

Da n = 2 und x; in (5.7) nur die Werte von p und r annimmt, lisst sich eine weitere
Vereinfachung vornehmen:

pr
p+r

Die unterschiedlichen Signaturen des F-Mafes in (5.5) und (5.6) sind natiirlich proble-
matisch. Im Falle von @ = 1 handelt es sich um eine Mafszahl, die die Vollstdndigkeit
tiberhaupt nicht beriicksichtigt. Mit § = 1 werden bei (5.6) Prizision und Vollstén-
digkeit gleich gewichtet. Beide Varianten werden aber mit F} ausgewiesen, obwohl sie
zwei vollig unterschiedliche Aussagen treffen. Folglich ist bei einem Vergleich in der Li-
teratur mit gegebenen F-Werten Vorsicht geboten. In der vorliegenden Arbeit wird Fj
im Sinne einer Gleichgewichtung von Prézision und Vollsténdigkeit wie in Formel (5.6)
verstanden.

Fa = yh(n’m = (58)

5.2.2 Anwendung auf den Bereich der Wortsegmentierung

Fiir den Anwendungsfall der Wortsegmentierung kénnen die entsprechenden Mafzahlen
leicht eingepasst werden. Im Grunde geniigt es, eine Menge als absolutes Kriterium zu
bestimmen und die Folgeschritte ergeben sich schlieflich aus der Deduktion der oben
beschriebenen allgemeinen Form. Diese Menge ist mit der Problemstellung dieser Arbeit
bereits vorgegeben. Dementsprechend ldsst sie sich als die Menge der Liicken eines Textes
beziehungsweise eines transkribierten Lautstroms eindeutig formulieren:

O = {alle Liicken eines Korpus}. (5.9)
Die zweite Menge umfasst schliefslich:
P = {alle Liicken des Korpus, die vom Programm markiert wurden} (5.10)
Dabei gelten #0 und #P jeweils als Divisoren der Mafzahlen:

Gesamtzahl der Liicken des Korpus = Anzahl der Worttoken des Korpus — 1. (5.11)
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(5.11) gibt die Méchtigkeit der Menge O in (5.9) beziehungsweise fiir den vom Algorith-
mus segmentierten Korpus fiir die Menge P (5.10) wieder. Die Méchtigkeit geht zwar
letztendlich als ein Term in den Mafzahlen rechnerisch ein, allerdings sagt sie aber nur
etwas iiber die Quantitdt, nichts aber iiber die Qualitdt der Elemente aus. Eine qualita-
tive Aussage ist aber fiir die Kontrolle, ob die Liicken richtig markiert wurden, zwingend
erforderlich. Die einzelnen Elemente werden programmintern mittels ihrer Position im
Text kodiert. Aus algorithmischer Sicht bedeuten die Liicken des Korpus eine Reihe un-
terschiedlicher Elemente einer Menge, die aufgrund ihrer einmaligen Position im Text
definiert werden, also von jeder anderen Liicke dieses Textes verschieden sind. Diese
interne Représentation ist deshalb zwingend, weil nur so ein Vergleich mit den vom
Programm ermittelten Liicken erfolgen kann. Richtig und falsch gesetzte Liicken werden
immer nur in Hinsicht auf die Menge O identifiziert, also wenn die internen Représen-
tationen in O und P gleich sind. Formal ausgedriickt, sind die richtig gesetzten Liicken
gleich der Schnittmenge zwischen O und P. Durch einfaches Abzéhlen der Elemente in
O N P erhilt man jeweils den Dividenden der beiden Mafkzahlen. Schlussendlich kénnen
die Makzahlen fiir die Wortsegmentierung zusammengefasst werden:

Anzahl der Liicken, die vom Algorithmus richtig gesetzt werden

Prézision = (5.12)

Anzahl der Liicken, die vom Algorithmus gesetzt werden

. Anzahl der Liicken, die vom Algorithmus richtig gesetzt werden
Vollsténdigkeit =

Anzahl der Liicken des Korpus
(5.13)

In den Mengennotationen von (5.9) und (5.10) entspricht (5.12) % und (5.13)

%. Ein Vergleich mit Brent (1999a, 94)und Gambell und Yang (2005, 9) zeigt, dass
trotz der terminologischen Diffizilitdt, die Mafe auf gleiche Weise berechnet werden.

5.2.3 Berechnung der Ubergangswahrscheinlichkeiten und LexikongriRe

Die Ubergangswahrscheinlichkeit im Allgemeinen ist ihrer mathematischen Natur nach

eine bedingte Wahrscheinlichkeit und wird fiir zwei Ereignisse nach der Gleichung (5.14)

berechnet.

P(AN B)
P(B)

P(A | B) ist die bedingte Wahrscheinlichkeit des Ereignisses A unter der Bedingung
von B. P(AN B) ist die Verbundwahrscheinlichkeit und sagt aus, mit welcher Wahr-
scheinlichkeit die Ereignisse A und B gemeinsam auftreten. Bezieht man die bedingten
Wahrscheinlichkeiten nun auf den Anwendungsfall der Wortsegmentierung, bei der eine
bestimmte Lautfolge (Ereignis A) unter einer bestimmten Wahrscheinlichkeit (P(A | B))
einer anderen Lautfolge (Ereignis B) folgt, dann spezifiziert man in der Regel auch die
Terminologie und spricht nun von der Ubergangswahrscheinlichkeit. Es ist demgeméf
die Wahrscheinlichkeit, mit der eine Lautfolge einer anderen folgt. Bei der Wortsegmen-
tierung sind die Ereignisse und deren Schnittmengen durch einfaches abzéhlen leicht

P(A|B) = (5.14)
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ermittelbar. Offensichtlich handelt es sich beim Abz#dhlen um eine einfache Haufigkeits-
verteilung, sodass man zur Berechnung der Ubergangswahrscheinlichkeit abermals die
Michtigkeit der Mengen heranzichen kann. Das bedeutet formal, dass die Ubergangs-
wahrscheinlichkeit dem Verhiltnis der beiden Haufigkeitsverteilungen der Ereignisse ent-
spricht, wobei ein Ereignis die Anzahl einer bestimmten Lautfolge ist.

#(AN B)

P(A| B) = T 4B (5.15)
Ein weiteres Mak ist die Anzahl der Worter, die ins Paralexikon geschrieben werden. Die
Wortanzahl ergibt sich durch einfaches Abzihlen der Eintrége. Dabei ist die absolute
Wortanzahl von der echten Wortanzahl zu unterscheiden. Die absolute Wortanzahl z&hlt
jeden Eintrag ins Paralexikon ohne einen qualitativen Abgleich mit den vorhandenen
Eintrdgen vorzunehmen. Die echte Wortanzahl zahlt nur die neuen Zuginge und ist
damit das bevorzugte Leistungsmal, welches vorrangig angefiihrt werden wird. Beide
Formen der Wortanzahl beinhalten auch alle Token, die Instanzen der Worttypen.

5.2.4 Spezifizierung der Parameter

Das Ziel dieser Arbeit ist, Aussagen iiber das Verhéaltnis zwischen Sprachinput und de-
ren Verarbeitung, also iiber die Funktion v(i), zu treffen. Aus diesem Grund miissen
eine Reihe von Parametern (Variablen) eingefiihrt werden, mit deren Hilfe die Kon-
trolle des Sprachinputs ¢ unter bestimmten Voraussetzungen von v ermoglicht wird. Zu
den Parametern zdhlen Sensibilitét (), Phonemkettenlinge (1)), Lexikonfunktion (¢),
Korpusgroke (¢) und Anzahl der Perioden (w). Diese Parameter wurden in primére
und sekundére Variablen unterteilt. Priméare Variablen sind die Einflusskomponenten,
welche die interne Struktur der Sprachverarbeitung (v) betreffen: Sensibilitit, Phonem-
kettenldnge und Lexikonfunktion. Dabei ist noch wichtig anzumerken, dass die priméren
Variablen nicht im Sinne von Parametern in einer Universalgrammatik zu verstehen sind
und sprachspezifische Informationen enthalten, die das Kleinkind in die richtige Richtung
beim Sprachenlernen weisen. Die Lange der Phonemketten ist in der Mathematik der
Ubergangswahrscheinlichkeiten enthalten und deren Beobachtung bedeutet einzig und
allein, dass ihr Einfluss auf das Ergebnis der Gleichung untersucht wird. Die Sensibilitit
beinhaltet ebenso wenig sprachspezifische Informationen. Sie zeigt nur, wie das Ergebnis
ausgelegt werden miisste, um bei der Wortsegmentierung erfolgreich zu sein. Die Aus-
legung oder Interpretation beinhaltet dabei, ob eine Phonemkette zwei oder vielleicht
fiinf Mal in einer bestimmten Umgebung vorkommen muss, um als zusammenh#ngend
erkannt zu werden. Die Lexikonfunktion gibt letztlich an, wie viele Eintrige (Lautse-
quenzen) sich ein Kind merken wiirde. In diesen Fillen handelt es sich um Variablen,
die bei anderen kognitiven Prozessen, bei denen derartige Berechnungen anfallen, ebenso
Verwendung finden wiirden. Hier werden sie zunéchst als Variablen verwendet, um ihre
optimale Kombination zu ermitteln. Wenn diese ermittelt ist, verlieren sie ihren varia-
blen Charakter und erhalten die optimalen Werte als ihre Grundeinstellungen. Darum
werden sie dann nur noch als Parameter bezeichnet.
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Die sekundéren Variablen betreffen den Sprachinput ¢. Hierzu gehoren die Korpusgrofe
(¢) und die Anzahl der Perioden (w). Wie noch zu erldutern sein wird, konnten die Art
und der Inhalt des Korpus (Register und Zeit) aus methodischen Griinden nicht als
kontrollierbare Variable des Inputs integriert werden.

Die funktionale Beziehung zwischen Sprachinput und Sprachverarbeitung kann nun
semiformal erfolgen. Da ¢ lediglich in ¢ und w definiert ist, diese sich aber auf o, A und
¢ auswirken, lasst sich dieser Zusammenhang als eine Komposition von o, A\, ( und v, w,
die als interne Repréisentationen iiber £ zu einer dritten Funktion (Output) ausgegeben
werden konnen, darstellen.

§(,w) i= (voi)(y,w) :=v(i(Y,w)) (5.16)
Somit gilt (o, A, {) o i(¢,w) und ldsst sich aufschliisseln als
(i, w)
A, w)
C(h,w)

Bei der Durchfiithrung der Simulation und der Auswertung der ersten Ergebnisse konnte
der Einfluss einer weiteren Variable entdeckt werden, die sich im Nachhinein nur schwer
in das urspriingliche Design einordnen liefl. Dieser Einflussfaktor, im folgenden mit pu
bezeichnet, definiert den Zeitpunkt, ab wann oder ab welcher Periode das Paralexikon
genutzt werden kann, also in die rekursive Struktur integriert wird beziehungsweise den
Beginn der rekursiven Struktur mit zusdtzlichen Informationen einleitet. Wie sich erst
bei der Simulation gezeigt hat, beeinflusst diese Variable das Ergebnis entscheidend. p
gehort seinen Eigenschaften nach zu den priméren Variablen, weil es eine Einstellung
in v spezifiziert, andererseits ist sie aber vom Input(¢,w) unabhéngig. Sie selbst nimmt
Einfluss auf die Anzahl der Worter im Paralexikon, sodass sie sich in dieser Hinsicht
wie eine Inputvariable verhélt. Aus diesem Grund sei p als unabhéngige Drittvariable
klassifiziert, welche die Qualitéit des Paralexikons mitbestimmt. Nun seien die sekundéren
und anschliefend die priméren Variablen genauer vorgestellt.

5.2.4.1 Die sekundaren Variablen

Die sekundéaren Variablen sind die unabhéngigen Variablen und werden von aufen vor-
gegeben. Die Korpusgrofe ¢ variiert zwischen Zeichenketten der Lange 25 bis 450.000
Zeichen. Die Anzahl der Durchliufe w liegt zwischen 1 und 32 Perioden. Diese Werte
sind aufgrund der zur Verfiigung stehenden Korpora in dieser Hohe entstanden (siehe
Kap. 5.3).

Nach Kenntnis des Autors gibt es nur eine grofse Sammlung fiir kindgerichtete Sprache,
welche den Anspriichen der Reprisentativitit einigermafen gerecht wird. Es handelt sich
um das CHILDES-Projekt von MacWhinney (1995). Unter Benutzung des CLAN Tools
sind die Daten zu Forschungszwecken im Internet frei zugénglich. Dort finden sich unter
den Namen von Wissenschaftlern, die ihre Daten zur Verfiigung stellen, Korpora mit
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Morgan Mirinda Dillon Brooklyn, Henry,

Xavier
cl1-0901 d1-0904 £1-0828 12-0827
c1-0917 d1-0925 {1-0910 v1-1115
¢1-0930 d1-1026 f1-1013 v2-0903

c1-1027 d1-1106 f1-1022
cl-1129 d1-1120 £1-1106
cl1-1207 d1-1224 £1-1318
cl1-1309 d1-1310 £1-1402
cl1-1329 d1-1324 f1-1424
cl1-1417 d1-1407 f1-1504

d1-1417

d1-1428

Tabelle 5.1: Zuordnung der CHILDES-Korpora zu untersuchten Subjekten

kindgerichteter Sprache. Fiir die Zwecke der vorliegenden Arbeit wurde auf die Daten von
Michael Brent zuriickgegriffen, weil sie hier ab einem Alter von acht und neun Monaten
nutzbar sind. In den Kategorien anderer Wissenschaftler ist das nur sehr vereinzelt der
Fall, wohl deshalb weil deren Forschung in andere Zeitspannen fillt, vorrangig in die Zeit
des aktiven Sprechens der Kinder und der sprachlichen Interaktion. Selbst die Sammlung
Brents ist nicht erschopfend. Dennoch stehen 15 Korpora fiir die benannte Zeitspanne
zur Verfiigung. Dieser Engpass hat dazu gefiihrt, die Zeitspanne, wie weiter unten (Kap.
5.3) beschrieben, auszudehnen und auf Korpora auszuweiten, die auch die kindgerichtete
Sprache an 15 Monate alte Babys beinhalten.”

Da die Quantitét des Inputs als kontrollierbare Variable in die Untersuchung eingehen
sollte, schieden weitere Korpora aufgrund ihrer geringen Grofe aus. Als untere Grenze
wurde eine Groke von 10.000 Zeichen festgesetzt, weil sich in anfanglichen Pilotversuchen
gezeigt hatte, dass Korpora dieser Grofe robust sind.® Zudem entspricht diese Grife un-
gefihr dem Modalwert aller dort vorhandenen Korpora. Auf diese Weise wurde folgendes
Datenmaterial zusammengestellt (Tab. 5.1).

Die Dateinamen kodieren das Alter des Kindes in der gewdhnlichen Notation in Mona-
ten und Tagen. Vorrangig handelt es sich also um die Sprache, gerichtet an drei Kinder,
welche ab dem achten Monat in Abstédnden von zwei Wochen bis einen Monat erho-
ben wurde.? Jedes der Korpora umfasst eine zeitliche Dauer von etwa zwei Stunden

"Eine logistische Regresssion dieser Daten hat gezeigt, dass die Verteilung der Sprachlaute fiir die
gesamte Zeitspanne gleich ist und somit die Daten als valide angesehen werden kdnnen.

8Die reprisentativen Ergebnisse der Simulation zeigten erst spiter, dass sich die Robustheit schon bei
einer geringeren Grofie beginnt einzustellen.

9Die rechte Spalte beinhaltet noch drei weitere Korpora von drei weiteren Kindern. Sie dienten ur-
spriinglich lediglich dem Nachweis, dass die Lautverteilung innerhalb der Korpora fiir unterschied-
liche Kinder unterschiedlichen Alters gleich sind. Im urspriinglichen Design sollte das Modell, das
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Gesprichszeit. Um die Korpusgrofe zu kontrollieren, wurde jeder Korpus auf 10.000
Zeichen gekiirzt, d.h. das Ende des Dialogs wurde abgeschnitten. Leerzeichen, Punktua-
tionen und Sonderzeichen wurden vorher geloscht. Leichte Variationen traten dann auf,
wenn die 10.000-Zeichen-Grenze in die Mitte eines Wortes fiel. In diesem Fall wurde das
Wort bis zum Ende gezdhlt oder wenn die Distanz zum Wortanfang geringer war, das
betreffende Wort komplett geldscht.

Die Erstellung von Korpora grofer als 10.000 Zeichen erfolgte durch Zusammenlegung
der 10.000er Korpora. Fiir einen 20.000 Zeichen Korpus wurden also zwei, fiir einen
50.000 Korpus fiinf der Ausgangskorpora in eine Textdatei kopiert. Fiir den 450.000-
Zeichen Korpus sind die iibrigen Korpora des ,Brent-Ordners” eingegangen, also auch
Korpora mit weniger als 10.000 Zeichen.

Um Korpora kleiner als 10.000 Zeichen zu erhalten, konnte eine erweiterte Version des
Algorithmus, welcher schon fiir die Standardisierung der 10.000-Zeichen Korpora Ver-
wendung fand, genutzt werden. Die Erweiterung bestimmte das erste Wort des Korpus
zufiillig zwischen 1 und 10.000 (,jeweilige Korpusgrofe in Zeichen* + 5). Danach fahrt
der Algorithmus wie oben beschrieben fort.

Korpora, fiir die ¢ < 5000 gilt, sind den Korpora mit ¢) > 10.000 zahlenmékig tiber-
legen, weil grofere Verdnderungen in der statistischen Verteilung der Phoneme bei klei-
neren Korpora eher zu erwarten sind als bei repridsentativen groferen Sammlungen.
Durch die grofere Anzahl der kleinen Korpora kann aber ein zuverldssiger Mittelwert
errechnet werden, welcher die verteilungsbedingten Ausreiffer glattet. So lassen sich die
17 untersuchten Korpusgrofen in Abhéngigkeit von ihrer Zeichenanzahl mit einer streng
konvexen Funktion (Abb. in Tab. 5.2) beschreiben. Da Korpora mit nur wenigen Zeichen
nicht die gleiche Robustheit haben kénnen, wie repriasentative Sammlungen, wurden die
Messungen an verhaltnisméfig vielen kleineren Korpora vorgenommen. Deshalb konnten
die Verhaltensinderungen bei nur minimaler Zunahme der Korpusgrofen verfolgt und
zusammenhingend dargestellt werden. Durch diese Vorgehensweise konnte auch die kri-
tische Masse sehr viel genauer eingegrenzt werden, ab welchem Punkt die Quantitit des
Inputs ausreicht, um den Anforderungen einer robusten Segmentierung zu entsprechen.

Alle Korpora bis 10.000 Zeichen sind durch 32 einzelne Korpora (siehe Tab. 5.1) re-
prisentiert. Jeder dieser Korpora wird den Algorithmus, wie in Kapitel 5.4 noch zu
beschreiben sein wird, durchlaufen und aus allen Ergebnissen werden schlieflich durch
einfache Mittelung der Messwerte die repriasentativen Werte dieser Gruppe errechnet.
Analog dazu werden fiir grofere Korpora reprisentative Messwerte kalkuliert. Die genaue
Zahl der Korpusreprisentanten ist in Tabelle 5.2 enthalten.

mit der kindgerichteten Sprache an Morgan, Miranda und Dillon ,trainiert* wurde, mit diesen drei
Corpora getestet werden. In der Umsetzung geschah dies nach u-Perioden. Das bedeutet, dass diese
Korpora die Einfiigungen des Paralexikons erhielten, um bei der Simulation mindestens 30 Korpora
fiir die Bildung des Paralexikons zur Verfiigung zu haben und zwei weitere um die Auswirkungen
der Rekursion zu erkennen.
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Korpusgrofe Korpusgroke in Wortern — Stich-

in Zeichen (Spanne / Durchschnitt) proben KorpusgroBe
25 3-8 /5.5 32 |
50 8-14 / 11.7 32
100 20-29 / 25.2 32
Y 150 23-44 / 35.9 32 :
2 250 51-72 / 61.5 32 © Keine Korpora
£ 500 116-141 / 125.4 32 P
S 1000 236-277 / 251.2 32 o
& 1500 331-399 / 370.7 32 o
< 2500 577-669 / 618.2 32 ~
£ 4000 926-1043 / 994.3 32 —
2 5000 1180-1315 / 1248.1 32 =
g 10.000 2376-2622 / 2501.4 32 ~
2 20.000 4832-5032 / 4924.1 10 >R N
|2 50.000 11760-12525 / 12183.3 4
g 100.000 22719 1 groBe Korpora
2 300.000 72426 1
g 450.000 112187 1 —
<)
0 Tabelle 5.2: ¢, Anzahl der Stichproben und deren Zusammenhang
£
=
19
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5.2 Bestimmung der Parameter und Mafszahlen

5.2.4.2 Die primiren Variablen

Zur Herleitung der ersten priméren Variable A sei noch einmal auf Gleichung (5.15)
verwiesen. Gleichung (5.15) beantwortet die Frage, wie grol die Wahrscheinlichkeit ist,
dass sich eine Lautfolge A einer Lautfolge B direkt anschlieftt. Hier stellt sich zwangs-
weise die Frage nach den Eigenschaften der Lautfolge. Die Lautfolge ist zunéchst ein
unspezifizierter Begriff, der in einer Definition abgegrenzt werden muss. Insbesondere
muss definiert werden, aus wie vielen diskreten Einheiten die Lautfolge besteht.!® Ziel
ist es, aufgrund der Verteilung der diskreten Lauteinheiten, eine Gesetzmifbigkeit zu
finden, welche die anderen Informationen im Lautstrom {iberhaupt erst nutzbar macht.
Darum ist die einzig mogliche Auspragung der Variablen die Quantitidt der enthalte-
nen diskreten Einheiten in ihrer gegebenen Reihenfolge oder genauer: die Anzahl der
aufeinander folgenden Phoneme. Dieser Parameter muss also eine Vorstellung davon ge-
ben, wie die Anzahl der zusammenhéngenden Phoneme (Lénge einer Phonemkette) die
Ubergangswahrscheinlichkeiten beeinflusst. Der Gedanke dahinter ist natiirlich der In-
formationsgehalt, der sich fiir den Sprachlerner in unterschiedlicher Hohe ergibt. Wie
viele diskrete Lauteinheiten miisste das Kleinkind denn theoretisch zur Berechnung der
Ubergangswahrscheinlichkeiten heranziehen, damit es die maximale Informationsdichte
in Gleichung (5.14) der Korpusstruktur erhilt? Geniigt es, wenn das Ereignis B aus ei-
nem einzigen Phonem besteht oder sollte es eine silbendhnliche Struktur mit zwei, drei
oder mehr diskreten Einheiten besitzen? Die Antwort darauf kodiert die primére Varia-
ble (A, im Quellcode als laenge bezeichnet). In allen Arbeiten iiber dieses Thema wird
im Vorfeld diese Variable entweder als Silbe (Gambell und Yang, 2005) oder als einzelnes
Phonem (Elman (1990); Brent (1999b) oder Cairns et al. (1997)) festgelegt und entzieht
sich somit jeglicher Kontrolle.

Die zweite primére Variable (o, im Quellcode mit limit bezeichnet) driickt einen
Schwellenwert aus. Hinsichtlich der Wortsegmentierung geht man von der Beobachtung
aus, dass sich in vielen Umgebungen die Ubergangswahrscheinlichkeiten innerhalb eines
Wortes von denen zwischen den Worten signifikant unterscheiden (Saffran et al., 1996b,
610).'" Ab wann entscheidet sich aber ein Sprachlerner, ob es sich um eine Wortgrenze
handelt oder nicht? Wie hoch oder niedrig miissen die Ubergangswahrscheinlichkeiten
also sein, damit sich das Kleinkind fiir eine Wortgrenze entscheidet? In der Regel wer-
den hier die Minima der Wahrscheinlichkeitsfunktion automatisch im Algorithmus als
Wortgrenze definiert. Das heifst, immer wenn

P<An—l | Bn—l) > P(An | Bn) < P(An-H ’ Bn+l)

gilt, wird eine Liicke eingefiigt. Dieser Vorgehensweise wird hier nicht gefolgt, da auch lo-
kale Minima, die leicht als kleine Ausreifer beim Anblick der Gesamtfunktion erkennbar

10Wie bereits ausfiihrlich dargelegt wurde, spielen die Gesamtheit der im Lautstrom enthaltenen Infor-
mationen, wie Prosodien, hier keine Rolle.

L Strittig bleibt dabei aber, ob die Signifikanz grof genug ist, um als Segmentierungsstrategie tatséchlich
von Kleinkindern genutzt zu werden. Die Kritiker werfen das Argument auf, dass die Abweichungen
zu grofs sind als das man daraus auf Wortgrenzen schlieffen kénnte.
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5 Modellierung einer stochastischen Sprachsegmentierung

sind, als eine Wortgrenze interpretiert werden. Denn das Hauptaugenmerk liegt wieder-
um, wie schon mehrfach angefiihrt, in einer kontrollierten Verwendung dieser Variablen.

Die Kontrolle iiber diese Variable ermoglicht, den Wert zu bestimmen, bei dem die
Wortgrenzenerkennung maximal ist. Man kann auf eine analoge Erkldrung zuriickgreifen,
wie dies auch schon bei der Lange der Phonemketten geschehen ist. o entschliisselt, wie
oft die einzelnen Phonemketten im Verhéaltnis zueinander vorkommen miissen, damit eine
Wortgrenze wahrscheinlich ist. Bei genauer Betrachtung ist diese zweite primére Variable
ein Mak fiir die Sensibilitdt hinsichtlich der Fahigkeiten der Mustererkennung des Kindes,
denn sie sagt aus, wie oft ein Lautmuster in einer bestimmten Umgebung auftreten
muss, um zu wissen, dass es zusammen (zu einem Wort) gehort oder nicht. Muss sich
das Lautmuster in konstanter Umgebung sehr oft wiederholen ist die Sensibilitit gering;
reichen andererseits schon wenige Male aus, weist es doch auf eine hohe Sensibilitéit
hin, da nur eine kleine Anzahl geniigt, um einen Unterschied zu erkennen. Nach dieser
Logik verhilt sich die Sensibilitit umgekehrt proportional zu den Ubergangswahrschein-
lichkeiten. Eine kleine Ubergangswahrscheinlichkeit bedeutet eine hohe Sensibilitit des
Kindes gegeniiber Verdnderungen im Lautmuster und groke Wahrscheinlichkeiten deuten
auf eine kleine Sensibilitét hin.

Die Sensibilitdt zeigt weiterhin, wie das Kind das Ergebnis am besten interpretieren
sollte, um bei der Wortsegmentierung mit der Strategie der Ubergangswahrscheinlich-
keiten am erfolgreichsten zu sein.

Stellt man ein objektives Maf, wie das Fj-Mafk, in Abhéngigkeit von ¢ und A dar, kann
mittels der partiellen Ableitungen ein Maximum berechnet werden, welches die ideale
Kombination der beiden priméiren Variablen ausgibt und damit den Punkt zeigt, bei
dem die maximale Information zur Wortsegmentierung auf Grundlage der Lautvertei-
lung zur Verfiigung steht. Diese Extrempunkte werden schlieklich als Grundeinstellungen
tibernommen (siche Kap. 6.3).

Es liegt in der mathematischen Natur der Ubergangswahrscheinlichkeiten, dass die
hier identifizierten priméren Variablen die einzig sinnvollen Kontrollparameter fiir eine
Periode ohne rekursive Strukturen sind. Die Linge und die Anzahl der Phonemketten
sind die einzigen Grofen, die das Ergebnis direkt beeinflussen kénnen. Das sind die Ei-
genschaften von A und B in Gleichung (5.15). Dabei entspricht die Linge von B der
Linge von A.'?2 Die Anzahl der Phonemketten interessiert nicht absolut, sondern nur
im Verhiltnis zueinander. Dieses Verhéltnis wird durch die Division mit der Mengen-

12Natiirlich ist es méglich A und B unterschiedliche Lingen zuzuordnen. Damit wiirden alle mdglichen
Kombinationen von aufeinander folgenden Phonemketten errechnet werden. In diesem Fall wiirde
aber eine Anfangsbedingung nicht beachtet. In dieser Untersuchung sollen die in der Wissenschaft
begriindeten Féahigkeiten des Sprachlerners vorrangig sein. Die anstehende Komplexitét der Bere-
chung aller Kombinationen wére in der Tat fiir das Kind zeitlich nicht zu realisieren. Wie in der
anfanglichen Betrachtung zur psychologischen Plausibilitdt ausfiihrlich dargelegt wurde, muss diese
Aufgabe in wenigen Wochen erfolgen, aber sich definitiv nicht auf mehrere Monate erstrecken. Aus
diesem Grund erschien die Annahme, dass die Lange der Phonemketten von B gleich der Linge der
Phonemketten von A ist, vertretbar.
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michtigkeit erreicht und schlédgt sich so im Ergebnis des Leistungsmafes nieder. Damit
braucht die Anzahl nicht gesondert beobachtet oder kontrolliert zu werden.

Erweitert man das ,Finperiodenmodell“ auf mehrere Durchlaufe w, indem die Vor-
giangerperiode auch immer relevante Informationen an die Folgeperiode weiterleitet, ist
noch eine weitere primire Kontrollvariable notwendig. Diese Variable muss angeben, wie
viel Information in der Folgeperiode iibernommen werden soll. Die Lexikonfunktion ¢
iibernimmt diese Manipulation. Sie kodiert die Anzahl der Eintrage, welche sich ein Kind
merken und in der Folgeperiode zur Segmentierung nutzen konnte. Dabei kann sie kom-
plexe funktionale Verldufe in Abhéngigkeit der Perioden annehmen. Beispielsweise kann
sie mit jeder Periode mehr oder weniger Eintrage {ibertragen beziehungsweise linear, ex-
ponentiell, logarithmisch oder trigonomisch wachsen oder fallen. In Abhéngigkeit von der
Korpusgrofe werden die Eintrige ins Paralexikon sehr hoch oder eher gering (aufgrund
zahlreicher Doppelzidhlungen) ausfallen. Die Ergebnisse der Simulation zeigten jedoch
recht {iberraschend bei allen v gleichermafen, dass die besten Segmentierungsergebnisse
erzielt werden, wenn ( konstant gehalten wird, d.h. wenn in jeder Periode gleich viele
Eintrage in das Paralexikon aufgenommen werden.

5.3 Zusammenstellung der Korpora und Probleme der
Reprasentativitat

Fiir die Modellierung des Sprachinputs muss ein Korpus nach bestimmten Gesichts-
punkten zusammengestellt werden. Das theoretische Riistzeug fiir dieses Vorgehen ist
den Arbeiten von Biber (1993), Biber (2004), Church (1993), McEnery und Wilson
(1996) und Kennedy (1999) ausfiihrlich beschrieben.'® Danach steht am Anfang einer
jeden korpuslinguistischen Untersuchung die Frage nach dem Verhéltnis zwischen Un-
tersuchungsgegenstand und Korpus. Hier ist der Untersuchungsgegenstand die Sprache,
die das Kind im ersten Lebensjahr hért. Genauer konnte man das Sprachmaterial natiir-
lich zwischen dem sechsten und dem achten Lebensmonat vorgeben, weil genau dieser
Zeitraum vorrangig fiir die Berechnung von Ubergangswahrscheinlichkeiten experimen-
tell ermittelt wurde. Andererseits darf man nicht zwingend davon ausgehen, dass der
Sprachlerner nur das Material dieser Zeitspanne zur Verfligung hat. Es ist mdglich, dass
bereits Sprachfragmente aus frilheren Monaten zur mentalen Verarbeitung zur Verfii-
gung stehen. Zudem wiirden starke methodische Probleme auftreten, weil reprasentative
Daten fiir einen derart spezifischen Zeitraum nicht zugénglich sind. Aus diesem Grund
definieren wir den Untersuchungsgegenstand etwas weitldufiger und setzen ihn mit dem
Input gleich, den das Kind erreicht, bevor es seinen eigenen sprachlichen Output erzeugt.

Tabelle 5.2 auf Seite 124 bildet bereits das Ergebnis eines Prozesses ab, der von Biber
(1993) zur Erstellung eines représentativen Korpus beschrieben wurde (Abb. 5.2). Diese
Darstellung ist allerdings eher eine Illustration als eine endgiiltige Losung und zeigt

13 Als kurze Beschreibung fiir die hier gewihlte Vorgehensweise sieche auch Paprotté (2005, 368).
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Empirische
Pilotstudien Korpus- Teil des Empirische
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Analyse

Abbildung 5.2: Entwicklung eines représentativen Korpus, Quelle: Biber (1993, 256)

wie ein Korpus idealerweise entworfen werden sollte (Biber, 1993, 244). Dabei wird die
Reprisentativitit eines Korpus in zwei Dimensionen gemessen (Biber, 1993, 243):

a Anzahl der Texttypen in einer Sprache und
b Anzahl von linguistischen Verteilungen einer Sprache.

Unter dem ersten Punkt werden die situationsbedingten Textkategorien (z. B. Roman,
Sport, Nachrichten, etc.) verstanden. Unter dem zweiten Punkt subsumiert er die lin-
guistisch definierten Texttypen. Letztere entstehen ,on the basis of shared linguistic
co-occurence patterns® (Biber, 1993, 245), sodass die Texte hinsichtlich ihrer linguis-
tischen Eigenschaften grofe Gemeinsamkeiten aufweisen und danach klassifiziert wer-
den koénnen. Die linguistischen Texttypen basieren also auf internen Kriterien, wihrend
die situationsbedingten Texttypen beziehungsweise Textkategorien duferlichen Kriteri-
en gehorchen. Um mehr Klarheit in die begriffliche Vielfalt zu bringen, nennt Biber die
situationsbedingten Textkategorien Register oder Genres.

Folgt man nun Bibers Vorschlag zur Entwicklung eines représentativen Korpus (Abb.
5.2), sind zuerst eine theoretische Analyse und erste explorative Untersuchungen notwen-
dig. Erst dann geht man zur Zusammenstellung der Texte {iber. Dazu wird ein Teil des
Korpus zusammengestellt und letztlich dann durch eine empirische Untersuchung iiber-
priift. Weichen die empirischen Befunde zu stark von den Eigenschaften des erstellten
Korpusteils ab, muss die Zusammenstellung des Korpus gedndert werden. Dies geschieht
so lange bis die Ergebnisse der Stichprobe nahe genug bei den empirischen Ergebnissen
liegen. Weil die einzelnen Parameter eines repriasentativen Korpus nicht von Anbeginn
genau bestimmt werden kann, unterlduft die Arbeit am Korpus in Zyklen (Biber, 1993,
256). Mit fortschreitenden Zyklen erhoht sich dann die Représentativitdt des Korpus.
Diese Vorgehensweise geschieht immer im Hinblick auf die oben genannten Dimensionen
der Reprisentativitit.

Die empirische Untersuchung umfasst den Abgleich der Korpusdaten mit der Realitét,
d.h. inwieweit das Korpus alle fiir die Untersuchung relevanten Eigenschaften beinhal-
tet. Ein Korpus, der beispielsweise die englische Schriftsprache reprisentiert, muss nicht
nur die verschiedenen Genres, typische Satzkonstruktionen oder Wérter der gesamten
englischen Schriftsprache beriicksichtigen, sondern auch deren richtige Verteilung bezie-
hungsweise Anzahl im Verhiltnis zur Korpusgrofe. Die empirische Uberpriifung dient
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also dazu, die Diskrepanz zwischen der Grundgesamtheit (englische Schriftsprache) und
der ,Stichprobe“ (Korpus) daraus zu verkleinern, sodass sich die Stichprobe der Repré-
sentativitidt ndhert.

Da Neugeborenen von Geburt an kein sprachlicher Stimulus entzogen wird und diese
Sprache sich somit nicht eingrenzen lisst, miisste man verniinftiger Weise die gesamte
Sprache als Untersuchungsgegenstand akzeptieren.'* Sicherlich werden Neugeborene in
hoherem Mafe der Mutter und deren direkter, meist verdnderter Sprache, ausgesetzt.
Dennoch lisst es sich kaum vermeiden, dass auch Sprachmaterial von auferhalb zum
Kind gelangt.'® Selbst die Sprache der Mutter lisst sich nicht vollstindig in ein Register
einordnen, da sie nicht nur Kontaktperson zum Kind, sondern selbst in das soziale Umfeld
der Familie und Freunde eingebettet ist und damit verschiedene ,Sprachen® in Gegenwart
des Kindes annimmt (code switching).

Given this constant need to switch among registers, the acquistion of register characteri-
stics is fundamentally important at all developmental stages: whether for a child learning
that the language used with playmates is different from the language used with adults;
or for an elementary school student discovering how written narratives are different from
conversation; or a college student discovering how term papers in biology are different

from written personal narratives; or for ESL students attemting to control the range of
registers in their second language (Biber, 2004, 136).

An verschiedenen sozialen Schnittpunkten ist eine Vielzahl sprachlicher Stimuli aus un-
terschiedlichen Registern unvermeidlich. Diese Stimuli kénnen keiner genauen Vertei-
lungsgesetzméfigkeit unterzogen werden, da die soziale Umgebung, in der Kinder auf-
wachsen, hochst unterschiedlich ist.

Dies kann zu Représentativitidtsproblemen fiihren.

if a corpus does not represent the range of text types [registers] in a population, it will
not represent the range of linguistic distributions. (Biber, 1993, 243)

Im Grunde sind lediglich die linguistischen Verteilungen von Lautfolgen in der vorlie-
genden Arbeit interessant. Die Reprisentativitit dieser Lautfolgen kdnnte aber direkt
von der richtigen Anzahl der verwendeten Register abhéngen. Wie gerade erldutert wur-
de, sind der Einfluss unterschiedlicher Soziolekte und Sprachstile auf das Kind nicht
eindeutig quantifizierbar. Man kann also nicht genau sagen, wie viel die einzelnen Re-
gister Teil der gehorten Sprache des Kindes ausmachen.

Im Zusammenhang damit tritt auch die grofe Masse des Datenmaterials als Pro-
blemquelle auf, da die Grundgesamtheit die komplette Sprache umfassen konnte. Die
Reprisentativitit ist fiir die Validitit der Forschungsergebnisse von hoher Bedeutung.'®

Fiir publizierte Texte sind Losungsanséitze im Brown- und LOB-Korpus bereits er-

Yyel. Fodor und Crowther (2002, 108).
15vgl. Biber (1994, 188ff).
16Biber (1993, 243):

a corpus must be ’representative’ in order to be appropriately used as the basis for gene-
ralizations concerning a language as a whole
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folgreich umgesetzt worden. Hier wurde eine zeitliche Grenze zu Grunde gelegt. Eine
zeitliche Grenze wird auch fiir den hier verwendeten Korpus angesetzt. Sie kann aber
nicht mit einem Datum absolut fixiert werden, wie bei Brown oder LOB, da nicht alle
Kinder zum gleichen Zeitpunkt geboren werden. Die Zeitspanne betriagt 15 Monate (fix),
die sich aber von einem absoluten Zeitpunkt beliebig entfernen kann.

Die Uberpriifung mittels empirischer Daten (gemé#f Abbildung 5.2) konnte hier nicht
vollzogen werden. Aus den eben dargestellten Griinden gestaltet sich eine empirische
Uberpriifung duberst schwierig. Sie hiitte den Umfang eines gesonderten Forschungspro-
jekts. Derzeit muss davon ausgegangen werden, dass der linguistische Input die kindge-
richtete Sprache der Mutter ist!” und von den Daten in CHILDES reprisentativ wieder-
gegeben wird. Die oben unter (a) spezifierte Dimension nach Biber (1993) muss unbe-
riicksichtigt bleiben. Nach Jusczyk (1997) ist zwar bekannt, dass Sduglinge durchaus in
der Lage sind, Sprachregister zu unterscheiden,'® jedoch sind die Auswirkungen fehlender
Register unbekannt.

to the present time, there have been no investigations of whether changes in speech register
might affect infants’ recognition of particular sound patterns. (Jusczyk, 1997, 69)

Dieser Umstand wird auch hier vorausgesetzt.

Die zweite Korpusressource, welche fiir die Simulation bendétigt wird, ist ein Lautspra-
chelexikon. Die Relation zwischen Schriftsprache und Aussprache ist im Englischen nicht
vorhersagbar, d.h. es gibt keine Regel, die jedem Phonem eindeutig ein Graphem zuord-
net. Weil 3z | =(xz — 2,2 — y = = <> y), wobei x = Graphem und y = Phonem, kann
kein Algorithmus die Zuordnung von Phonem zum Graphem in jedem Umfeld eindeutig
vollziehen. Eine Zuordnung auf Wortebene ist aus diesem Grund ebenso wenig moglich.
Allerdings ist eine Abbildung mit Hilfe einer Zuordnungsvorschrift fiir jedes Wort oder
Phonem moglich. Die Zuordnungsvorschrift ist nicht vorhersagbar oder als allgemeine
Regel formulierbar; sie ist aber im Lautsprachlexikon als Zuordnung kodiert. Die Car-
negie Mellon University stellt das CMU-Pronouncing Dictionary als Download bereit.
Es beinhaltet 125.000 Eintrdge des Englischen mit den dazugehdérigen Transkriptionen
und unterscheidet sich von konventionellen Lexika darin, dass es auch alle Flexionsva-
rianten eines Wortes als eigene Lexeme auflistet. Die Ausspracheeintriige liegen in der
ASCII lesbaren SAMBA Notation vor. Diese Notation unterscheidet 39 Phoneme des
Englischen, davon zehn Vokale und fiinf Diphtongnotationen (siehe Anhang C).

5.4 Beschreibung des Algorithmus als erkldrenden Ansatz

Eine noch unspezifische Formulierung, wie ein Segmentierungsablauf von statten gehen
kénnte, findet sich iiberraschender Weise schon bei Pinker:
Perhaps segmentation, for example, can be accomplished in part by a combination of sto-

chastic methods that tabulate syllable transition probabilities ... Alternatively, (or per-
haps in addition), the child could store auditory templates of words or short phrases heard

17Falk (vgl. 2004), Bortfeld (2004), Dominey und Dodane (2004), Kuhl (2000, 11854) und Thiessen
et al. (2005) als Argumente fiir die Verwendung von kindgerichtete Sprache.
18Und dies auch in Verbindung mit visueller Information (Hollich et al., 2005).
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in isolation, then match these templates against the input stream, recursively defining as
new words those series of segments found in between the recognized portions of the stream.
(Pinker, 1984, 28)

Pinker hat hier schon einige der experimentellen Ergebnisse gut zehn Jahre zuvor erahnt.
Ihm fehlten seiner Zeit aber noch die genauen Spezifikationen, um seine Annahme schliis-
sig herleiten zu kénnen. So blieb der doch recht einleuchtende Gedanke als blofse Behaup-
tung stehen. Die Idee des Rekursionsmechanismus mit gespeicherten Wértern oder Satz-
fragmenten ist auch in der vorliegenden Simulation vorhanden. Allerdings besteht der
entscheidende Unterschied darin, einen Zusammenhang zwischen den Ubergangswahr-
scheinlichkeiten und dem Rekursionsmechanismus zu finden und damit den Fehlschluss,
wie in Kapitel 3.3 diskutiert — die friihkindlichen Sprachlerner wiirden isoliert auftreten-
de Worter als Ausgangspunkt benutzen — zu vermeiden.

5.4.1 Randbedingungen und schematischer Ablauf

Im Kapitel 4 wurden die kognitiven Fahigkeiten von Kleinkindern, die in die Simulation
als Randbedingungen eingehen, untersucht. Aus der Gesamtheit der kognitiven Fahig-
keiten, die einem Kleinkind von acht Monaten zur Verfiigung stehen, werden fiinf fiir die
Arbeitsweise des Algorithmus verwendet. Das ist zugleich die kleinstmogliche Anzahl,
die als Ausgangsbedingungen fiir die Funktionsweise des Algorithmus notwendig sind.
Die priméaren Variablen, welche diese Fahigkeit kontrollieren, sind ebenfalls aufgefiihrt.

a Die Phoneme (beziehungsweise eine dhnliche Einheit, die iiber lautliche Merkmale
definiert wird) der Sprache konnen als diskrete Informationseinheiten aufgefasst
werden (Brent (1999b); Jacobs (2003); Pisoni und Luce (1987); Swingley (2005);
Kap. 4.1), A

b Die Ubergangswahrscheinlichkeiten von einzelnen Phonemketten kénnen berechnet
werden (Saffran et al. (1996a); Kap. 4.2), o

¢ Die hiufigsten Einheiten (immer wiederkehrende Lautketten) konnen erkannt wer-
den (Shi et al. (2006); Jusczyk et al. (1994); Kap. 4.2 und 3.2.3), ¢

d Die Lautsequenzen konnen iiber einen gewissen Zeitraum gespeichert und erinnert
werden (Jusczyk und Aslin (1995); Jusczyk und Hohne (1997); Kap. 4.3), ¢ und p

e Die lautlichen Repréasentationen konnen mit einem 7Top-down-Mechanismus im
Sprachstrom eingebracht werden (Bortfeld et al. (2005); Saffran (2001b); Kap.
4.4), rekursive Struktur

Es ist wichtig zu erkennen, dass hinter diesen fiinf Féhigkeiten generelle Heuristiken ste-
hen, die hier speziell auf die Sprache Anwendung finden (vgl. Tomasello, 2003, 4). Sie
bilden nun die Grundlage des Algorithmus, der vereinfacht im Folgenden (Kap. 5.4.2)
beschrieben wird (die Buchstaben in Abb. 5.3 entsprechen den oben aufgelisteten Fi-
higkeiten; die Nummern der Ordnung der Programmabfolge). Die vier Phasen des Al-
gorithmus werden zunéchst in ihrem Zusammenhang und danach einzeln erklart. Bezug
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Abbildung 5.3: Allgemeine Funktionsweise des Algorithmus

nehmend auf die bisherige Forschung folgt letztlich eine Diskussion und eine kritische
Abwigung zu rechentechnischen Einschréankungen.

5.4.2 Zusammenhingende Darstellung

Der sprachverarbeitende Prozess beginnt mit Phase 1, dem Sprachinput. In einer rea-
len Umgebung trifft hier das Sprachsignal auf die Horzellen, die es zum auditorischen
Kortex weiterleiten und von dort in einer neuronalen Vernetzung reprisentieren. Die Ver-
netzung entspricht im verallgemeinerten Sinn dem, was aus Griinden der Vereinfachung
und Veranschaulichung mit Phonem bezeichnet wird. Diese neuronale Reprisentation
eines Phonems bezieht sich auf die Féahigkeit (a) des Kleinkindes, ein bestimmtes Laut-
konstrukt neuronal abzubilden und als solches zu erkennen. Aus diesen Reprisentationen
errechnet das Kind nun in der zweiten Phase die Wahrscheinlichkeit der Abfolge einzel-
ner Laute oder Lautketten. Das Kind nutzt dazu die Féhigkeit (b). Im Grunde tut es
nichts weiter als ungefahr zu schitzen, wie oft ein bestimmter Laut oder eine bestimm-
te Ansammlung von Lauten vorkommt. Im mathematischen Sinne kann man hier durch
einfaches Abzéhlen von der Anzahl aller mdglichen Laute oder von zusammenhéingenden
Lautkonstrukten sprechen.

Dadurch, dass das Kind das Vorkommen mehrerer moglicher Laute oder Lautkon-
strukte kennt, weifs es auch, wie sie sich zueinander verhalten. Also kommt zum Beispiel
die Konstruktion /ga/ viel 6fter vor als die Konstruktion /zi/ oder etwa genauso oft
wie /ba/. Treffen nun Lautkombinationen aufeinander, die im Verhéltnis zu anderen
sehr selten sind, fillt dem Kind diese Besonderheit natiirlich auf. Hier wire ein erster
Anhaltspunkt zur Lautsegmentierung vorhanden, namlich anzunehmen, dass an dieser
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,besonderen” Stelle eine Einheit zu Ende ist und eine neue anfingt. Gruppiert das Kind
nun die Einheiten nach diesem Kriterium, entstehen voneinander unabhingige Lautseg-
mente.

Es ist durchaus mit neurophysiologischen Erkenntnissen vereinbar, dass sich das Kind
nach der Haufigkeit richtet, weil sich auch genau diese Haufigkeit in der neuronalen Re-
prasentation durch das gleichzeitige Feuern der Neuronen widerspiegelt (vgl. Yost, 2007,
229). Je ofter ein bestimmter Reiz auf ein Nervenzellenbiindel trifft (und das sind hier die
frequenzsensiblen Horzellen), je stdrker bilden sich die Synapsen mit den verbundenen
Neuronen heraus und repréasentieren eben genau dieses Konstrukt bevorzugt. Das gleiche
Prinzip der Haufigkeit unterliegt natiirlich auch den Repréasentationen eines Sprachsig-
nals. Im Modell wird dies in der dritten Phase mit der Fahigkeit (c¢) simuliert. Da nun
unablissig verschiedene Sprachsignale vom Kleinkind aufgenommen werden, erhéhen
sich auch die Repréasentationen der verschiedenen Lautkonstrukte, wovon wiederum nur
die hiufigsten eine entsprechende neuronale Représentation haben konnen. Bei allen
Kombinationen, fiir welche die dafiir sensiblen Nervenzellen keinen Reiz erhalten haben,
kénnen sich die Synapsen nicht derart verstirken wie bei Reprisentationen, deren Zel-
len sténdig feuern. Genau diese Reprisentationen von neuronalen Mustern, werden hier
als Paralexikon bezeichnet. Diese Reprisentationen auch iiber einen lingeren Zeitraum
aufrecht zu erhalten, ist hier mit der Fahigkeit (d) kodiert.

Schlieflich kénnen nun diese Informationen des Paralexikons mit der Féhigkeit (e)
in einem unbekannten Sprachsignal genutzt werden. Dadurch entstehen wiederum neue
Informationen, die allein mit den Ubergangswahrscheinlichkeiten nicht errechnet wer-
den koénnen. Im Prinzip handelt es sich hierbei um Informationen, die in einem Top-
down-Verfahren gewonnen, selbst aber durch einen reinen Bottom-up-Prozess ausgelost
wurden. Die neuen Informationen konnen aus dem Paralexikon selbst erbracht werden,
da es nun durch einfache Analogieschliisse moglich ist GesetzmiRigkeiten aufzustellen,'?
etwa iiber die prosodischen Eigenschaften, die dann wiederum als zusétzlicher Anhalts-
punkt bei der Segmentierung verwendet werden kénnen. Nun entsteht aber schon bei
einer einfachen Anwendung des Paralexikons wieder neue Information, welche fiir die
Lautsegmentierung relevant ist, allein dadurch, dass durch die Einbringung von Laut-
sequenzen aus dem Paralexikon wieder neue Einheiten entstehen, die dann auch wieder
dem Paralexikon zugefiihrt werden. So entwickelt sich ein rekursiver Prozess, solange
bis die Informationsausbeute zu niedrig wird. Das Endprodukt ist nach n Durchliu-
fen, dann eine lautliche Reprisentation von Worteinheiten, mit dem alle Sprachsignale
segmentiert werden konnen und das dann schliefslich auch in spéteren Entwicklungsstu-
fen mit semantischem Gehalt gefiittert, die symbolische Verkniipfung von Lautbild und
Bedeutung, vollziehen kann.

19Moglicherweise auf Grundlage dergleichen Prinzipien, wie sie von Holyoak und Thagard (1995, 81ff)
oder Clark (2004) und fiir etwas &ltere Kinder (94ff) beziehungsweise in Gentner und Medina (1998,
183ff) oder Goswami (1992, 100ff) fiir die Begriffserkennung beschrieben werden.

133



24

25

26

27

28

29

30

31

33

34

36

37

38

39

10

11
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5.4.3 Der Sprachinput

Die Korpora und das CMU-Aussprachelexikon wurden wie in den Kapiteln 5.2.4.1 und
5.3 beschrieben, als Textdateien hinterlegt und in entsprechende Verzeichnisse abgelegt.
Die fiir den Sprachinput bedeutsamen Verarbeitungsschritte wurden auch dort verein-
facht bereits genannt: Korpus einlesen, Umwandlung in eine phonetische Reprisentation
und Entfernen der Liicken, Satz- und Sonderzeichen sowie die Umwandlung der Diphton-
ge zu einer Binzeichenreprasentation.

Programmiertechnisch sind dafiir die Methoden der Klasse IPA.java bedeutsam. Diese
Klasse enthélt eine ganze Reihe statischer Methoden, die nicht alle fiir die Simulation
allein notwendig sind. Einige Methoden sind beispielsweise fiir eine automatisierte Uber-
priifung der Ergebnisse, anfingliche Pilotstudien mit und ohne Lautsprache, zustindig.
Die relevanten Methoden und deren Arbeitsweise sollen hier kurz vorgestellt werden.
Der vollstiandige Quellcode befindet sich im Anhang A.

static String cmudict = "";
static String || cmuChars = {"AA" "AE" "AH" "AO" 6 "AW" "AY" "CH",
"DH" ,"EH" ,"ER" ,"EY" , "HH"  "IH"  "IY",
"JH" "NG" ,"OW" ,"OY"  "SH" "TH" K "UH",
W' "ZH' VYBU WDU MRM MGE MR WL
Myt NN WP URN NGH Wy angm
rymn ngu };
static char|| ipaChars = {0x252, 0x259, 0x28C, 0x254, 0x263A,
0x263B, 0x2A7, 0x0F0, 0x065, 0x25C,
0x263C, 0x068, 0x26A, 0x069, 0x2A4,
0x14B, 0x2640, 0x2642, 0x283, 0x3BS8,
0x28A, 0x075, 0x292, 0x062, 0x064,
0x066, 0x067, 0x06B, 0x06C, 0x06D,
0x06E, 0x070, 0x072, 0x073, 0x074,
0x076, 0x077, 0x06A, 0x07A};

static String thisData;
Quellcode 5.1: Variablenbelegung (Klasse IPA java)

Nach der statischen Initialisierung der Klasse werden der Inhalt des CMU Pronouncing
Dictionary der Stringvariable emudict zugeordnet und weitere globale Variablen belegt.
Der Stringvariable cmuChars wird die SAMBA-Notation zugeordnet. Fiir die Zuordnung
der TPA Notation geniigt hingegen eine Variable vom Typ char, weil diese Zeichen als
Hexadezimal in Unicodeformat eindeutig definiert sind. Die Stringvariable thisData wird
die in IPA umgewandelte Textdatei enthalten.

static

{

int cnt=0;
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String line = "";

try

{
FileReader fr = new FileReader("cmudict");
BufferedReader br = new BufferedReader (fr);
char || cmubuff = new char[3511906];
fr.read (cmubuff,0,3511906);
fr.close ();
cmudict = String.valueOf(cmubuff);

} catch (IOException e){}

1

Quellcode 5.2: Zuordnung des Aussprachelexikons zu einer Stringvariable (Klasse
IPA java)

Die dann folgenden Methoden isLetter und isIPAletter (siche Anhang A: Zeilen 41-65
und 67-75) iiberpriifen nur, ob es Schnittmengen zwischen den Variablen cmuchars und
ipaChars gibt. Die erste Methode gibt ein ,wahr* zuriick, wenn eines der IPA-Zeichen der
Variable ipaChars auch ein Buchstabe des Schreibalphabets ist und die zweite Methode
setzt eine boole’sche Variable (isIPA) auf ,wahr”, wenn einer der Buchstaben des Alpha-
bets auch einem IPA-Zeichen entspricht. Auf diese Methoden wird zuriickgegriffen, um
herauszufinden, ob es sich um Sonderzeichen und Liicken handelt. Immer dann, wenn
die Methode ein falsch zuriickgibt, wird das betreffende Zeichen geltscht.

public class NextWord
{
int position;
String word;

NextWord ( String s,int i)
{

word = s;

position = i;
}

ki
Quellcode 5.3: Die ,Setzerklasse” NextWord

Auf diese Uberpriifung muss bei der Methode find Word (Quellcode: 5.4) vom Typ der
Klasse NextWord zuriickgegriffen werden. Dabei sorgt NextWord (Quellcode: 5.3) dafiir,
dass jedes Wort eines Textes eindeutig definiert wird, namlich durch seine Position im
Text.?Y Da das Wort und die Position untrennbar zusammen gehéren werden sie in einer

20NextWord ordnet den Variablen word und position die Werte von s und 4 zu, welche es beispielsweise
aus find Word bei der Instanziierung mit NextWord n = new NextWord(s,pos); als s beziehungsweise
pos bekommt. Das ist auch deshalb niitzlich, weil find Word dann beide Werte als ein n zuriickgeben
kann.
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extra Klasse auch zusammengefasst. Die Methode find Word sucht das néchste Wort ab
pos in der Stringvariable thisData und gibt dieses Wort zusammen mit der Position vom
Typ NextWord aus.

static NextWord findWord (int pos)

{
while ((pos<thisData.length ())&&!isLetter (thisData.charAt(pos)))

{
pos+-+;
1
String s = "";
while ((pos<thisData.length())&&isLetter (thisData.charAt(pos)))

{ s=s.concat (String.valueOf(thisData.charAt(pos)));
pos—++;

}

NextWord n = new NextWord (s, pos);

return (n);

Quellcode 5.4: Die statische Methode find Word (Klasse IPA.java)

Die folgenden Methoden konnen als das Kernstiick der Klasse TPA.java angesehen
werden. Sie konvertieren einen Text in seine IPA-Transkription.

Zunichst wird der umzuwandelnde Text der globalen Stringvariable thisData zuge-
ordnet. dataOut wird am Ende den TPA-Text enthalten und pos ist eine lokale Variable,
welche die Position des Wortes kodiert, also die ,Setzerklasse“ NextWord bedient. Eine
Schleife wird fiir die Lénge des Textes durchlaufen. Die Position des ersten Zeichens
(pos = 0) wird an die Methode findWord gegeben. Diese erhoht pos jeweils um eins
solange bis eine Liicke auftritt (Quellcode: 5.4, Zeile 79), also die Methode isLetter ein
Falsch zuriickgibt. Die zweite while-Schleife in find Word verbindet alle Zeichen, die nicht
durch eine Liicke unterbrochen werden und ordnet sie der Variable s zu. pos und s kon-
nen dann als eine Instanzvariable vom Typ NextWord an die Methode convertTolPA
zuriickgegeben werden. Dort wird die Zeichenkette in Kleinbuchstaben umgewandelt.
Schlieklich erfolgt die Umwandlung des Wortes in seine IPA-Notation durch Aufruf der
Methode convertToIPA (Quellcode: 5.6).

static String convertTextToIPA(String data)

{

thisData = data;

String dataOut = "";

int pos = 0;

while (pos<data.length ())

{
NextWord nextWord = findWord (pos);

nextWord . word = nextWord . word . toLowerCase ();
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String w = convertToIPA (nextWord . word );
if (w!=null)
{

nextWord . word = w;

dataOut+=nextWord . word ;

}

pos = nextWord. position ;

}

return (dataOut ) ;

Quellcode 5.5: Umwandlung eines Textes in seine IPA-Form (Klasse IPA java)

Diese Methode sucht genau das Wort s beziehungsweise word in der globalen cmu-
dict-Variable, in welcher ja die Aussprache in SAMBA-Notation gespeichert ist, und gibt
die Position des Wortes an pos. Wenn das Wort im CMU-Lexikon vorhanden ist, wird
an der Stelle pos die SAMBA-Notation der Variable cmuword zugeordnet.?' Weil die
Intonationen nicht beachtet werden sollen, werden an dieser Stelle die Zahlen, die die
Betonung im Lexikon enkodieren, beseitigt. Die nun folgende Schleife kann die SAMBA-
Notation durch die entsprechenden IPA-Zeichen einfach ersetzen, weil sie bereits als
globale Variablen cmuChars und ipaChars und als geordnete Paare vorliegen. Die Po-
sition ¢ entspricht also in beiden Notationen dem gleichen Laut. Die IPA-Transkription
wird als emuword zur convertText ToIPA-Methode (Quellcode: 5.5) zuriickgegeben oder
als Wert Null, wenn das Wort nicht im Lexikon enthalten ist. Dort wird nur noch die
wSetzerklasse” (Quellcode: 5.3) modifiziert und die Ausgabevariable dataOut entspre-
chend erginzt.?? Das neue Wort und seine Position liegt dort schlieflich in IPA-Form
vor. Sollte das Wort nicht im Aussprachelexikon enthalten gewesen sein, wird natiirlich
die Position angepasst.

static String convertToIPA (String word)
{
int pos = cmudict.indexOf(String.valueOf((char)0x0a).
concat (word.toUpperCase (). concat ("__")));
if (pos>=0)
{

String cmuword — cmudict . substring (pos+3+word.length (),

21Die hier etwas eigenartig anmutende Definition der Stelle liegt am Design des CMU-Lexikons. In
der SAMBA-Notation sind auch Liicken enthalten, welche die einzelnen Laute voneinander trennen,
nicht jedoch die Worteintrige voneinander. Jeder Eintrag wird mit einem Umbruchzeichen begonnen.
Darauf folgt das Wort, gefolgt von zwei Liicken und der SAMBA-Notation. So ergibt sich die Zahl
3 in ... substring(pos+3-+word.length(),. ... pos steht an der Stelle des Umbruchs, dann folgt das
Wort, (+1), dann die zwei Liicken (+2).

22Dadurch, dass nach word kein Leerzeichen eingefiigt wird, erscheint bei Ausgabe des Strings auch
kein Leerzeichen. Die einfache Ergénzung +“ * wie in der Methode convertTextToIPAWhiteSpace
(siehe Anhang A) gibt den kompletten Text als IPA-Transkription mit Liicken aus. Dieser ist fiir
die Leistungsmessung (Berechnung der Fehler durch Vergleich) des Algorithmus wichtig,.
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5 Modellierung einer stochastischen Sprachsegmentierung

cmudict . indexOf(String . valueOf ((char)0x0a),
pos+3+word. length ()));
cmuword = cmuword. replace ALl ("\\d" ,"");
for (int i=0;i<cmuChars.length;i++)
{
cmuword = cmuword . replace (cmuChars|i], String.
valueOf (ipaChars|[i]));
1

cmuword = cmuword. replace ALl ("\\s" ,"");
return (cmuword ) ;

}

return(null);

1
Quellcode 5.6: Umwandlung in TPA Notation (Klasse IPA java)

In der IPA java finden sich noch einige weitere Methoden, die aber zum Verstindnis
des Algorithmus nicht beitragen. Hier sei lediglich ihr Zweck kurz erwéhnt. Die Methode
IPAToHTML (Zeilen:170-187 der Klasse IPA.java im Anhang) wandelt einen Text in
IPA und anschliefend in seine HTML-Form um. Die Methode convertToPlain (Zeilen
155-167) wandelt ein TPA transkribiertes Wort in seine schriftsprachliche Normalform
um. Diese Methode fand beim automatisierten Abgleich der Fehlermessung des Parale-
xikons Anwendung. Dabei ist jedoch Vorsicht geboten, weil die Beziehung Lautsprache-
Schriftalphabet nicht eindeutig ist. Schon bei der Graphem-Phonem-Umwandlung tre-
ten Fehler auf, wenn Homographe unterschiedlich ausgesprochen werden, also heteronym
sind. Hier wird das Problem allerdings dadurch abgemildert, dass die Position im CMU-
Lexikon die meistgebrauchte Form zuerst auflistet.?® Die umgekehrte Richtung (Phonem-
Graphem) liefert dann natiirlich nicht das wahrscheinlichere Wort zuriick sondern einfach
einen Eintrag.?* Die umgekehrte Transposition fiihrt auch deshalb zu suboptimalen Er-
gebnissen, weil im CMU Pronouncing Dictionary circa doppelt so viele Homonyme mit
unterschiedlicher graphemischer Repriisentation vorhanden sind als Heteronyme.?

Die Methoden substituteDiphthongs (Zeilen 189-202) und resubstitute Diphthongs (Zei-
len 204-217) wandeln die Diphthonge (awv, a1, ou, o1, er) in Einzeichenreprésentationen
(©, ®, 9, &, %) um beziehungsweise umgekehrt.?® Diese Relation ist umkehrbar ein-
deutig, sodass jeder Diphthong stets genau eine Entsprechung hat und beide Formen
austauschbar sind: Fiir die internen Berechnungen wird ein Zeichen verwendet, fiir die
Visualisierung werden zwei Zeichen ausgegeben. Die Funktionsweisen der Methoden sind

2Das CMU Pronouncing Dictionary definiert jeden homographen Eintrag mit einer Zahl in Klammern.
So kénnte man zur Umwandlung eines Textes in seine Lautform die Zeitform im Korpus am Wort
ebenfalls kodieren und hétte diese Fehlerquelle beseitigt.

24Fiir die Leistungsmessung ist dies unerheblich, weil auf jeden Fall klar ist, dass ein solcher Eintrag
vorhanden ist, also das Wort existiert und als Wort gezdhlt werden kann.

%5Ein Perl-Programm zur Uberpriifung der Aussage findet sich im Anhang A. Folgendes Ergebnis wird
bei der Durchfiihrung ausgegeben: Homonyme: 13004; Heteronyme: 3840

26giehe Anhang A fiir den Quellcode und Anhang C fiir die Zuordnungen.

138



49

5.4 Beschreibung des Algorithmus

denkbar einfach. Die Zeichenketten werden durch Aufruf von replace und Mitgabe der
entsprechenden Hexadezimalkodierungen ersetzt.

Die Methoden readFile und writeFile (siche Anhang A: Zeilen 219-236 und 238-251
der Klasse TPA java) sind die Standardmethoden fiir die Ein- und Ausgabe von Texten.
Sie greifen auf die voreingestellten Streams von BufferedReader beziehungsweise - Writer
zuriick. Thnen wird ein Wahrheitswert unicode dazugegeben, welcher, wenn wahr, den
Text als 16-Bit kodierte Unicodezeichen einliest beziehungsweise in eine Datei schreibt.
Die andere Besonderheit (Zeile 223) bei readFile ist die Beschrinkung der einzulese-
nen Copora auf 5 MB?” durch einen Array des Typs char der GroRe [5*1048576]. Das
entspricht 220 Zeichen, also fiinf Millionen Bytes.

5.4.4 Die Ubergangswahrscheinlichkeiten

Die Berechnung der Ubergangswahrscheinlichkeiten wird in der Klasse TransProbAuto-
ComparelLexiconDelayed.java vorgenommen. In der Stringvariable dataln ist die Kor-
pusdatei enthalten. Bei Mitgabe des ipa-Arguments wird zunfchst eine Datei ausge-
geben, die den Text des Korpus in TPA-Transkription mit Leerzeichen enthélt und in
dataln wird die IPA-Transkription ohne Leerzeichen geschrieben. In limitStep werden
die Schrittweiten fiir die Sensibilitdten gespeichert. Diese werden dann entsprechend auf
eine Kommastelle gerundet und durch die geschachtelte Schleife fiir jede Phonemkette
wiederholt. Schliefslich werden im String outFile noch Dateiname, Periode, Phonemket-
tenldnge (A) und Sensibilitét (o) hinterlegt. Diese Zahlen werden spéter zur eindeutigen
Identifizierung fiir Dateinamenergénzungen bendotigt.

Der néchste Schritt ist die Initialisierung einer Vektordatenstruktur phonemeChainsi,
in der, wenn es sich mindestens um die zweite Periode handelt und die rekursive Struk-
tur noch nicht begonnen hat (if-Bedingung in Zeile 59, Quellcode: 5.7), alle Worter
des dann bereits bestehenden Paralexikons®® eingelesen werden. Auch hier werden die
Diphtonge entsprechend angepasst. Weil im Paralexikon auch die Vorkommenshaufig-
keiten der Token enthalten sind, diese aber nicht beim Einfiigen in dem neuen Text zu
fehlerhaften Einsetzungen fiihren sollen, werden in Zeile 68 (Quellcode: 5.7) alle Zeichen
geloscht, die nicht durch die Methode ipaChars in der Klasse IPA java definiert sind.
Die sich anschliefenden for-Schleifen beinhalten ein Standardsortierverfahren (bubble-
sort),?® welche alle Eintriige im Stringarray c ordnet, sodass die lingsten Eintriige am
Anfang stehen. Diese werden mit addFElement in den Vektor gepackt. Fiir die erste Peri-
ode besteht noch kein Paralexikon; so bleibt der Vektor leer. Der so sortierte Array wird
spater helfen, eine einfache Implementierung des Kohortenmodells zu integrieren.

double limitStep = 1.0/ raster;

2T7Zum Zeitpunkt der Programmierung war noch nicht klar, wie grof die Corpora maximal werden
wiirden, sodass hier zunéchst grofsziigig Speicher belegt wurde.

ZWurde aus der Klasse LexiconDelayed.java als arg/0] mit iibergeben.

29Das Verfahren ist dadurch definiert, dass i und j jeweils alle mdglichen Paarkombinationen durchge-
hen, wobei sie aber stets paarweise verschieden sind.
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5 Modellierung einer stochastischen Sprachsegmentierung

for (int len=1;len<=maxlength;len++)
{
System.out. println ("len_"+len );
for (double limit=1;limit >=0;limit=java.lang.Math.round (1000x
(limit —limitStep))/1000.0)
{

System.out. println ("limit_"+limit );
String outFile = args|[0]+"."+run+" "+len+" "+limit ;
Vector phonemeChainsl = new Vector ();
if (run>1 && (run>delay))
{
String chainsfilel = args|[0]+"."+(run—1)+"_"4+len+" "+
limit+".lexicon";
String data = IPA.resubstituteDiphthongs (IPA.readFile
(chainsfilel ,ipa));
System.out . println ("=—="+chainsfilel+"_"+data.length ());
String c¢|] = data.split("["a—2zA-Z"+
String .copyValueOf (IPA.ipaChars)+"]+");
for (int i=0;i<c.length;i++)
{
for (int j=i+1;(i<c.length—1)&&(j<c.length);j++)

{
if(c[i].length()<c[j].length())

String tmp = c|[i];
clil=clil;
c|j]=tmp;
}
}
phonemeChainsl.addElement (c¢[i]);
//System . out. printin ("1 "+i+c[i]);

1
}

Quellcode 5.7: Stringsortierung fiir beliebige w und 1 (Klasse
TransProbAutoCompareLexiconDelayed.java)

Nun sind alle Daten vollstindig,®*® um die wichtigste Methode berechneTransProb
(Quellcode: 5.9) aufzurufen. Der Stringvariable dataOut wird das Ergebnis dieser Me-
thode zugeordnet, d.h. der mit Ubergangswahrscheinlichkeiten segmentierte Text wird
tibergeben (Zeile: 85 der Klasse TransProbAutoCompareLexiconDelayed.java im An-

30Das bedeutet: Die Werte der ersten beiden for-Schleifen der Klasse Phonemkettenléinge (len) und die
dazu gehorigen Sensibilitdten (limit), bestimmt durch raster (zweite for-Schleife), sind berechnet.
Der Text ohne Liicken (dataln) und das Paralexikon (phonemeChains1).
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hang). Dieser wird gleich darauf in zwei Dateien ausgegeben;?' einmal lediglich mit den
Daten von outFile und beim zweiten Mal mit der zusitzlichen Endung ,,.substitute®.3?
Schlieklich wird ein zweiter Vektor angelegt, welcher das Ergebnis der Methode Com-
pare enthalten wird. Diese Methode nimmt den Text des Korpus (arg/0]), die Referenz
der segmentierten Datei (outFile) sowie die boolesche Variable (ipa) und gibt wieder-
um einen Vektor (results) zuriick. Letzterer enthélt einen Array und einen Integer: Der
Integer hit enthilt die richtig gesetzten Liicken, fmiss[1] enkodiert die falsch gesetzten
Leerzeichen und fmiss[0] enthilt die Gesamtzahl der Leerzeichen. Damit sind alle Zah-
len vorhanden, die zur Berechnung der Prézision, der Vollstindigkeit und damit auch £}
spéter benotigt werden. Die ¢ry-Anweisungen (Zeilen: 97ff) legen nur die Struktur der
result-Dateien an, so wie sie beispielhaft in Tabelle 5.3 als Text ausgegeben und von dort
manuell in eine Excel-Datei beziehungsweise als Matlab-Input transferiert werden. Zu-
letzt erfolgt dort Berechnung und grafische Aufbereitung der Leistungsmafe. Der Vektor
compareResults enthilt ndmlich die Riickgabe der Methode Compare und dies ist der
Vektor results.

while (((fpos [0] = nextLetter(0))>=0) &&
(fpos|[1] = nextLetter(1))>=0)
{

//System . out. printin (""+fpos[0]+" "+fpos[1]+" "+
J/F[0]. charAt(fpos[0])+" "+f[1]. charAt(fpos[1]));
if ((fpos|[0]+1<f|0].length())&&(fpos|[l]+1<f[1].length()))
{
if (isWhiteSpace (f[0].charAt(fpos[0]+1)))
{
if (isWhiteSpace(f[1].charAt(fpos|[1l]+1)))
{
hit+4++;
}

else

{

fmiss [0]++;
}
}

else

{
if (isWhiteSpace (f|1].charAt(fpos|[1]+1)))

fmiss[1]++;
31Die dazu notwenigen Dateiendungsschliissel wurden zuvor in outFile geschrieben.

32Djese wird dann nach Durchlauf dieser Klasse in der LexiconDelayed.java in ,,.lexicon” umgewandelt.
In WordCount.java wird darauf schlieflich die Lexikonfunktion angewendet.

141



5 Modellierung einer stochastischen Sprachsegmentierung

i

posio] | T |h|e|c|la |t i S

»

posfi] | T | h | € cla t

-]
oo
w0

ps |0 1] 2][3]a]5]e6s

Abbildung 5.4: Problematik des Stringabgleichs

Quellcode 5.8: Datenstrukturen  fiir ~ Berechnung der Leistungsmake (Klasse
TransProbAutoCompareLexiconDelayed.java)

Mithin bleiben noch fiinf Methoden einige klirende Gedanken schuldig. Zuerst sollen
die drei einfachen Methoden erklirt werden. remove WhiteSpace entfernt die Liicken eines
Textes. Sie wird eigentlich nur fiir Texte, die nicht in IPA transkribiert werden, zur Leer-
zeichenentfernung genutzt. Zuerst wird eine Charakterklasse mit reguldren Ausdriicken
definiert, die dann negativiert und mit der replaceAll-Methode aus der ,,java.lang.String“-
Bibliothek als Argument {ibergeben wird. Das zweite Argument ist ein leerer String, der
fiir alles, was nicht zur definierten Charakterklasse gehort, eingesetzt wird.

Die boolesche Methode is WhiteSpace (Zeilen 254ff der Klasse TransProbAutoCompa-
reLexiconDelayed.java im Anhang) iiberpriift, ob ein Zeichen ein Leerzeichen ist. Dabei
wird jedes Zeichen, welches nicht ein IPA-Zeichen oder ein Buchstabe des Schreibalpha-
bets ist, als Leerzeichen definiert.??

nexctLetter (Zeilen 258ff der Klasse TransProbAutoCompareLexiconDelayed.java im
Anhang) sucht ab einer bestimmten Stelle i das néchste Zeichen. Die Methode gibt die
Position im Array zuriick oder eine -1, welche als boolesche Variable benutzt wird. Damit
fungiert die Methode zwar als Integer, kann aber auch als boolesche Methode gebraucht
werden, wenn die if-Anweisung falsch wird.

Im Folgenden werden die zwei umfangreichen Methoden beschrieben. Beide haben bei
der Klassenbeschreibung bereits Erwidhnung gefunden. Die Methode Compare vom kom-
plexen Datentyp Vector dient dem Vergleich zwischen dem Inputtext und dem segmen-
tierten Quelltext. Die Herausforderung besteht hier darin, zwei Arrays zu vergleichen,
deren Positionszeiger nicht synchron auf einer Position laufen, aber trotzdem verglichen

33Dadurch werden auch Satzzeichen, Sonderzeichen oder Apostrophe als Leerzeichen angesehen. Dabei
wird besipielsweise das ’s wie bei that’s dem Wort zugehorig definiert(thats), nicht jedoch als zwei
Woérter wie that is.
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Inhalt einer .result-Datei

Reprisentiert mit Variablen des Programms

laenge = 2

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

laenge = 3

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

laenge = 4

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

laenge = 5

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

177
186
255
293
326
615
675
585
1036
1168
0

585
585
628
697
744
906
931
973
996
779
0

675
675
682
3727
778
775
762
674
543
351
0

615
615
621
653
670
620
603
461
298
200
0

109
122
140
178
297
216
349
431
502
430
0

431
434
450
453
476
465
436
373
284
98

349
349
352
345
341
239
240
200
122
37

216
216
213
211
217
121
123
108
33

0

2425
2416
2347
2309
2276
1987
1927
2017
1566
1434
2602

2017
2017
1974
1905
1858
1696
1671
1629
1606
1823
2602

1927
1927
1920
1875
1824
1827
1840
1928
2059
2251
2602

1987
1987
1981
1949
1932
1982
1999
2141
2304
2402
2602

laenge = maxLength-i,,qpLength—2 , also: (5-(5-2))=2

laenge = maxLength-i,,qzrength—2 , also: (5-(4-2))=3

laenge = maxLength-i,,qzLength—2 , also: (5-(3-2))=4

laenge = maxLength-iy,qpLength—2 , also: (5-(2-2))=5

jO/raster  a210 b210 ¢210
jl/raster  a29  b29  ¢29
j2/raster  a28  b28 28
j3/raster  a27  b27 27
j4/raster  a26  b26  c26
jb/raster  a25  b25 25
j6/raster a24  b24  c24
j7/raster  a23  b23 23
j8/raster  a22  b22 22
j9/raster a2l b2l  c21
jl10/raster a20  b20  ¢20
jO/raster  a310 b310 310
jl/raster  a39  b39  ¢39
j2/raster  a38 b38 38
j3/raster  a37  b37 37
j4/raster  a36  b36 36
jb/raster  a35 b35 ¢35
j6/raster  a34  b34 ¢34
j7/raster  a33 b33 ¢33
j8/raster  a32  b32 32
j9/raster a31 b3l  ¢31
j10/raster a30  b30  ¢30
jO/raster  a410 Db410 c410
jl/raster a49  b49  c49
j2/raster  a48  b48 48
j3/raster  ad7  b47 47
j4/raster  ad6  b46 46
jb/raster  a45  b45  c45
j6/raster  a44  bdd  c44
j7/raster  a43  b43 43
j8/raster  ad42  b42  c42
j9/raster a4l b4l ¢4l
jl0/raster a40  b40  c40
jO/raster  a510 b510 ¢510
jl/raster  a39  b59  c59
j2/raster  ab8  b58  ¢H8
j3/raster  ab7  b57 b7
j4/raster  ab6  b56  c56
jb/raster  ab5  b55  c¢bh
j6/raster  ab4  bd4  cb4
j7/raster  ab3  b53  ¢53
j8/raster  ab2  b52  ¢H2
j9/raster a5l  b51  c51
jl0/raster a50  b50  ¢50

Tabelle 5.3: Form der Ausgabedatei (maxLength = 5, raster = 10)
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Abbildung 5.5: Abzdhlen von Phonemketten

werden miissen. Dies kommt deshalb zu Stande, weil einige Liicken an der falschen Stel-
le, andere gar nicht gesetzt werden (siehe Abb. 5.4). Zuerst werden drei globale Arrays
deklariert:* Der Stringarray f enthilt die beiden zu vergleichenden Texte, fpos gibt die
Positionen im Array an, in dem gerade gesucht wird und in fmiss werden die falschen
Leerzechen und deren Gesamtzahl geschrieben.

Das Problem wird mit einer while-Schleife, einigen ¢f-Anweisungen und den oben be-
schriebenen Methoden isWhiteSpace und nextLetter gelost (Quellcode: 5.8). Die while-
Schleife priift, ob Position und Zeichen in fpos iibereinstimmen und geht fiir den wahren
Fall schrittweise den Array durch. Da pos in neztLetter fiir die Linge des Arrays immer
kleiner ist als ffi/, liefert die Methode nextLetter erst dann die -1 zuriick und tritt damit
aus der while-Schleife aus, wenn die Arrays vollstindig durchlaufen sind. Innerhalb der
Schleife wird nun mit drei ineinander geschachtelten if-Anweisungen und unter Riick-
griff auf isWhiteSpace (siehe oben) gepriift, ob f[0] == f[1], f[0] == Leerzeichen und
f[1] == Leerzeichen. Wenn diese drei Bedingungen wahr sind, dann wird eine Zahlva-
riable (hit) erhoht. Das sind die richtigen Treffer. Wenn letztere Bedingung nicht erfiillt
ist (f[1] Leerzeichen), dann wird fmiss/0] um eins addiert, zwar erfolgte keine Liicke
an der falschen Stelle, aber ein Leerzeichen wurde nicht erkannt. Ist die zweite Bedin-
gung nicht erfiillt (f[0] == Leerzeichen), aber die dritte, dann ist klar, dass ein falsches
Leerzeichen eingefiigt wurde. fmiss/1] muss also erhéht werden. Letztlich werden die drei
Arrays dem results-Vektor zugeordnet.

Die wichtigste Methode dieser Klasse und eine der zentralen Kernpunkte der Arbeit
ist die Methode berechneTransProb. Sie berechnet die Ubergangswahrscheinlichkeiten
fiir jede spezifizierte Phonemkettenlinge und Sensibilitit. berechneTransProb, wenn so
eingestellt, fiigt auch das Paralexion in den unsegmentierten Text ein. Die Methode
erhilt, wie in Zeile 85 (der Klasse TransProbAutoCompareLexiconDelayed.java im An-
hang) spezifiziert, den liickenlosen Text, die Phonemkettenlénge, die Sensibilitdt und
das Paralexikon.3?

34Global deshalb, weil die Inhalte spiter in der Methode nextLetter bendtigt werden.
35Der Vektor, welcher das Paralexikon beinhaltet, kann natiirlich auch Null sein wie im ersten Durchlauf.
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static String berechneTransProb(String data,int len,
double limit ,Vector phonemeChainsl)
{

boolean marks || = new boolean|data.length ()];
for (int i=0;i<=data.length()—2xlen;i++)
{
String sDouble = data.substring(i,i+2«len);
int index = 0;
int x = 0;
while ((index = data.indexOf(sDouble,index))>=0)
{
X4+
index+-+;
i
String sSingle = data.substring(i,i+len);
index = 0;
int y = 0;
while ((index — data.indexOf(sSingle ,index))>=0)
{
y++;
index++;

}
if (x/(double)y<limit)

marks [ i+len —1]=true;
}
1

Quellcode 5.9: Berechnung der Ubergangswahrscheinlichkeiten (Klasse TransProbAuto-
CompareLexiconDelayed.java)

Nach der Initialisierung eines boole’schen Arrays, welcher fiir jedes Zeichen des unseg-
mentierten Textes Speicherplatz reserviert, wird fiir jede mogliche Phonemkettenlinge
eine for-Schleife gesetzt. Der Ausdruck data.length()-2*len (Quellcode: 5.9, Zeile 130)
gibt genau die Zahl, die man fiir jede beliebige Lange [en von der Gesamtzeichenzahl des
Textes abziehen muss, um P(A) oder #A zu erhalten.?® Hier wird also festgelegt, iiber
wie viele Phoneme gemittelt werden soll. data.substring(i,i+2*len) gibt an, wo sich die
Phonemkette im String befindet. Mit jedem Durchlauf der Schleife wird ¢ erh6ht und
so im Array ein Zeichen weiter gegangen. Die nun folgende while-Schleife gibt solan-
ge ein wahr, bis die Suche nach dem so definierten substring im unsegmentierten Text
keine Treffer mehr findet. Fiir jeden Treffer wird = erhoht. Wichtig ist aber auch der
indez-Integer, der die Position im Array makiert und der nach x erhéht wird und ab
dem wieder gesucht werden muss (Abbildung 5.5). Ansonsten wiirden Doppelzihlungen

36Siehe Kapitel 5.2.3, Formel 5.14 beziehungsweise 5.15 auf Seite 119.
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5 Modellierung einer stochastischen Sprachsegmentierung

entstehen, weil nach jeder erfolgreichen Suche, der letzte substring wieder mitgezahlt
wiirde. Das ,B“ in den Formeln (5.14) und (5.15) in Kapitel 5.2.3 auf Seite 119 ent-
spricht natiirlich der Lange len (also \), welche mittels dem 7 der ersten for-Schleife eine
eindeutige Position zugewiesen bekommt. Auch hier wird der gleiche Zahlmechanismus
verwendet, wie bei der Berechnung von ,,A“.

Nun wird der Quotient aus Gleichung (5.14), die Ubergangswahrscheinlichkeit von
einer Lautkette zu der Folgelautkette, aus A und B berechnet (Quellcode: 5.9, Zeile 48).
Gleichzeitig wird gepriift, ob das Ergebnis kleiner als die Sensibilitit ist. Ist dies ndm-
lich der Fall, wird der eingangs definierte boole’sche Array genau an der Stelle (Mitte
der Phonemkettenlinge von ,A“) auf jwahr gesetzt (Zeile 150, Quellcode: 5.9). Damit
kann die anfingliche for-Schleife geschlossen werden. An den Stellen des Arrays, wo ein
wahr markiert wurde, sollen spéter die Leerzeichen eingefiigt werden. Davor miissen aber
noch alle Markierungen, welche aufeinander folgen, geloscht werden. Diese Vorgehenswei-
se hat folgenden Grund: Der Segmentierungsansatz der Ubergangswahrscheinlichkeiten
setzt voraus, dass sich die Verteilungen innerhalb eines Wortes von denen zwischen den
Wortern unterscheiden. Deshalb muss die if-Anweisung in Zeile 148 (Quellcode 5.9) ab
einer bestimmten Sensibilitdt (limit) fiir alle Phonemiibergénge innerhalb eines Wortes
wahr sein. Genau am Wortende beziehungsweise -anfang indert sich aber die Ubergangs-
wahrscheinlichkeit. Hier wird ein falscher Wert von einem wahren Wert im boole’schen
Array marks[] gefolgt. Nur an dieser Stelle muss aber ein Leerzeichen eingefiigt werden.
Darum werden die anderen Wahrheitswerte wieder auf Default gesetzt.

String dataOut="";

for (int i=0;i<data.length ();i++)
{
System.out.println (i);
int chainsl = —1;
for (int j=0;(j<phonemeChainsl.size ()) && (chainsl <0);j++)

{

String chain = (String)phonemeChainsl.elementAt(j);
if (data.regionMatches (i, chain,0,chain.length()))

{
}

if (chainsl >=0)

chainsl=j;

String chain — (String)phonemeChainsl.elementAt(chainsl);

System .out.println ("1_"+ chain);

if ((dataOut.length()>0) && (dataOut.charAt(dataOut.length ()
—1)!=32)) dataOut=dataOut.concat ("_");

dataOut=dataOut.concat (chain+"_");

i+=chain.length () —1;
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}

else

{
dataOut=dataOut . concat (data.substring (i,i+1));
if (marks|i])
{

dataOut=dataOut.concat ("_");

}

}

}

Quellcode 5.10: Einfiigen der Leerzeichen am Wortende und Kohortenmodell (Klasse
TransProbAutoCompareLexiconDelayed.java)

Vor dem Einfiigen des Leerzeichens wird aber erst noch gepriift, ob im Vektor phone-
meChainsl (Paralexikon) Worter vorhanden sind.3” Diese werden, wenn wahr, eingefiigt,
wenn nicht wird zur else-Anweisung (Zeile 191, Quellcode: 5.10) gesprungen und mit da-
taOut=dataOut.concat(data.substring(i,i+1))*® immer das (i+1)te Zeichen an dataOut
angehéngt. Wenn es aber markiert, also wahr, ist (if (marks/i])) wird ein Leerzeichen an-
gehéngt (dataOut—=dataOut.concat(“ ©)). Zuletzt wird dataOut an LexiconDelayed.java
zuriickgegeben.

5.4.5 Haufigkeitsfunktion und Paralexikon

Die Héaufigkeitsfunktion wird direkt in LexiconDelayed.java in der statischen Methode
grenzfunktion als mathematischer Ausdruck (Zeile 59 der Klasse LexiconDelayed.java
im Anhang) hineingeschrieben. Diese Funktion bestimmt, wie viele Eintrége der Sprach-
lerner zur Verfiigung hat. Die H&aufigkeitsfunktion ( beeinflusst auf diese Weise das
Paralexikon. An dieser Stelle macht es Sinn, beide Simulationskomponenten, Haufig-
keitsfunktion und Paralexikon, zusammen zu beschreiben, weil die Haufigkeitsfunktion
simulativ durch den Vergleich mehrerer Durchldufe ermittelt wird und deshalb eher ihre
Verarbeitung innerhalb der Wortliste des Paralexikons algorithmisch interessiert.

Zuerst sei aufgezeigt, wie die Wortliste mit einem bestehenden Text eingepasst werden
kann. Im Kapitel 3.1 ist deutlich geworden, dass das Kohortenmodell (Marslen-Wilson
und Welsh, 1978) eine einfache Implementierung verspricht und experimentell auch gut
begriindet ist. Der Abgleich mit Kohorten kann sehr leicht durch bereits vorhandene
Datenstrukturen erzwungen werden. Im hiesigen Fall sind die mdoglichen Kohorten im
Paralexikon enthalten, die mit dem Textinput abgeglichen werden miissen. Wie zu Be-
ginn der Beschreibung der Klasse TransProbAutoComparelLexiconDelayed.java der Zei-
len 59-82 (Quellcode 5.7) ausgefiihrt wurde, enthilt die Vektordatenstruktur phoneme-
Chains1 das nach Linge geordnete Paralexikon in einer bestimmten Periode (run). Der

3"Dieser Programmteil soll aber aus methodischen Griinden im Unterkapitel Paralexikon erfolgen.
38Das i ist Teil einer iibergeordneten for-Schleife, welcher iiber die Linge von data lduft (siehe Quellcode
5.10).
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Wettbewerb wird hier auf die Linge des Eintrags beschrinkt.?* Die programmiertechni-
sche Umsetzung des Modells wird dadurch erreicht, dass die Kohorten in umgekehrter
Reihenfolge abgearbeitet werden, d.h., das langste Wort des Paralexikons wird zuerst
gepriift.*® Wenn es bereits passt, hat es den Wettbewerb gewonnen und es kann schnell
zum néchsten Eintrag ibergegangen werden. Dies erfolgt in Zeile 174 (Quellcode 5.10).
Dort wird gepriift, ob die Eintrige des Vektors dem gerade aktuellen Wort entsprechen.
Ist im Inputtext das Wort aus phonemeChainsl vorhanden, werden das Wort und die
entsprechende Liicke danach eingefiigt. Ist das Wort nicht vorhanden (else-Anweisung
ab Zeile 191 in Quellcode 5.10), wird das (i+1)te Zeichen an dataOut angehéngt, wenn
es nicht markiert wurde.*! Im Falle einer Markierung, welche ja bedeutet, dass die Be-
rechnung der Ubergangswahrscheinlichkeiten hier zu einer Liickeneinfiigung gefiihrt hat,
wird eine Liicke natiirlich gesetzt.

Die Klasse WordCount2.java zahlt die Worter des Paralexikons, die pro Periode neu
hinzukommen sowie die Gesamtzahl der Worter des Lexikons pro Periode. Hier wird
also gemessen wie grofs das Paralexikon ist und wie schnell es wichst. Dies ist fiir die
Kontrolle, simulative Beobachtungen und Grenzwertbetrachtungen, wie sie im Kapitel 6
ausfithrlich dargelegt werden, wichtig. Neben der Messung werden diese Angaben auch
dafiir benétigt, die hdufigsten Token in das Paralexikon zu schreiben. Fiir Letzteres wird
ein Hashtable als vorherrschende Datenstruktur verwendet. Er erlaubt die Speicherung
von verschiedenen Variablentypen. Zu jedem Wort (String) wird dessen Anzahl (integer)
zugeordnet. Die Strings werden nach diesem Integer geordnet und nur die z-hdufigsten
werden in die neue lexicon-Datei geschrieben.

Nach einer grofziigigen Festsetzung einer maximalen Grenze von 1.000.000 Eintréa-
gen?? fiir das Paralexikon und der Initiierung der Hashtable wird zu Beginn der Klasse
das Vokabular der Vorgéngerperiode, falls vorhanden, aus genau jener Lexikondatei ein-
gelesen, die den priméren Parametereinstellungen (Phonemkettenlinge und Sensibilitét)
entspricht, und in eine neue Lexikondatei geschrieben. Die Lexikondatei wird entspre-
chend der aktuellen Periode (Phonemkettenléinge und Sensibilitdt) benannt. Das neue
Vokabular der letzten Periode befindet sich in einer Datei gleichen Namens aber mit
der Endung substitute oder im Programm in der Stringvariable f. Dies ist also der mit
Ubergangswahrscheinlichkeiten segmentierte Text, der moglicherweise in den Vorgin-
gerperioden bereits mit Lexikoneinfiigungen manipuliert wurde. Die while-Schleifen (ab
Zeile: 45 der Klasse WordCount2.java im Anhang) suchen in bereits bekannter Weise
darin Worter und zéhlen diese. Mit put (Zeile 63 der Klasse WordCount2.java im An-
hang) werden Wort und Zahl in einen der anfangs angelegten Hashtable geschrieben.
Sollte das Wort bereits im Hashtable vorhanden sein, wird nur dessen Zahl um eins

39Die Ausweitung des Wettbewerbs auf die Hiufigkeit kann aber problemlos erweitert werden. Da diese
Zahlen ebenfalls in WordCount2.java gezdhlt werden.

40Dies entspricht zwar nicht der Beschreibung von Marslen-Wilson und Welsh (1978), aber das Ergebnis
wiare gleich.

4IMit marksfi+len-1]=true; in Zeile 150, Quellcode: 5.9.

42Dies ist der Maximalwert, fiir den Speicherplatz reserviert wird. Man kann wohl davon ausgehen, dass
sich ein Kind auch unbewusst nicht mehr als eine Million Eintrige merken wird.
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erhoht. Der dichotome Inhalt des Hashtables wird mit Hilfe eines Vektors v wieder im
Bubblesort-Stil sortiert (Zeilen 72-85 der Klasse WOrdCount2.java im Anhang), sodass
die hiufigsten Eintrage am Anfang des Vektors stehen. Mit der sich anschlieflenden for-
Schleife kann dann immer das letzte Element des Vektors entfernt werden bis nur noch
die z-haufigsten Werte iibrig sind.

In dem zweiten Hashtable (oldWords) wurde bereits am Anfang der Klasse Word-
Count2.java iiber die Methode readVocabulary (Zeilen 151-167 im Anhang) der Inhalt
der Vorgéngerlexikondatei geschrieben (Eintrige und deren Anzahl). Diese Daten werden
nun ben6tigt um die Zahl neuer Wérter zu bestimmen. Sie werden in der Variable count-
New hinterlegt. Jedes Mal if (old- Words.containsKey((String(v.elementAt(i))) wird nur
der Wert des gefundenen Wortes um eins erhéht. Wenn aber das Wort nicht gefunden
werden kann, erhoht sich countNew entsprechend, weil es sich ja um einen neuen Eintrag
handeln muss. Ebenso werden dann alle Worter und deren Haufigkeiten der Vorgénger-
periode in den aktuellen Hashtable ibernommen (Zeile 106 der Klasse WordCount.java
im Anhang). Die dann folgende try-Anweisung gibt das Ergebnis in der Datei wordcount
aus. Letztlich wird die neue Liste noch einmal sortiert (Zeilen 121ff)** und an dataOut
iibergeben (Zeilen 136-141 der Klasse WordCount.java im Anhang).

5.4.6 Programmanfang

Die Klasse LexiconDelayed.java enthéilt die zu startende main-Methode, der die Argu-
mente in der Eingabeaufforderung {ibergeben werden und welche die weiteren Klassen
zur Berechnung von Ubergangswahrscheinlichkeiten oder Haufigkeitsfunktionen aufruft.
Die switch-Anweisung weist jedem Argument der Eingabe die entsprechende Variable
im Programm zu.

for (int i = 1; i < args.length; i++)
{
switch (i)
{
case 1:
maxlength = (Integer.parselnt (args|[i]));
break ;
case 2:
raster = (Integer.parselnt (args|[i]));
break ;
case 3:
runs = (Integer.parselnt(args|[i]));
break ;
case 4:

43Die Sortierung erfolgt durch die Ubergabe aller ,Schliissel“ (keySet()) des Hashtables an den Vektor v.
Ein ,Schliissel” ist eine Nummer, die beispielsweise den Eintrag ,,you 20“ (Wort /H&ufigkeit) enthalt.
Dieser Eintrag steht an dritter Stelle des Hashtable, weil wie bei Arrays bei Null begonnen wird.

44Tn Zeile 143 wird abermals die Diphthongtranskription normalisiert.
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5 Modellierung einer stochastischen Sprachsegmentierung

delay = (Integer.parselnt (args|[i]));
break ;

Quellcode 5.11: Einlesen der Variablen (Klasse LexiconDelayed.java)

Die dann folgende for-Schleife ist der Kern der Klasse. Sie wird fiir jede Periode (run)
durchlaufen. Zuerst wird die erste Korpusdatei an die copy-Methode (Zeilen 64-74 der
Klasse LexiconDelayed.java im Anhang) weitergegeben, deren Dateiname dort leicht ge-
dndert wird.*® Dieser Dateiname (file), die Liéinge der Phonemkette (mazlength), die Sen-
sibilitdt*® (raster), die Anzahl der Perioden (run) und die Periodenverschiebung (delay)
werden in ein Stringarray geschrieben, und dieses Array wird als Input an die main-
Methode der Klasse TransProbAutoCompareLexiconDelayed.java gegeben. Danach wer-
den alle Korpusdateien aus dem aktuellen Verzeichnis in ein weiteres Stringarray subfile
geschrieben. Fiir jeden Eintrag in subfile f wird dann gepriift (Zeile 45, Quellcode: 5.12),
ob dort ein Eintrag mit der Endung ,,.substitute vorhanden ist. Wenn dies der Fall
ist, wird die Dateiendung durch ,,.lezicon’ ersetzt. Auch hier wird wieder ein Stringar-
ray initialisiert, der den String f, die umbenannte Datei (lezfile), die Lexikonfunktion
sowie einen Platzhalter ,2pa“, der nur die Transkriptionsart angibt, zuordnet. Mit die-
sem String wird letztlich die main-Methode der Klasse WordCount2.java aufgerufen.
Die Lexikonfunktion ( wird in der Methode grenzfunktion definiert. Hier konnen alle
funktionalen Verldufe direkt hineingeschrieben werden.

for (int run=1;run<=runs;run++)
{
copy (new File(file+"."+run) ,new File (file ));
String ar|] = {file, String.valueOf(maxlength),
String .valueOf(raster), String.valueOf(run),
String . valueOf(delay), "ipa"};
TransProbAutoCompareLexiconDelayed . main(ar );
File dir = new File(".");
String [| subfile = dir.list ();
System.out. println (file+"\\."+runt+"_.*\\.substitute");
for (String f:subfile)
{

if (f.matches(file+"\\."+run+".*\\.substitute"))

String lexfile=f.replace(".substitute" " . lexicon");
System.out.println (lexfile );
String ar2[] = {f, lexfile,

45Die Endungen der Inputdateien enthalten jeweils eine Zahl als Endung. Diese Zahl wird geldscht,
damit die TransProbAutoCompareDelayed.java eine Datei mit gleichem Namen bekommen kann.

46Hier wird das Raster oder die Feingliederung der Sensibilitéit weitergegeben, aus dem sich spéter die
Sensibilitdten mit 1/raster errechnen lassen.
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String . valueOf(grenzfunktion (run)), "ipa"};
WordCount2. main (ar2 );

}
}
}

Quellcode 5.12: Erstellen der Dateiarchitektur (Klasse LexiconDelayed.java)

In Abbildung 5.6 wird die Funktionsweise des Algorithmus hinsichtlich des schemati-
schen Programmablaufs iibersichtlich dargeboten, sodass der rekursive Charakter deut-
lich wird. Die delay-Funktion s sei hier aus Griinden der Ubersichtlichkeit ausgeklam-
mert. Linker Hand sind die priméren und sekundiren Variablen benannt, welche als
Argumente an die einzelnen Klassen iibergeben werden. Folgt man den Pfeilen, ausge-
hend vom ersten Aufruf der TransProbAutoComparelexiconDelayed.java, gelangt man
zum ersten Output, welcher dann gleich als Input der Klasse WordCount2.java dient.
Ab diesem Punkt beginnt die Rekursion, was durch die dick markierten Pfeile illustriert
werden soll.

5.4.7 Nachbetrachtung

Alle dem Autor bekannten Simulationsmodelle zur Lautstrom- oder Wortsegmentierung
mittels der Ubergangswahrscheinlichkeiten umfassen lediglich die ersten beiden Phasen
des oben beschriebenen Algorithmus.*” Nach Vollendung der zweiten Phase wird festge-
stellt, dass der hier erbrachte Output nicht ausreichend sein kann, um ein Sprachsignal
zu dekodieren. Entweder wird daraus der Schluss gezogen, dass noch weitere Informa-
tionen im Sprachsignal genutzt werden miissten, deren Gesetzméifigkeiten noch nicht
erkannt wurden oder es wird das Zusammenspiel anderer sprachtypischer Anhaltspunk-
te (z.B. Prosodien, Allophone, Phonotaktik) betont, ohne aber sagen zu konnen, wie
diese zusétzlichen Informationen genau interagieren. In der generativen Auffassung wird
das Scheitern der rein induktiven Methode dagegen als weiterer Beleg fiir ein angebo-
renes Sprachmodul gewertet. Offensichtlich hatte man bislang nicht erkannt, dass eine
mogliche Gesetzmafigkeit generell auf Haufigkeiten beruht, zumal auch dies, vereinfacht
ausgedriickt, die neurobiologische Erklarung des Lernens ist. Diese Erkenntnis trifft na-
tiirlich dann auch auf die Ubergangswahrscheinlichkeiten zu. Erst damit hat man einen
widerspruchsfreien Mechanismus entdeckt, der es erméglicht, in einer rekursiven Vorge-
hensweise, genau das Datenmaterial zu sammeln, welches von allen anderen Modellen
auf eigentiimlichste Weise unterstellt wird.

Der hier gezeigte Algorithmus bietet eine alternative Sichtweise zu allen drei Argumen-
ten. Er zeigt, dass es sehr wohl moglich ist; erstens, mit den bekannten Informationen,
die induktiv ermittelt werden; zweitens, mit den generellen Fahigkeiten eines Kleinkinds
und drittens, ohne Bezug auf ein Sprachmodul, einen Lautstrom zufrieden stellend zu
segmentieren.

47In Abb. 5.3 auf Seite 132 sind dies die Phasen (1) und (2).
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Abbildung 5.6: Informationsfluss der rekursiven Struktur des Algorithmus
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5.5 Zusammenfassung

Dabei muss natiirlich erwdhnt werden, dass der hier vorgeschlagene Ablauf empirisch
nicht bewiesen ist, d.h. es gibt kein Experiment, welches beweist, dass die einzelnen ko-
gnitiven Fahigkeiten auch so interagieren, wie es im Modell simuliert wurde. Allerdings
gibt es auch keinen Grund, etwas Gegenteiliges anzunehmen. Im Popper’schen Sinn gibt
es derzeit noch keinen negativen Beweis, der die Funktionsweise des Modells in Frage
stellen wiirde. Das Ziel einer Modellierung kann natiirlich auch nicht eine Abbildung von
Prozessen sein, die noch gar nicht erforscht sind. Auf diese Weise kann das Simulations-
modell als ein Vorschlag verstanden werden, einzelne bereits erwiesene Teilprozesse zu
einem ganzheitlichen Prozess zu vereinen. Es sollte demnach zeigen, dass es theoretisch
moglich wire, einen Lautstrom unter Beriicksichtigung der Fahigkeiten von Kleinkindern
zu segmentieren. Natiirlich stimmen die Ergebnisse optimistisch und es wire wiinschens-
wert, wenn der Algorithmus als Vorlage fiir kiinftige Experimente dienen kdnnte.

Letztlich sollen noch einige Bemerkungen zur Effizienz des Algorithmus erfolgen. Viele
Autoren haben gezeigt (vgl. Brent, 1999b), dass sich in der hier als Phase 2 bezeichne-
ten Modellstufe, komplexere Berechnungen und Vergleiche durchfiihren lassen (Mutual
Information, Minimum Description Length). Es ist ebenso denkbar, dass Strings unter-
schiedlicher Lange miteinander verglichen werden und so womoglich eine abgeédnderte
Hiufigkeitsverteilung entsteht. Diese Anderung ist ohne Weiteres méoglich. Hier werden
jetzt alle mathematisch moglichen Kombinationen berechnet. Mit kleineren Korpora
wurden diese Berechnungen auch explorativ durchgefiihrt. Es konnten keine nennens-
werten Effekte in der Leistungsmessung des Outputs erkannt werden. Der grofe Nachteil
dieser Erweiterungen ist der enorme Rechenaufwand, der dadurch geleistet werden muss.
Schon bei einem Satz mit 20 Zeichen, miissten bereits 220 Vergleiche durchgefiihrt wer-
den. Bei repréisentativen Szenarien werden aber 10.000 Token verwendet. Schon allein
die Darstellung der Auswertung wére unverhéltnisméfig, da man aufgrund von versteck-
ten Minima beziehungsweise Maxima nicht einfach die grofiten Werte ausgeben konnte.
Eine mogliche Losung dieses Problems bestiinde in der Einfiihrung einer weiteren Zu-
fallsverteilung. Damit wére es moglich, eine begrenzte Auswahl zu treffen, welche auf
Dauer und im Durchschnitt auch die Grundgesamtheit aller Kombinationen wiederge-
ben wiirde. Fraglich bleibt dabei aber, ob die daraus resultierenden Effekte nennenswert
sind oder ob sie noch den Fahigkeiten der Kleinkinder entsprechen. Grundsétzlich wiaren
derartige Erweiterungen fiir detailliertere Erkenntnisgewinne aber zu begriiften.

5.5 Zusammenfassung

Das fiinfte Kapitel dieser Arbeit zielte auf die stochastische Modellierung der Wort-
segmentierung ab. Eingangs wurden einige Voriiberlegungen zur generellen Architektur
angestellt und gezeigt, wie sich diese auf eine Simulation beziehen lassen. An dieser Stelle
erfolgten eine kurze Bennenung und eine Begriindung der allgemeinen Annahmen und
der Randbedingungen von Simulationen. Im Mittelpunkt dieser Ausfiithrungen stand die
Beziehung zwischen dem Input und der Sprachverarbeitung v (7).

Im zweiten Unterkapitel (5.2) erfolgte die Herleitung der relevanten Mafizahlen und
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5 Modellierung einer stochastischen Sprachsegmentierung

Parameter sowie die Formel zur Berechnung der Ubergangswahrscheinlichkeiten. Aus
Griinden der Vergleichbarkeit fiel die Wahl auf das F}-Mak, das Prizision und Voll-
stindigkeit gleich gewichtet. Die Ubergangswahrscheinlichkeiten wurden, wie {iblich als
bedingte Wahrscheinlichkeiten errechnet und die Grofte des Paralexikons geschah durch
das Abzdhlen von neuen Eintrigen. Weiterhin wurde eine Unterscheidung in primére
und sekundére Variablen vorgenommen. Die priméren Variablen (o, A, ¢) kontrollierten
die interne Sprachverarbeitung und die sekundéren (v, w) die Inputvariationen. y wurde
als Drittvariable angesehen. Genauer gaben 1 die Gréfe des Korpus, w die Anzahl der
Durchldufe, o die Sensibilitdt, A die Lénge einer Phonemkette, ( die Lexikonfunktion
und p den Zeitpunkt des Rekursionsbeginns an.

Im sich anschliefenden Kapitel (5.3) wurde die Inputseite beschrieben. Dafiir sorgte
eine ausfiihrliche Beschreibung iiber die Zusammensetzung der Korpora, deren Herkunft
und die Frage der Reprasentativitat fiir das notwendige Verstédndnis. Eine vollstindige
Reprisentativitidt der Korpora im Sinne Bibers (Biber, 1993) stellte sich im Rahmen
dieser Arbeit als nicht realisierbar heraus.

Das letzte Kapitel (5.4) widmete sich ganz der Beschreibung des Algorithmus, also der
Handhabung der primédren Variablen. Zuerst wurden die Annahmen zusammenhangend
mit einer einfilhrenden Darstellung der Simulation als erkldrenden Ansatz aufgefiihrt.
Schlieklich folgte eine detaillierte Beschreibung des Programms mit einer abschlieffenden
kurzen Diskussion iiber die Neuerung des Algorithmus im Vergleich zu anderen Simula-
tionen.
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6 Simulationsergebnisse und Auswertung

6.1 Einleitende Bemerkungen

Die Visualisierung der Ergebnisse kann nur exemplarisch fiir eine Teilmenge der Ergeb-
nisse vorgenommen werden. Diese Teilmenge reprisentiert aber alle wichtigen Eigen-
schaften und zeigt ebenso das Gesamtverhalten der Berechnungen und die Entwicklun-
gen unter den vorgenommen Parameterdnderungen. Eine derartige Zusammenstellung
ist im Sinne einer konzisen Beschreibung, bei welcher der Blick fiir das Wesentliche nicht
verloren gehen darf, notwendig.'

Die anschliefsende Auswertung der Simulationsergebnisse erfolgt in vier Unterkapi-
teln: Zuerst werden die optimalen Parameterausprigungen der drei priméren Variablen
bestimmt. Darauthin wird die Wirkung der rekursiven Strukturen auf die Entwicklung
des Paralexikons und deren Segmentierungsleistung nidher untersucht. Damit geht auch
eine Revision der anfanglichen Parametereinstellungen einher, weil sich hier herausstell-
te, dass die priméaren Variablen mit denen der Entwicklung des Paralexikons zusammen
wirken. Das Vorhandensein eines Lexikons dndert die Segmentierungsmechanismen und
so beeinflusst auch diese Synergie die Segmentierungsleistung. Im dritten Unterkapitel
steht die Lexikonfunktion im Mittelpunkt. Thr Einfluss auf die Grofe des Paralexikons
wird ebenso beleuchtet, wie die Auswirkungen der Perioden unter Verwendung verschie-
dener Korpora. Schlieflich widmet sich das letzte Kapitel einer genauen Untersuchung
des Paralexikons und seiner mdoglichen Eigenschaften. Zudem wird gezeigt, wie andere
Mechanismen auf Grundlage des Paralexikons zur weiteren Segmentierung genutzt wer-
den konnten. Die ersten zwei Unterkapitel sind in zwei Teile gegliedert. Im ersten Teil
wird das Datenmaterial beschrieben und im zweiten werden Interpretationen als mogli-
che Erklarungen angeboten. Diese Aufteilung ist fiir die Unterkapitel drei und vier nicht
notwendig, weil die Datenbestinde klein und iibersichtlich sind.

6.2 Bestimmung der genauen Parameterwerte

6.2.1 Beschreibung der Simulationsdaten

Die 17 untersuchten Korpusrepréisentanten wurden zunéchst hinsichtlich der Anzahl der
Phoneme und der Sensibilitdt untersucht. Die typische Verteilung der Punktmengen ist

LFiir eine vollstéindige Auflistung des Datenmaterials und der dazugehérigen Daten sei auf eine DVD-
Sammlung verwiesen, welche am Fachgebiet Linguistik — Computerphilologie der Universitéit Kassel
vorliegt. Dort lassen sich die im Folgenden beschriebenen Verldufe detaillierter nachvollziehen.
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6.2 Bestimmung der genauen Parameterwerte

aus Abbildung 6.1 zu entnehmen. Verhaltensunterschiede waren, wie erwartet, zwischen
grofsen und kleinen Korpora augenfillig. Mit zunehmender Grofe gleichen sich die funk-
tionalen Verldufe aber einer typischen Gestalt an (wie in der unteren Reihe von Abbil-
dung 6.1), die dann keinen relevanten Anderungen mehr unterliegen, unabhingig von der
Grofe des Korpus.2 Ab einer Korpusgrofe von 5000 Zeichen ist dieser Zustand erreicht.
Korpora zwischen 1000 und 5000 Zeichen unterliegen nur noch minimalen Schwankun-
gen mit wenigen Ausreiffern. Korpora, die kleiner als 1000 Zeichen sind, zeigen dagegen
sehr deutliche Verdnderungen. Kleine Korpora kénnen nur bei sehr hoher Sensibilitit
(> 0.5) und moglichst kleinen Vergleichseinheiten (Anzahl der Phoneme = 1) noch ver-
niinftige Segmentierungen aufweisen. Werden die Phonemketten gréfser, lauft F; gegen
Null, d.h., es werden keine richtigen Segmentierungen vollzogen. Recht iiberraschend ist
jedoch das Ergebnis, dass selbst bei Korpora mit nur 25 Zeichen (weniger als 10 Wor-
ter) F} ein gutes Drittel betrdgt. Das entspricht ungefihr der Hilfte des Wertes von
groferen Korpora. Schon bei einem Korpus von 25 bis 30 Wortern (100 Zeichen) ist die
Segmentierungsleistung mit der von grofen Korpora vergleichbar, wenn auch hier nur
fiir sehr bestimmte Parameterwerte (hohe Sensibilitdt und kurze Phonemketten). Mit
zunehmender Korpusgréfle verringert sich proportional die Sensibilitdt und die Linge
der Phonemketten ist nicht mehr entscheidend.

Die in Abbildung 6.1 dargestellten Punktmengen kénnen zum besseren Vergleich der
Korpusgréfsen in zweidimensionalen Schnitten iibersichtlich visualisiert werden. Die Ab-
bildungen 6.2-6.9 bilden diese Form fiir konstante Phonemldngen und konstante Sensi-
bilitaten ab.

Zuerst sei die Anzahl der Phoneme konstant gehalten. Ein zweidimensionaler Schnitt
erlaubt so, die Entwicklung der Sensibilitdt von unterschiedlichen Korpusgrofen verglei-
chend zu betrachten (Abb. 6.2, 6.3, 6.4 und 6.5). Bei sehr niedriger Sensibilitét (o = 0.1)
und bei Mittelung iiber ein Phonem (Abb. 6.2 und 6.3) sind die unterschiedlichen Ver-
laufe von kleinen und grofsen Korpora betréchtlich. Nimmt die Anzahl der Phoneme zu,
heben sich die Unterschiede zwischen den unterschiedlichen Korpusgrofen graduell auf
(Abb. 6.4 und 6.5).

Nun wird das Verhalten von Korpora ab 1000 (circa 250 Worter) bis 450.000 Zeichen
(112.000 Worter) bei einer konstanten Phonemlinge von eins néher beschrieben (Abb.
6.2). Alle 11 Korpora dieser Grokenkategorie weisen bei geringer Sensibilitit ein Maxi-
mum von F) auf unabhingig von der genauen Grofe des Korpus. Lediglich der 100.000-
Zeichen-Korpus (circa 23.000 Worter) weicht stérker von dem arithmetischen Mittelwert,
fiir F; von 0.55 und mit einer Standardabweichung von 0.05 ab. Trotzdem folgen auch
die FErgebnisse dieses Ausreiffers den typischen Verldaufen der {ibrigen Korpora. Korpora
ab dieser Gréfe zeigen zudem noch eine Besonderheit bei mittlerer Sensibilitat. Hier
bleiben die Segmentierungswerte noch konstant bei Fj-Werten um 0.1 und fallen erst
bei weiterer Zunahme der Sensibilitit ab.

Fiir die untersuchten Korpora lasst sich also festhalten, dass sehr geringe Sensibilitdten
fiir eine hohe Segmentierungseffizienz notwendig sind und dass ab einem Schwellenwert

2Korpora, groker als 20.000 Zeichen erhthen lediglich noch ihre Robustheit bei langen Phonemketten.
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von circa 250 Wortern die Korpusgrofe darauf keinen Einfluss hat. Korpora ab dieser
Grofse haben zudem den Vorteil, dass sie selbst bei hoheren Sensibilitdten noch gute
Segmentierungswerte aufweisen und die Lénge der Phonemketten variieren kann. Es
existieren aber zwei Kombinationen aus Phonemkettenlinge und Sensibilitit, die bei
grokeren Korpora méglichst nicht gewéhlt werden sollten:

a eine hohe Sensibilitdt und sehr kurze Phonemketten (z.B. A =1 und o = 1) und
b eine niedrige Sensibilitdt und sehr lange Phonemketten (z.B. A = 10 und ¢ = 0.1)

Fiir diese zwei Szenarien liegen die F1-Werte bei Null. Fiir die simulierten Daten konnten
dafiir keine Ausnahmen gefunden werden.

Wihrend bei Korpora unter 1000 Zeichen das erste Szenario als einzig mogliches zu fa-
vorisieren wire, wiirde sich das zweite als ebenso unvorteilhaft hervortun wie bei grofsen
Korpora. Korpora kleinerer Gréfe (< 1000 Zeichen) sind zudem volatil (Abb. 6.3), d.h.,
ihre Verlaufe kénnen nicht einheitlich beschrieben werden. Dennoch lassen sich gradu-
elle Entwicklungen, wie die Tendenz zu hohen Sensibilitdten, gut erkennen. Auffillig ist
auch hier, dass Korpora unter einer Zeichenlinge von 1000 bei mittleren Sensibilitédten
keine Steigung aufweisen, also indifferent sind, bevor sie dann eine bestimmte Sensibili-
tatsschwelle tiberschreiten und mit zunehmender Sensibilitdt auch hohere Fj-Resultate
erzielen. Mit Zunahme der Gréfe verschieben sich die Maxima dann deutlich zu kleine-
ren Sensibilitatswerten. Bei einer Grofe von ungefihr 50 Wortern (250 Zeichen) ist die
Verhaltensdhnlichkeit zu groferen Korpora zu erkennen.

Betrachtet man die Parameterverdnderungen zusammenhéangend fiir alle Phonemlidng-
en (in Abbildungen 6.2-6.5 fiir A von 1, 5 und 9 beispielhaft verbildlicht), erkennt man
die eingeschrinkte Wirkung der Korpusgréfe auf die Segmentierungsergebnisse. Bei Pho-
nemketten der Grofe fiinf ldsst sich dieser Trend bereits eindeutig erkennen (Abb. 6.4).
Hier zeigen nur noch Korpora iiber 20.000 Wértern ein leicht divergentes Verhalten, wel-
ches sich aber bei lingeren Phonemketten sehr genau dem Trend der Mehrheit anpasst
(Abb. 6.5). Wie schon aus Abbildung 6.1 zu entnehmen ist, verindert sich mit Zunahme
der Liange der Phonemketten, die Wichtigkeit der Sensibilitit fiir die Segmentierungen.
Die Maxima von F} staffeln sich nun in direkter Proportionalitit zur Korpusgrofe und
die Lange der Phonemketten wird bei einer Sensibilitdt von 0.6 unabhéngig.

Dieser Zusammenhang ldsst sich anschaulich darstellen, wenn die Sensibilitat konstant
gehalten wird (sieche Abb. 6.6-6.9 fiir beispielhafte Darstellungen mit konstanten Sen-
sibilitdten von 0.1, 0.6 und 1.0). Die Kurvenverlaufe von den Abbildungen 6.6 und 6.7
sind kaum unterscheidbar, obwohl sich die Sensibilitdt von 0.6 auf 1.0 erhoht hat. Die
F-Werte bleiben faktisch fiir die unterschiedlichen Korpusgrofen gleich. Es ist lediglich
ein leichtes Absinken der Funktionenschar an beiden Extremen (bei Phonemkettenlan-
ge=1 und Phonemkettenlinge=10) auszumachen. Aus diesen Darstellungen lassen sich
aber auch noch weitere Aussagen hinsichtlich der idealen Phonemkettenldnge treffen.
Abbildungen 6.8 und 6.9 zeigen, dass bei Korpora iiber 10.000-20.000 Zeichen und einer
sehr geringen Sensibilitdt (hier 0.1), die Phonemkettenlinge zwischen eins und fiinf lie-
gen kann, ohne dass dies die Segmentierungsleistung entscheidend beeinflusst. Dies ist
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bei den Korpora kleinerer Grofse nicht der Fall, da die F;-Werte nur bei einer Linge von
eins iiberhaupt Ergebnisse liefern. Mit steigender Sensibilitdt schwicht sich der Effekt
auch bei grofseren Korpora ab. In der Tat liegen dann die héchsten F}-Werte nur bei
mittleren Phonemkettenléingen bei grofen Korpora und bei kleinen Korpora weiterhin
bei einer Phonemkettenldnge von eins.

6.2.2 Dateninterpretation und Erklarungen

Soll der statistische Ansatz der Wortsegmentierung aus theoretischer Perspektive psycho-
logisch plausibel sein, so muss eine Erkldrung fiir die unterschiedlichen Sensibilitatswerte
bei Korpusgrofen unter 1000 Zeichen gefunden werden. Die Linge der Phonemkette ist
dagegen nicht widerspriichlich, weil bei allen Korpusgréfen eine Linge von eins fiir sehr
gute Segmentierungen ausreichend ist. Man konnte also annehmen, dass das Kind meist
sehr kleine Lautketten bevorzugt. Das ist bei der Sensibilitdt nicht der Fall.

Aus Abbildung 6.1 14sst sich sehr leicht erkennen, dass die kleinen Korpusgréfsen genau
dort ihr héchstes Leistungsspektrum an F}-Werten besitzen, wo bei den grofsen Korpus-
reprisentanten iiberhaupt keine Segmentierung erreicht werden konnte. Wie ldsst sich
dieses Ergebnis in Bezug auf die Realitdt des Erstspracherwerbs erklaren? Es ist wohl
kaum anzunehmen, dass ein Kleinkind, je nach unterschiedlicher Grofie des Sprachinputs,
seine Sensibilitdt von wiederkehrenden Lautstrukturen dndert.

Eine Moglichkeit besteht darin, eine bestimmte Quantitdt an Sprachinput voraus-
zusetzen, damit iiberhaupt der Wortsegmentierungsprozess beim Kind beginnen kann.
Das wiirde dann bedeuten, dass die Wortsegmentierungsmechanismen erst nach lange-
ren Gesprachen mit den Sduglingen anfangen einzusetzen. Diese Interpretation ist durch
eine gewisse Einfachheit vorteilhaft. Man wiirde nach dieser Logik annehmen miissen,
dass der Sprachlerner gegeniiber wiederkehrenden Lautstrukturen, schon nach wenigen,
vielleicht nur zwei oder drei zusammenhéangenden Lautketten in unterschiedlichen Lau-
tumgebungen, wohl aber auf Grundlage eines ausreichenden Gesamtinput, in der Lage
ist, die Zusammengehorigkeit dieser Einheiten festzustellen.

Die Strategie des Sprachlerners wire also, auf eine absolute Sicherheit zu verzichten,
zu Lasten einer eventuellen Fehleranfilligkeit fiir falsche Segmentierungen. Genau dies
kommt der Struktur des Englischen und womoglich {iberhaupt natiirlicher Sprachen ent-
gegen, weil eingebettete Lautstrukturen zum Einen freie Morpheme und zum Anderen
auch nur Teile von Morphemen sein kénnen, wie im folgenden Beispiel illustriert werden
kann: Die Sétze /hirz jor bol. dogi teiks it. sou der dogi borks. 1ts hiz bol nawv. hi sits
davn./ (Here’s your ball. Doggy takes it. So there doggy barks. It’s his ball, now. He sits
down) miissen ohne Liicken als /hirzjorboldogiterksitsousderdogiborksitshizbolnavhisitsdasn/
verarbeitet werden. /sits/ tritt iiber Wortgrenzen hinweg auf, enthélt /1t/ als eigenstén-
diges Morphem oder besteht aus zwei Morphemen. Eine geringere Sensibilitit héitte hier
den Vorteil, dass die Kombinationen /ts/ und /ks/ in /gets/ und /borks/, obwohl diese
weniger haufig auftreten als /s1/, doch die gleiche Beriicksichtigung finden wiirden. Eine
hohe Sensibilitit erlaubt dies bei einer Phonemkettenlinge von eins nicht, weil die kriti-
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sche Grenze fiir die Entscheidung, eine Zusammengehérigkeit festzustellen, schlichtweg
hoher ist. Bei Mittelung iiber lingere Phonemketten wird dieser Effekt abgeschwécht,
denn je groker eine Phonemkette wird, desto geringer wird ihre Vorkommenshéufigkeit
in einer bestimmten Umgebung. Das konnte dann auch zur Folge haben, dass /gets/
und /1t/ korrekt segmentiert werden, da nun das Verhéltnis von /t¢sit/ zu /ts/ errechnet
wird.

An dem gegebenen Beispiel ldsst sich auch das unterschiedliche Verhalten von klei-
nen Korpora erkliaren. Nimmt man den eben gegebenen Korpus als einzigen Input an,
konnte eine niedrige Sensibilitdt wohl {iberhaupt keine Wortgrenze definieren. Dies liegt
natiirlich an der Eigenschaft der Sensibilitiit, welche die kritische Grenze der Ubergangs-
wahrscheinlichkeit definiert. Weil die Ubergangswahrscheinlichkeit die Hiufigkeit einer
Einheit und ihres Nachfolgers ins Verhédltnis zur Hiufigkeit dieser Einheit ohne Nachfol-
ger setzt, muss eine geniigend grofe Zahl an Vorgidngereinheiten iiberhaupt erst einmal
vorhanden sein, um eine kleine Verhéltniszahl (=geringe Sensibilitét) zu erhalten. Im
obigen Beispiel wird das /¢/ in drei Umgebungen von einem /s/ gefolgt. Das /¢/ kommt
viermal im Korpus vor. Die Kombination /t¢s/ tritt demnach dreimal auf. Dadurch ergibt
sich ein hoher Sensibilitatswert (3/4=0.75). Wenn das /¢/ nun 6fter auch in anderen Lau-
tumgebungen auftreten wiirde (z.B. 15 Mal), wie es in groferen Korpora normalerweise
der Fall ist, verringert sich der Sensibilitdtswert entsprechend (hier 3/15=0.2).

Bei kleinen Korpora handelt es sich also um nicht reprisentative Sammlungen, aus
denen sich demzufolge iiberhaupt keine kleineren Sensibilitdtswerte errechnen lassen.
Deshalb kénnen auch keine Segmentierungen vorgenommen werden; die berechneten
Verteilungen liegen ja immer iiber dem angegebenen Grenzwert (limit). Wie die Simu-
lation an verschiedenen Korpusgréfen gezeigt hat, beginnt sich mit zunehmender Grofe
eines Korpus ab 1000 Zeichen ein Gleichgewicht einzustellen, welches erst ab einer Grofse
von 5000 Zeichen den Gleichgewichtszustand erreicht. Ab dieser Grofe ist ein Korpus so
robust, dass genligend Phonemkombinationen vorhanden sind, um diese reprisentativ
zueinander ins Verhiltnis setzen zu kénnen.

An dieser Stelle scheint eine erste Schlussfolgerung angebracht. Nimmt man an, dass es
keinen Mechanismus gibt, nach dem der Sprachlerner die Sensibilitdt seiner Berechnun-
gen mit der Textgroke abstimmt (also generell von einer geringen Sensibilitéit ausgeht),
dann muss der Sprachlerner zunichst einen geniigend grofen Input ansammeln. Wird
er nur mit kleinem Input konfrontiert, kann er keine Wortgrenzen finden. Es ist denk-
bar, dass kleinere Korpora dann als ganze Einheiten betrachtet werden beziehungsweise
solange kleinere Inputdaten gesammelt werden bis die Grofe ausreicht, um Muster erken-
nen zu konnen. An dieser Stelle kénnte das Baby dann beginnen, die langeren Einheiten
in kleinere Bestandteile zu zerlegen.® Das bedeutet nicht, dass Kleinkinder generell kei-

3Dieser Befund stimmt auch mit dem Vorschlag von Tomasello (2003) und Vihman (1996) iiberein,
der da lautet

...that young children have certain holistic phonological templates to which they assimi-
late their early words and even multi-word expressions, and that these are psychologically
prior to any elementary so-called building blocks such as phonemes — which must be extrac-
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ne kleineren Dialoge segmentieren konnen. Sobald sie ein erstes Paralexikon entwickelt
haben, sind sie in der Lage auch andere Segmentierungsstrategien zu nutzen, welche
sie sehr gut und sogar besser auf nur wenige Worter beziehen kénnen. Der Segmentie-
rungsmechanismus, der hier auf die auditive Sprachwahrnehmung angewendet wurde, ist
eine kognitive Fahigkeit, welche in anderen kognitiven Prozessen eine ebenso wichtige
Ausgangsrolle spielt (Tomasello, 2003, 30).

Die Alternative dazu wére ein Mechanismus, nach dem der Sprachlerner Sensibili-
tat, Inputgroke und eventuell auch die Linge der Phonemketten aufeinander abstimmt.
Dieser Mechanismus diirfte natiirlich nicht den allgemeinen kognitiven Fahigkeiten von
acht Monate alten Babys widersprechen, da man sich ansonsten wieder in die Néhe ei-
nes Sprachmoduls mit genauen Voreinstellungen begibt. Bislang konnte kein plausibler
Mechanismus erdacht werden, sodass diese zweite Alternative verworfen werden musste.
Man kann bei derzeitiger Wissenslage einfach nicht davon ausgehen, dass ein wenige Mo-
nate altes Baby einen Sprachinput bestimmter Grofke erhalt und aufgrund der Quantitét
des Inputs entscheidet, ob einige Lautkombinationen einmal mehr und einmal weniger
in unterschiedlichen Umgebungen auftreten diirfen. Wahrscheinlicher ist es doch, dass
der Sprachlerner grundsétzlich eine Strategie verfolgt, die da lautet: ,Finde ich Laut-
einheiten, die 6fter zusammen auftreten, nehme ich an, dass diese zusammengehoren,
auch wenn ihre Bestandteile hin und wieder in anderen Umgebungen auftreten®. Die
Sensibilitdt driickt sich in der hier formulierten Strategie in ,hin und wieder” aus. Eine
hohe Sensibilitat lidsst ein ,hin und wieder” nicht zu, sondern lediglich ein ,nur in einer
einzigen®.

6.2.3 Zusammenfassung

Mit dem analysierten Datenmaterial war es moglich, Aussagen iiber die idealen Para-
meterwerte fiir eine effiziente Wortsegmentierung zu treffen. Hohe Segmentierungswerte
richten sich nach der optimalen Kombination der Phonemkettenlinge und der Sensi-
bilitdt in Bezug auf eine bestimmte Korpusgrofse. Die Linge der Phonemkette ist fiir
alle Korpusgrofen konsistent. Es zeigte sich, dass die Phonemkette moglichst klein zu
wéhlen ist. Der Diphonebereich oder auch nur das einzelne Phonem als Grundlage der
Berechnungen liefern die besten Ergebnisse fiir alle Korpusgréfen gleichermafsen. Ande-
re Phonemléngen sind zwar auch mdglich; gehen sie jedoch iiber eine Linge von fiinf
bis sechs Phonemen hinaus, werden auch hier keine Wortgrenzen mehr erkannt. Ein
positiver Aspekt langer Lautketten ist, dass die Wahrscheinlichkeit einer zusammenge-
horigen Einheit sehr viel hoher sein muss. Problematisch wére es dann aber, dass man
bei sehr langen Phonemketten, die Sensibilitdat darauf abstimmen miisste. Ein solcher
Abstimmungsmechanismus entbehrt jedoch jeglicher Plausibilitdt zum derzeitigen Wis-
sensstand. Somit kann die Phonemkettenlidnge zwar divergieren, sollte aber nicht iiber
fiinf Einheiten hinausgehen.

ted from these larger structures ... The process is thus from whole to parts. (Tomasello,
2003, 61)
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Aus dem gleichen Grund sollte man auch von einer niedrigen Sensibilitit ausgehen.
Auch wenn kleine Korpora dann nicht segmentiert werden konnen, bietet eine niedrige
Sensibilitdt doch weit aus mehr Erklérungssicherheit, weil hier die allgemeine Fiahig-
keit der Mustererkennung herangezogen werden kann, die zum Beispiel auch in visuellen
Verarbeitungsmeachanismen bei Primaten einen sehr dhnlichen Verarbeitungsprozess
nutzt (Tomasello, 2003). Abhéngig von der Haufigkeit, aber eben nicht in ,algebraisch-
absoluter* Analogie, werden Muster ihrem Umfeld nach in eine Struktur gezwungen,
welche es dem menschlichen Gehirn ermoglicht, seine Ressourcen effizienter in den not-
wendigen Berechnungen einzusetzen.

6.3 Einfluss rekursiver Strukturen auf die Lexikongrolle und F}

6.3.1 Aufbereitung der Daten

Eine wichtige Beobachtung, welche fiir alle untersuchten Korpora Giiltigkeit besitzt, ist,
dass das Verhiltnis der Fi-Extrempunkte zueinander bei gegebener Sensibilitdt und Pho-
nemlénge gleich bleibt (siehe Abbildung 6.10 als exemplarischen Fall eines 50.000 Zeichen
Korpus fiir drei Lexikongrofen und konstanter Phonemkettenlinge von 10).% Diese vor-
teilhafte Eigenschaft der Simulationsergebnisse kann genutzt werden, um neue Erkennt-
nisse zu gewinnen. Alle Maxima, welche durch ihre Parameterkombination von limit (o)
und laenge (A\) eindeutig bestimmt sind, kénnen durch eine Funktion argmax(F;) be-
schrieben werden. Diese Funktionenschar kann dann in Abhéngigkeit von der Anzahl der
Rekursionen und in Abhéngigkeit von der Lexikongrofe berechnet werden. Dies soll hier
fiir unterschiedliche Lexikongréfsen und die Anzahl der rekursiven Durchléufe erfolgen.
Es macht dabei Sinn, beide Dimensionen in Abhéngigkeit voneinander darzustellen, um
zu sehen, wie sich die Lexikongrdfse auf die Segmentierungsleistungen der Durchldufe
auswirkt.

Diese Darstellung wird in Abb. 6.11 und 6.12 fiir verschiedene Korpusgrofsen ver-
bildlicht. Abermals ist eine Unterscheidung in grofe und kleine Korpusreprisentanten
angebracht. Fiir Korpora bis 1000 Zeichen lassen sich keine Unterschiede feststellen. [
ist lediglich niedriger. Bei einem kleinen Korpus kann man erkennen, dass weder die An-
zahl der Rekursionen noch die Grofse des Lexikons einen entscheidenden Einfluss auf die
Segmentierungsleistung haben. Mit zunehmender Gréfse des Korpus werden die Einfliisse
dieser beiden Variablen, Anzahl der Durchliufe (w) und Lexikongréfe ¢, immer deutli-
cher. Insbesondere fillt ein steiler Anstieg nach der ersten Rekursion bei allen Korpora
iiber 5000 Zeichen auf. Nach dem zweiten Durchlauf bleibt der Anstieg konstant oder
setzt sich nur sehr leicht fort. Interessant ist jedoch, dass die unterschiedlichen Lingen
der Phonemketten sich immer mehr einander angleichen bis sie bei einer Lexikongréfe
von 30 Wortern nach dem fiinften Durchlauf gleiche Segmentierungsleistungen errechnen
koénnen.

“Man bedenke, dass die Parameter fiir Sensibilitéit und Phonemliinge aus Griinden der Veranschauli-
dF1

chung iibertrieben gewihlt wurden, weil hier die Steigungen <t sehr deutlich zu erkennen sind.
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Abbildung 6.10: Fj-Maximalwerte, argmaz((F1)(w)); 10 < ( <30 A, 0 = konst
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Korpusgréie 10000 Korpusgréie 20000 Korpusgréfie 50000

KorpusgréRe 100000 Korpusgréfe 300000 KorpusgréRe 450000

Abbildung 6.11: Lexikonentwicklung fiir grofte Korpora
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6 Simulationsergebnisse und Auswertung

Segmentierung Segmentierung Segmentierung
(Durchlauf 2) (Durchlauf 3) (Durchlauf 4)

Lexikonaufbau Lexikonaufbau Lexikonaufbau
(Durchlauf 2) {Durchlauf 3) {Durchlauf 4)

Warter

Abbildung 6.13: ¢» = 1000, ¢ = 10 (Veréinderung der Wortanzahl)
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Sensibilitat

Segmentierung
(Durchlauf 2)

Lexikonaufbau
{Durchlauf 2)
150
100 . %
=
50 nm
0
1
O, 0

Segmentierung
(Durchlauf 3)

Lexikonaufbau
{Durchlauf 3)

Wirter

Segmentierung
(Durchlauf 4)

Lexikonaufbau
{Durchlauf 4)

Abbildung 6.15: ¢» = 1000, ¢ = 30 (Verdinderung der Wortanzahl)
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Wirter

Segmentierung
{Durchlauf 2)

Lexikonaufbau
{ Durchlauf 2)

Segmentierung
{Durchlauf 3}

Lexikonaufbau
{Durchlauf 3)

Wirter

Wiarter

Segmentierung
{Durchlauf 4)

Lexikonaufbau
{Durchlauf 4)

Abbildung 6.17: 1 = 50000, ¢ = 20
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Segmentierung Segmentierung Segmentierung
{Durchlauf 2) {Durchlauf 3} {Durchlauf 4)

Lexikonaufbau Segmentierung Segmentierung
{Durchlauf 2) {Durchlauf 3) {Durchlauf 4)

Abbildung 6.19: ¢ = 450000, ¢ = 20
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Warter

Segmentierung Segmentierung Segmentierung
(Durchlauf 2) (Durchlauf 3)

(Durchlauf 4)

Lexikonaufbau Lexikonaufbau Lexikonaufbau

(Durchlauf 2) {Durchlauf 3)

Warter

Abbildung 6.21: ¢ = 450000, ¢ = 10 (ohne Ausreifer)

{Durchlauf 4)
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6 Simulationsergebnisse und Auswertung

Als Visualisierung sind drei Korpusrepriasentanten ausfiihrlicher abgebildet. Sie zeigen
den Verlauf des Lexikonaufbaus und die Auswirkung auf die Segmentierung in der jewei-
ligen Folgeperiode fiir drei verschiedene Lexikonfunktionen ¢; (10, 20 und 30).° In den
Abbildungen 6.13-6.15 sind die Lexikonentwicklungen fiir einen 1000-Zeichen-Korpus zu
sehen. Hierbei ist zu beachten, dass nur die neuen Worter des Lexikons in jeder Peri-
ode berechnet wurden. Dies gilt nicht fiir die anderen Darstellungen. Die Abbildungen
6.16-6.18 zeigen die Lexikonentwicklung bei einem 50.000 Zeichen Korpus und letztlich
stellen die Abbildungen 6.19 und 6.20 die Lexikonentwicklung fiir den grofiten Korpus
mit 450.000 Zeichen dar. Fiir die grofen Korpora sind noch die Abbildungen 6.21 und
6.22, welche die absoluten Werte der Ausreifser vernachléssigen, relevant.

6.3.2 Beschreibung der Simulationsdaten

Die bereits vorgestellte Zweiteilung in grofe und kleine Korpora spiegelt auch hier wie-
der eindeutige Verhaltensunterschiede der Segmentierungswerte wider. Zunéchst seien
die Abbildungen 6.13-6.15 betrachtet. Dabei fallt auf, dass die Zunahme der Worter
im Lexikon direkt proportional zur Segmentierung in der ersten Periode ist. Die Fol-
geperiode verzeichnet jedoch dann keinen groflen Zuwachs an Fj, sondern bleibt iiber
alle Perioden konstant oder weist vereinzelte leichte Erhthungen auf (zwischen 5 und
10 Prozent). Dies stimmt auch mit der Darstellung in Abbildung 6.11 iiberein. In der
dritten Periode nimmt der Zuwachs von Wortern in das Lexikon ab. Die dufere Gestalt
des Zuwachses neuer Worter zeigt aber weiterhin die charakteristische Form der Segmen-
tierungsleistung. Ab der vierten Periode konnen keine neuen Worter mehr segmentiert
werden. Dieses Verhalten dndert sich auch nicht, wenn in jeder Periode mehr Worter in
das Lexikon gelangen konnten, d.h., die Variable ¢ (Lexikonfunktion) wird von 10 auf 20
oder 30 erhoht (Abbildungen 6.14 und 6.15). Dabei werden erwartungsgeméf mehr Wor-
ter in das Lexikon geschrieben. Die Anzahl neuer Wérter steigt in der zweiten Periode
auf das doppelte. Aber dies hat nur wenig Auswirkung auf die Segmentierungsleistung
in der Folgeperiode.

Grofse Korpora zeigen ein anderes Bild. Die Abbildungen 6.16-6.18 zeigen einen 50.000-
Zeichen-Korpus. Natiirlich liegen die sehr hohen Maxima der Lexikonentwicklung genau
an den Extrempunkten, welche, wie in Kapitel 6.2.1 bereits herausgestellt, moglichst
vermieden werden sollten, d.h. fiir genau die Parameterkombinationen von Phonem-
kettenldnge und Sensibilitit, die keine richtigen Segmentierungen hervorbringen. Dieses
Muster tritt in jeder Periode auf. An diesen kritischen Stellen kénnen auch keine richti-
gen Segmentierungen berechnet werden. Die Fj-Werte liegen in jeder Periode bei Null.
Fiir die anderen Kombinationen von Phonemanzahl und Sensibilitét ist eine leichte Ver-
besserung der F}-Werte zu verzeichnen. Das gilt insbesondere fiir hohere Sensibilitdten
und langere Phonemketten. Die Segmentierung wird also robuster. Die Anzahl der zuge-
lassenen Worter, die im Lexikon gespeichert werden, hat auf die Form wiederum keinen
Einfluss, sondern nur auf die Absolutwerte. Bei ( = 30 verdoppelt sich die Anzahl der

5Fiir den 450.000-Zeichen-Korpus wurde auf die Darstellung des Lexikons der Grofie 20 verzichtet.
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6.3 Einfluss rekursiver Strukturen auf die Lexikongréfe und F}

zum Lexikon gehdrenden Eintriige gegeniiber ¢ = 10. Uber die Perioden hinweg kann
kein Multiplikatoreffekt aufgrund der zugelassenen Wortanzahl erkannt werden.

Wird die Groke des Korpus weiter erhoht, kehrt sich der negative Effekt der eine kri-
tischen Stelle (hohe Phonemanzahl/niedrige Sensibilitéit) um (Abbildungen 6.19-6.22).5
Die zweite kritische Stelle bleibt erhalten und schneidet ein tiefes Tal in die Segmentie-
rungsfunktion. Mit zunehmenden Iterationen nahert sich das Tal der mittleren Sensibi-
litdt und bleibt dann konstant. An diesen Stellen herrschen in der Wortsegmentierung
quasi-chaotische Zusténde, welche durch das Einfiigen der Lexikoninhalte deutlich ver-
starkt werden. In der dritten Periode steigt so die Anzahl der Worter, die ins Lexikon
aufgenommen werden, von einigen unter Hundert auf iiber Tausend an. Aus der Segmen-
tierungsfunktion (Fj-Werte) ersieht man deutlich, dass diese Eintrige in der Mehrheit
keine Worter sein konnen. In den Abbildungen 6.21 und 6.22 sind Lexikonentwicklungen
vergrofert dargestellt, weil diese Entwicklungen in der Gesamtsicht nicht erkennbar sind.

Im Durchschnitt verbessern sich bei allen Korpusgréften die Fj-Werte um fiinf Prozent
pro Durchlauf, wobei die zweite Periode die héchste Verbesserung aufzeigt und jede
weitere Periode immer weniger Verbesserungen erbringt.

6.3.3 Dateninterpretation und Erkliarungen

Das Verhalten des 1000-Zeichen-Korpus kénnte zwei Ursachen haben. Entweder wiirden
sich die positiven und negativen Effekte aufheben oder die aus dem Lexikon eingefiigten
Worter wiirden bereits durch die Ubergangswahrscheinlichkeiten vollstiandig im ersten
Durchlauf segmentiert werden. Um das herauszufinden, miissen die Komponenten des
Fi-Mafes betrachtet werden. Dies soll hier an einem Beispiel illustriert werden (sie-
he Tabelle 6.1).” In Tabelle 6.1 werden die Daten eines 1000-Zeichen-Korpus fiir zwei
Durchldufe und fiir die Phonemketten der Lange eins und zwei vergleichend gegeniiber-
gestellt. Die vier interessanten Szenarien wurden dick hervorgehoben. Aus diesen Daten
ergibt sich, dass beide oben genannten Ursachen in Abhéngigkeit von der Sensibilitét
o und der Lange der Phonemketten A zutreffend sind. Im ersten Durchgang werden
bei einer Phonemkette und Sensibilitdt von eins keine Unterschiede bei richtigen und
falschen Segmentierungen zu beobachten sein. Wie in der Erklarung zu Kapitel 6.2.2 be-
reits ausfiihrlich dargelegt, fiihrt die hohe Sensibilitit bei nur einer Phonemkette dazu,
dass Einheiten nur dann als zusammengehorig anerkannt werden, wenn sie ausnahmslos
in der gleichen Umgebung vorkommen, also immer das gleiche Phonem als Nachfolger
haben. Dies ist bei einem 1000-Zeichen-Korpus nur sehr selten der Fall und l&dsst sich
aus Tabelle 6.1 direkt ablesen. Das Lexikon konnte nur sechs Eintrige aufnehmen, ob-
wohl zehn Eintrige (¢ = 10) zur Aufnahme erlaubt sind. Diese sechs neuen Eintrige

6Genau genommen, wire hier eine weitere Unterteilung der grofien Korpora auch zu vertreten. Weil
dies aber nur bei dem grofiten Korpus der Fall ist, soll darauf verzichtet werden.

"Dieses Beispiel steht als typischer Reprisentant fiir 26.400 #hnliche Berechnungen von den als klein
eingestuften Korpora. Bei Bedarf einer n&heren Priifung dieser Stichprobe stehen die Daten auf einer
DVD/CD-ROM-Sammlung am Fachgebiet Linguistik — Computerphilologie der Universitit Kassel
zur Verfiigung.
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entsprechen genau den getroffenen Segmentierungen (3 + 2 = 5 Liicken = 6 Wéorter).
In der zweiten Periode werden nun genau auch diese Worter wieder eingefiigt und da-
mit kommt keine neue Information hinzu. Genau diese Information wurde bereits durch
die Ubergangswahrscheinlichkeiten errechnet. Konsequenterweise konnen sich die Leis-
tungsmake auch nicht dndern. Erst wenn sich die Sensibilitdt iiber die Hélfte senkt, sind
positive Effekte zu beobachten. Die Steigungen der Leistungsmafke liegen zwischen fiinf
und zehn Prozent. Dafiir ist aber fast ausschliefslich das Maf der Vollstandigkeit verant-
wortlich. Die Prazision bleibt weitestgehend konstant. Damit ist klar, dass sowohl Fehler
als auch richtige Segmentierungen im gleichen Verhiltnis wachsen. Der positive Netto-
effekt wird also dadurch erzielt, dass nun mehr segmentiert wird, nicht aber dadurch,
dass die richtigen Segmentierungen im Verhéltnis zu den Fehlern wachsen.

Bei Erhohung der Phonemkettenlinge A auf zwei Einheiten verhalten sich die Leis-
tungsmafe im Vergleich zu einer Phonemkette umgekehrt proportional. Das ist insbe-
sondere fiir die hohen Segmentierungswerte iiberraschend, da man zunfchst nicht anneh-
men wiirde, dass sich die Verteilung bei zwei Phonemen derart drastisch dndert. Richtige
und falsche Segmentierungen wachsen im gleichen Verhéltnis; heben sich also auch bei
einem Phonem gegenseitig auf. Der geringe positive Effekt ist abermals auf die Vollstin-
digkeit zuriickzufiithren. Allerdings ist nun die Wirkung der rekursiven Struktur schon
bedeutsam. Der erste Durchlauf hat ein Lexikon mit 16 Eintrdgen bereitgestellt, das bei
giinstigster Einfiigung 32 Liicken hervorbringen wiirde. Aufgrund der zuséitzlich gege-
benen Informationen werden die neu zu berechnenden Ubergangswahrscheinlichkeiten
auch mit dieser Information versorgt und es kénnen noch einmal mehr Liicken entdeckt
werden (drei im gegebenen Beispiel der Tabelle 6.1). Sinkt die Sensibilitdt nun stark ab,
ist eine solche Kombination an Bigramen gegeben, bei der alle Einheiten schon richtig
durch die Ubergangswahrscheinlichkeiten berechnet wurden, sodass die segmentierten
Bestandteile, die auch am h&ufigsten vorkommen, denen in Form und Zahl des Lexikons
entsprechen.

Die typische Proportionalitit von F} und neuen Wortern im Lexikon ist bei grofsen
Korpora auf den ersten Blick nicht mehr vorhanden (Abb. 6.19-6.22). Wéhrend bei
kleinen Korpora, wie erwartet, die hohen F;-Werte auch in korrekten Lexikoneintrigen
resultierten, zeigten die Ergebnisse, dass diese Logik bei grofen Korpora nicht Stand
halt. Hier stechen die Ausreiffer zu deutlich hervor. Die zwei kritischen Kombinationen
von Phonemkettenlinge und Sensibilitit, die keine oder nur sehr wenig richtige Segmen-
tierungen hervorbringen, verstirken diesen negativen Einfluss natiirlich umso gewaltiger
in den Folgeperioden. Eine Eigenschaft des F-Mafses ist, nicht weiter als Null zu sinken,
selbst wenn es nur falsch gesetzte Liicken gibt. Diese Situation tritt bei beiden kritischen
Punkten auf. Im ersten Durchgang wurden keine richtigen Segmentierungen errechnet
(siehe Kapitel 6.2.1). Folgerichtig konnen nun daraus auch keine korrekten Worter in das
Lexikon geschrieben werden. Hinzu kommt, dass die Varianz der Haufigkeitsverteilung
der getatigten Segmentierungen duferst gering ist, d.h. sehr viele verschiedene Bigrame
kommen nur zwei- oder dreimal vor. Laut der Definition des Algorithmus werden aber
alle Segmentierungen ins Lexikon aufgenommen, die genauso oft vorkommen wie der
letzte reguldre Lexikoneintrag, d.h. kleiner oder gleich als die zuldssige Lexikongréfe
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Senslbllitét
hoch

nledrlg

Anzahl der Phoneme

Abbildung 6.23: Widerspriichliche Parameterkombinationen

sind. Diese grofe Anzahl an Lexikoneintrigen, welche in der Folgeperiode zu weiteren
Fehlsegmentierungen fithren muss, wiirde fiir das Kind einen quasi-chaotischen Zustand
bedeuten, weil es, wie sich dann erst spiter herausstellen wiirde, auf keine gewohnte
Struktur zuriickgreifen konnte, obwohl aus algorithmischer Sicht natiirlich eine Struktur
vorhanden ist. Selbst wenn man den Algorithmus so abéndert, dass nur genau die spe-
zifizierte Lexikongrofe abgespeichert wird, wiirde es nichts an dem Ergebnis d&ndern: An
den beiden kritischen Stellen wiirden keine richtigen Segmentierungen errechnet werden.
Die beibehaltene Gestalt des Algorithmus hebt diesen Umstand noch einmal deutlich
hervor.

Bei entsprechender Vergroferung dieser Bereiche (Abb. 6.21 und 6.22), kénnen die
Verteilungen der Wortaufnahme ins Lexikon ohne die Ausreifter besser interpretiert wer-
den. In beiden Korpusgréfen korrelieren die Anstiege der Fj-Werte mit den Anstiegen
der Worter im Lexikon bei langen Phonemketten. Bei kiirzeren Phonemketten sind die
Anstiege ebenfalls proportional und liegen im Durchschnitt bei etwas iiber 10 Prozent.
Hier sind also eindeutig positive Effekte der rekursiven Struktur nachweisbar. Lisst man
die Ausreifter aufer Acht, gibt auch hier die Form des Lexikonzuwachses die proportio-
nale Steigung der Fj-Werte wieder, so wie es auch bei kleineren Korpora der Fall ist.
Auch hier heben sich die positiven und negativen Effekte teilweise auf, im Nettoeffekt
tritt eine Besserung durch die rekursiven Strukturen ein.

Wie kénnen nun aber die Ausreiffer erklart werden? Die betreffenden Kombinationen
aus Sensibilitit o und Phonemkettenlinge A (in Abb. 6.23 als A und B gekennzeich-
net) sind aus logischer Sicht widerspriichlich und jede dieser kritischen Kombinationen
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ist entweder nur fiir sehr kleine (A) oder nur fiir sehr grofe Korpora (B) iiberhaupt
sinnvoll. Da die Quantitit des Sprachinputs von Kleinkindern als nicht gering einge-
schétzt werden kann, kommen beide Kombinationsmoglichkeiten nicht in Betracht. Die
Kombination A wurde bereits in Kapitel 6.2 ausfiihrlich erldutert und braucht hier nicht
eingehender wiederholt zu werden. Hier sei nur kurz auf den logischen Widerspruch hin-
gewiesen, welcher bei kleineren Korpora nicht existent ist. Ausgangspunkt dafiir ist die
Erkenntnis aus der quantitativen Linguistik, dass ein Zusammenhang zwischen Wortlan-
ge und Vorkommensh#ufigkeit besteht (Best, 2003, 25ff; 45). Einheiten, bestehend aus
ein oder zwei Phonemen, kommen natiirlich auch sehr haufig vor, d.h. vor allem auch
in unterschiedlichen Umgebungen. Deshalb kénnen bei hoher Sensibilitdt und geringer
Lange der Phonemkette nur sehr wenige Segmentierungen gefunden werden. Dies gilt
aber nicht bei kleinen Korpora, weil sie nicht grofs genug sind, um den Effekt zwischen
Silben-, Phonem- oder Wortldnge und Vorkommenshaufigkeit zu reprasentieren. Genau
dies hat die Kombination A aus Abbildung 6.23 mit B gemein. Auch bei B kénnen nur
wenige Segmentierungen vorgenommen werden. Je linger eine Phonemkette wird, umso
groker wird die Wahrscheinlichkeit ihrer Einzigartigkeit,® d.h. ihre Vorkommenshiufig-
keit wird geringer. Niedrige Sensibilitdten gehen aber genau vom Gegenteil aus, da das
Verhéltnis von der gesamten Phonemkette zu ihrer Teilkette, klein sein muss. Wenn die
Teilkette aber schon aufgrund ihrer Lénge nicht 6fter vorkommt als die Gesamtkette,
dann bleibt die Verhéltniszahl der Sensibilitit grof und es werden nur wenige Liicken
eingefiigt. Bei sehr grofen Korpora steigt nun aber auch wieder die Wahrscheinlichkeit,
dass auch lange Phonemketten &6fter vorkommen konnen. So hebt sich dieser Effekt bei
sehr grofsen Korpora auf.

Nun bleibt die Frage offen, warum dann die Lexikoneintrage zahlenméfig so hoch sind.
Wie bereits am Anfang der Diskussion angemerkt wurde, treten fast alle Segmentierun-
gen dieser kritischen Regionen nur ein- oder zweimal auf. Die Architektur des Algorith-
mus erlaubt, alle Segmentierungen mit gleicher Haufigkeit in das Lexikon aufzunehmen.
Folglich werden fiir diese beiden kritischen Bereiche auch hier alle segmentierten Einhei-
ten aufgenommen, da sie alle nur einmal vorkommen. Teilweise umfassen diese Ketten
einige Hundert Phoneme.

Schlieflich bleiben die in den Abbildungen 6.11 und 6.12 gezeigten Zusammenhinge
eine Erklarung schuldig. Bei diesen Darstellungen sind im Wesentlichen zwei Beobach-
tungen interessant. Erstens: Warum schwicht sich der steile Anstieg von F) nach der
zweiten ITteration stark ab? Eine Erklarung dafiir ist auch fiir das nichste Kapitel 6.4
unmittelbar relevant. Zweitens: Warum profitieren ldngere Phonemketten von der rekur-
siven Struktur so sehr viel mehr als kiirzere?

Die erstgenannte Beobachtung hat ihre Ursache in der Embeddedness der Morpheme.
Diese Problematik wurde schon in Kapitel 6.2.1 am Beispiel der Fehlsegmentierungen
hoher Sensibilitiat erldutert. Der hier auftretende Effekt kann aber genauer benannt wer-
den. Im Englischen entsprechen einige der grammatischen Morpheme mit hoher Frequenz
einfachen Phonemen oder einer Zweierphonemkette. Zum Beispiel treten das Pluralmor-

8Dies geht auch aus den Statistiken der quantitativen Linguistik in Best (2003) hervor.
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phem (mit seinen Allomorphen [s], [z] und |1z]) sowie das Vergangenheitsmorphem fiir
regelméfige Verben (mit seinen Ausprégungen [d], [t] und [1d]) in einem représentativen
Korpus im Vergleich zu anderen Phonemketten iiberpropotional hiufig auf. Auch die
dritte Person Einzahl und das Possessivum, beide als /s/ markiert, sind hochfrequent.
Gleiches gilt fiir die Verlaufsform und das Gerundium, welche mit /mj/ transkribiert
werden. Insbesondere stehen so /s/, /t/ und /m/ als sehr hiufig vorkommende gram-
matische Marker zur Diskussion, denn sie treten einige Male in Kombination mit sehr
haufigen Wortern auf.

Ein Beispiel soll diesen Sachverhalt illustrieren. Das Paralexikon umfasst anfangs bei-
spielsweise Worter wie /dot/, /wat/, /momi/, /betbi/, /bol/, /du/, /gou/ oder /luk/.
Sie treten sehr oft in einer giinstigen Umgebung auf, sodass sie als Einheiten mittels der
Ubergangswahrscheinlichkeiten erkannt werden kénnen. Es reichen nun nur wenige Ein-
zelfalle aus, die sie mit den entsprechenden gebundenen Morphemen gemeinsam haben
und so werden die Einheiten im Zuge der rekursiven Einfiigung voneinander getrennt.
Das /s/ als verkiirzte Form in /dots/, /wats/ und als dritte Person in /luks/; das /z/
als Possessivsuffix in /mpmiz/ und Pluralsuffix in /berbiz/ oder /bolz/; das /m/? in
/dumy/ oder /lukiy/ sind sehr wahrscheinliche Kandidaten fiir das Lexikon im zweiten
Durchgang. ITm gewihlten Beispiel wiirde das /s/ schon einmal pro Wort als gebundenes
Morphem ausreichen und es stdnde dreimal einzeln als Kandidat fiir das Paralexikon
bereit. Ahnliches gilt natiirlich fiir das /z/, aber auch fiir das /¢/ (siche auch Tabelle
6.2). Beginnt nun der zweite Durchlauf, werden geméf der Einsetzungsprozedur zuerst
die langsten Phonemketten (einer Lange &) aus dem Lexikon mit dem Input abgeglichen,
gegebenenfalls markiert und Liicken eingefiigt. Wenn keine Phonemkette ¢ iibrig ist, setzt
die Prozedur mit ¢ — 1 fort bis £ = 0 ist. Ist kein Eintrag im Lexikon enthalten, bleibt
der Input an diesen Stellen ohne Lexikonabgleich und wird gemi§ den Ubergangswahr-
scheinlichkeiten segmentiert. Das letzte Szenario wird ab dem zweiten Durchlauf immer
unwahrscheinlicher, weil ja nun einzelne Phoneme im Lexikon enthalten sind, die sich
sehr oft in lingeren Phonemketten wieder finden. Das bedeutet natiirlich, dass diese
Ketten an der falschen Stelle auseinander gerissen werden. So konnte es sein, dass der
sequentielle Abgleich schlieflich bei der Phonemkette /siz3z/ (scissors) keine Eintrége
fir /siz3z/, /s1z3/, /siz/ oder /si/ findet. Das /s/ ist aber im Lexikon enthalten, sodass
zunéchst eine Liicke nach dem /s/ eingefiigt wird. Sollte nun auch /1z/ noch nicht im
Lexikon stehen, wird als nidchster Kandidat /z/ eingefiigt, der zum Einen das /1/, zum
Anderen das /z/ voneinander trennt. Letztlich ist die gesamte Kette in einzelne Pho-
neme zerlegt. Wiederholt sich dieser Vorgang nur wenige Male, werden im Lexikon nun
bald auch /1/ oder /3/ als eigenstindige Eintrige stehen.

Wire das Paralexikon grofser und wiirde es auch die Eintrdge mit grammatischen
Morphemen umfassen, sollte dieses Problem nicht mehr auftreten. Das bedeutet, wenn
das anféngliche Lexikon nicht nur /dot/, sondern auch /dots/ enthélt, konnte das /s/

9Das /m/-Morphem wird allerdings auch unabhingig von der rekursiven Struktur als eigenstindige
Form segmentiert, weil es in genau den passenden Lautumgebungen vorkommt. Das ist fiir die
anderen gebundenen Morpheme des Englischen nicht der Fall. /mj/ nimmt also eine Sonderrolle ein.
Siehe dazu auch die Anmerkungen in Kapitel 6.5.
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auch nicht abgetrennt werden. Es gilt also, je groker das Paralexikon ist, desto geringer
ist das Problem der Embeddedness.

Diese Einfliisse konnen anfangs noch von den positiven Effekten iiberlagert werden,
sodass sie fiir die ersten Durchldufe nicht mit dem Fj;-Maf erfasst werden. So treten
die positiven Auswirkungen dann auf, wenn das Wort /mpmi/ zwar ins Lexikon aufge-
nommen wurde, weil es einige Male einer korrekten Segmentierung unterlief, in vielen
anderen Umgebungen aber auseinander gerissen wurde oder Teil einer lingeren Pho-
nemkette blieb und erst durch die Rekursion richtig segmentiert wurde. Wenn /mpmi/
keine Possessiv- oder Mehrzahlmarker aufweist, wird es durch das Einsetzen im Folge-
durchgang in jeder der Umgebungen korrekt zusammengefiigt beziehungsweise an der
rechten Stelle aus der Phonemkette gelost. Das Wort kann in einem Korpus gut zwanzig
Mal vorkommen und vielleicht nur die Hélfte korrekt segmentiert sein, so wiirde sich die
Fi-Leistung im zweiten Durchlauf immer noch verdoppeln.

Die letztgenannte Beobachtung ist auf die Verteilungsdichte von langen Phonemketten
zuriickzufiihren. Wie bereits ausgefiihrt wurde, gibt die quantitative Linguistik die we-
sentlichen Anhaltspunkte (vgl. Best, 2003). Die Verteilung einzelner Phoneme ist schon
bei kleinen Korpora reprasentativ, d.h., sie stehen in einem Mengenverhéltnis zueinan-
der, das fiir die jeweilige Sprache typisch ist. Bei 40 bis 50 Phonemen erscheint dies auch
plausibel. Die néichste Kombinationsstufe von Phonemen zu Diphonen oder Bigramen
steigt exponentiell an. Fiir diesen Fall kann nur ein gréferer Korpus eine repriasentative
Verteilung aufweisen. Genauso verhilt es sich mit l&ingeren Phonemketten. Erst ein sehr
grofser Korpus kann den Gebrauch langerer Phonemketten in einer Sprache reprasentativ
wiedergeben. Diese quantitativen Gesetzméfigkeiten finden sich auch in den Daten der
Abbildungen 6.11 und 6.12. Schon bei kleinen Textsammlungen liegen die F-Werte fiir
Phonemketten der Lange eins und zwei bei 60 Prozent. Unabhingig von der Korpus-
grofe werden sich diese Werte nicht mehr dndern. Das liegt daran, dass ihre Verteilung
schon ab 5000 Zeichen représentativ verteilt ist und deshalb konstant bleibt. Fiir gro-
fsere Phonemketten ist die reprasentative Verteilung noch nicht erreicht. Man kann in
Abbildung 6.12 sehr genau sehen, wie in Abhéngigkeit von der Phonemanzahl und Kor-
pusgrofe, die F1-Werte zundchst asymptotisch gegen die 60-Prozent-Marke streben und
dann diese schlieflich auch erreichen. Dies legt andererseits auch den Schluss nahe, dass
die Ubergangswahrscheinlichkeiten bis zu diesem Wert, einen Korpus segmentieren und
dass dariiber hinaus die Ubergangswahrscheinlichkeiten keine zusitzlichen Informatio-
nen hergeben kénnen, weil die Verteilung der Phonemketten, egal welcher Lénge, nicht
genauer im Korpus kodiert ist. Fiir die restlichen 40 Prozent divergieren die Verteilungs-
gesetze von dem tatséchlichen Sprachgebrauch. Somit miissen andere Mechanismen fiir
die vollstindige Segmentierung ergdnzend hinzugezogen werden.

6.3.4 Zusammenfassung

Die weitere Fortentwicklung des Segmentierungsmechanismus geht von den bereits vor-
gestellten Ergebnissen aus. Bislang wurde durch die Simulation gezeigt, dass mit einem
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reprasentativen Korpus ein Fj-Malfs von etwa 0.5 und etwas dariiber erzielt werden kann,
wenn die Parameter Sensibilitdt und Lange giinstig gewahlt werden. Die Verwendung
einer rekursiven Struktur, bei der die hiufigsten Segmentierungen wieder in dem Kor-
pus eingefiigt werden, steigert das Fj-Mak auf 0.6 nach der zweiten Iteration und steigt
danach nur langsam oder nicht weiter an. Handelt es sich um einen sehr grofen Korpus,
werden sich die Fj-Werte auch nach der zweiten Iteration verbessern bis sie das Fi-Mals
von 0.6 erreicht haben. Dies geschieht unabhéngig von der Phonemkettenldnge. Die Pa-
rameter Sensibilitdt und Linge der Phonemkette sind durch die rekursive Struktur bis
auf zwei logisch widerspriichliche Kombinationen frei wiahlbar, d.h. das F}-Mak erreicht
unabhéngig von der genauen Kombination dieser Parameter immer den Wert von 0.6
oder dariiber.

Die wichtige Erkenntnis aus dem vorliegenden Datenmaterial ist, dass sich die im Ka-
pitel 4.1 diskutierte Frage der kleinsten Reprisentationseinheiten fiir die Berechnung von
Ubergangswahrscheinlichkeiten als irrelevant darstellt. Da F; bei allen Phonemkombi-
nationen gleicher Lange anndhrend konstant bleibt, konnen wir zu Recht schlieffen, dass
dies auch fiir Kombinationen unterschiedlicher Lingen der Fall sein muss.!°

6.4 Entwicklung und Eigenschaften der Lexikonfunktion

Ausgestattet mit den ,Wortsegmentierungsheuristika“ aus den Kapiteln 6.2 und 6.3 kon-
nen nun spezifische Fille genauer modelliert werden, deren Ergebnisse wieder auf Korpo-
ra riick geschlossen werden konnen, die das gleiche Verhalten zeigen. Die Uberlegung ist
denkbar einfach. Zuerst wird gezeigt, dass eine bestimmte Anzahl an Korpora das glei-
che Verhalten fiir verschiedene Parameterauspriagungen aufweist (siehe Kap. 6.2.1 und
6.3.2). Nun wird ein Korpus aus dieser Gruppe herausgenommen und einer genaueren
Analyse unterzogen. Die so erbrachten Ergebnisse an dem Einzelkorpus kénnen dann
wieder auf die gesamte Gruppe iibertragen werden, da die Wahrscheinlichkeit hoch ist,
dass sich die anderen Mitglieder der Gruppe gleich verhalten. Korpora der Grofe von
ungefdhr 2500 Wortern, die einem Mutter-Kind-Dialog von ein bis zwei Stunden ent-
sprechen, représentieren nach den Ergebnissen der oben erfolgten Analyse alle Korpora,
die zwischen 5000 und 50.000 Zeichen liegen.'! Grofere Korpora konnen leider nicht ver-
wendet werden, weil kein zuverlassiges Datenmaterial in diesem Umfang zur Verfiigung
steht.

Wie in der Zusammenfassung von Kapitel 6.3.4 angedeutet, besteht eine M&glichkeit,
den Algorithmus zu verbessern darin, nicht den gleichen Korpus bei den Durchlaufen zu
benutzen, sondern verschiedene. Zugleich ist dies auch nidher an der Realitat des Kindes.
Man muss wohl davon ausgehen, dass die Sprachlerner ebenfalls mit unterschiedlichem

0Djeser Schluss kann derzeit nur logisch erfolgen, weil die Komplexitit von allen mdglichen Kombinatio-
nen verschiedener Lautmengen zu grof ist, um sie in einer représentativen Simulation nachzuweisen.
Es wire jedoch mdglich, den Zufall iiber die genauen Parameterausprigungen entscheiden zu lassen.

HKorpora ab 20.000 Zeichen zeigen fiir sehr lange Phonemketten ein leicht divergentes Verhalten (Abb.
6.8), was aber nicht das Gesamtbild beeinflussen kann.
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Material gefiittert werden. Tabelle 6.2 zeigt die Entwicklung des Paralexikons wahrend
der ersten fiinf Durchldufe, wobei in jedem Durchlauf ein anderer 10.000-Zeichen-Korpus
verwendet wurde.

Die Resultate verdeutlichen zweierlei. Erstens: Es macht auf den ersten Blick im Ergeb-
nis fiir die F-Werte keinen Unterschied, ob verschiedene Korpora benutzt werden oder
ob nur ein Korpus rekursiv hinzu gegeben wird. Dieses Ergebnis darf genau genommen
auch nicht stark davon abweichen, bedenkt man den Anspruch der Repréasentativitét
der Korpora, welche als solche in den Kapiteln 5.3 und 6.1 deklariert wurde. Das zweite
Ergebnis stellt allerdings einen Unterschied zu der Ein-Korpus-Variante heraus. Es ist
auffillig, dass die Steigung von F} nicht im zweiten Durchlauf (siehe Abb. 6.12), sondern
erst im vierten Durchlauf geschieht; dann allerdings auch mit dem gleichen Ergebnis. Den
Grund fiir diese Verzogerung muss man schon in der Verwendung von unterschiedlichen
Korpora suchen. Jeder Korpus bringt natiirlich neue Worter ein, welche nicht in dem
bereits vorhandenen Lexikon vorkommen. Mit dem dritten Korpus wiederholen sich aber
auch die Worter. Dies erkennt man an dem abnehmenden Verlauf des Wérterzuwach-
ses (dritte Zeile in Tabelle 6.2). Mit dem Zuwachs von Fj in der vierten Periode steigt
auch der Zuwachs neuer (aber falscher) Worter wieder an. Allerdings auch hier mit einer
sich verdoppelnden Fehlerquote pro Durchlauf, sodass sich hier positive und negative
Effekte autheben und F} fiir einige weitere Durchlidufe konstant bleibt bevor es dann auf
das Ursprungsniveau abnimmt. Im FErgebnis bleibt festzuhalten, dass die Verwendung
unterschiedlicher Korpora der psychologischen Realitit zwar ndher kommt, dass aber da-
von die Segmentierungsleistung zundchst unberiihrt bleibt. Dies gilt auch fiir konstante
Lexikonfunktionen.

Der zuvor beobachtete Verzogerungseffekt (siehe Tabelle 6.2) bei einer konstanten
Lexikonfunktion (¢), wie LexFunc = 10, gibt jedoch einen entscheidenden Wissens-
gewinn. Aus den Uberlegungen im Kapitel 6.3.3 ist das Hauptproblem der rekursiven
Struktur hervorgegangen: Das ,Eingebettetsein® von Morphemen ineinander. An dieser
Stelle wurde die Losung dazu in einem groferen Lexikon gesehen, denn wenn das Lexi-
kon sowohl die eingebetteten als auch die lingeren Morpheme enthélt, kann unter den
Morphemen und deren morphemischen Einbettungen ein Wettbewerb wie im Kohorten-
modell initiiert werden (siehe Kap. 5.4.5 und 3.1). Dieser Wertbewerb fiigt dann genau
den Eintrag der eingetteten Morpheme ein, welcher am Besten an die betreffende Stelle
passt. Der entscheidende Parameter ist hier die Lange des Morphems, also die Anzahl
der Phoneme, aus dem sich das Morphem zusammensetzt. Die Linge wurde als Ent-
scheidungskriterium gewéhlt, weil der Zusammenhang zwischen Vorkommenshéufigkeit
und Wortldnge statistisch signifikant ist (Best, 2003). Je linger das Wort, umso weni-
ger kommt das Wort in einem Korpus vor. Dieser Zusammenhang wird hier genutzt,
denn im Umkehrschluss bedeutet es ja, dass die Wahrscheinlichkeit, dass es sich um ein
langes Morphem handelt, sehr viel grofier ist, als die, dass es sich um nur einen Teil
dieses Morphems handelt oder um zwei verschiedene Morpheme, die zufillig nebenein-
ander auftreten. Das lingere Morphem wiirde also besser passen und den Wettbewerb
gewinnen.
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w 1. 2. 3. 4. 5.

dot 20 | Oot 114 | s 405 | s 694 | s 975

wat 19 | ju 111 | ju 182 | ¢ 487 | t 961

jo 19 | der 68 | dot 164 | ju 293 | 1 400

Irtal 14 | wat 56 | Jer 112 | Jot 229 | ju 380

der 13 | ond 47 | wat 92 | wat 129 | oot 307

prju 13 | s 44 | ond 75 | ond 117 | i 292

ju 13 | jo 42 | get 69 | Jer 112 | ond 201

derjugou 12 | get 30 | kon 56 | Am 91 | Am 187

ond 12 | morgan 26 | goo 92 | wi 85 | wat 129

duiy 12 | kon 20 | jo 42 | get 69 | u 112

bok 11 | gou 15 | ¢t 35 | let 66 | Oer 112

get 11 | lital 14 | Aam 34 | kon 56 | wi 85

wer 14 | let 29 | goo 55 | d 71

prju 13 | wi 28 | jo 42 | get 69

dury 12 | morgan 26 | i 40 | z 68

Lexikon derjugou 12 | wer 14 | 1 35 | let 66

bok 11 | Iital 14 | u M4 |r 58

prju 13 | jor 29 | kon 56

derjugoy 12 | morgan 26 | goo 55

duy 12 | Iital 14 | k 50

bok 11 | wer 14 | a 50

prju 13 |1 50

derjugoo 12 | jo 42

dury 12 | jor 29

bok 11 | morgan 26

lital 14

wer 14

prju 13

derjugoo 12

duy 12

bok 11
Worter 12 17 21 25 31
Zuwachs 12 5 4 4 6
Fehler 0 1 2 4 9
I 0.52 0.51 0.52 0.64 0.64
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196

w richtig falsch nicht
1 1149 452 1280
2 1420 587 1049
3 1558 937 862
4 1798 1343 671
5 1881 2090 495
6 2248 3085 207
7 2323 3256 117
8 2276 3600 107
9 2376 3524 70
10 2404 3974 60
11 2354 4725 68
12 2496 4735 51
13 2442 4993 26
14 2394 4844 45
15 2434 4910 27
16 2476 4808 42
17 2494 4920 19
18 2546 4959 17
19 2464 5112 2
20 2534 4962 13
21 2585 4836 1
22 2545 4954 2
23 2542 4975 0
24 2615 4971 1

Tabelle 6.3: Segmentierungswerte fiir F(w) = 10 + w
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Bei kleineren Lexikonlisten wird dieser Wettbewerb nicht entstehen konnen, weil es
nicht geniigend konkurierende Eintridge gibt, d.h. Morpheme, die ineinander enthalten
sind. Ein grofles Lexikon muss demnach zu weniger Fehlsegmentierungen fiihren.

Der entdeckte Verzogerungseffekt kann fiir die Entwicklung eines solchen Lexikons
bedeutsam sein. Uber eine gewisse Anzahl von Perioden kénnte sich eine lange Liste
an Wortern ansammeln, die man erst nach dem Erreichen einer bestimmten Groéfe in
einem Top-down-Verfahren als zusitzliche Segmentierungsinformation hinzugibt. Dem-
nach wird das Embeddedness-Problem stark abgemildert und die Segmentierungsleistung
muss konsequenterweise ansteigen. Dafiir miissen zwei Grofen durch weitere Simulatio-
nen geschitzt werden:

a wie grofs muss eine solche Liste von Wortern sein (¢) und
b wie viele Perioden (u) miissen vergehen,

damit sich die Segmentierungsleistung deutlich steigert beziehungsweise der Mix aus den
eingebetteten Morphemen optimal wird. Beide Fragen hingen am Ende von der Grofe
des Paralexikons ab. ( legt fest, wie viele Eintrige in jeder Periode in das Paralexikon
aufgenommen werden und die Zahl der Perioden p besagt, wie oft ( zum Paralexikon
addiert werden soll bevor es zur Segmentierung genutzt wird.

Zur Beantwortung der ersten Frage konnen wir iiber eine konstante Anzahl von Pe-
rioden ( unterschiedliche Lexikongrofen zuweisen, d.h., in jeder Periode werden die (-
hiufigsten Tokens eines mit den Ubergangswahrscheinlichkeiten segmentierten Korpus
akkumuliert. In Abbildung 6.25 wurden die Ergebnisse fiir ( = 10 und { = 30 abgebil-
det. Beide Lexikonfunktionen zeigen einen konkaven Verlauf, wobei LexFunc’(30) erst
ab 30 Perioden Null erreicht und LexFunc”(10) bereits ab etwa 25 Perioden. Weitere
Werte fiir ¢ zwischen 10 und 30 staffeln sich dazwischen. Erwartungsgemif steigt die
Lexikonfunktion von ¢ = 30 steiler an und erreicht nach 30 Perioden auch 260 korrekte
Wérter. Ein Wert von ¢ = 10 wird dagegen die 100-Wortergrenze wohl nicht wesentlich
iiberschreiten konnen. Aus dieser Perspektive heraus wiirde eine Entscheidung fiir eine
moglichst hohe Lexikongrofe getroffen werden. Die falsch segmentierten Worter betragen
bei ¢ = 30 allerdings ungefihr 20 Prozent und dieser Betrag ist statistisch relevant, da
man nicht davon ausgehen darf, dass der Sprachlerner weifl, welcher der Eintrige falsch
oder richtig ist. Wahlt man ¢ nur geringfiigig hoher als 30, beginnt die Fehlerquote ex-
ponentiell anzusteigen. So muss man davon ausgehen, dass ¢ unter 30 Eintrégen liegen
sollte. Fiir eine Lexikonfunktion von ¢ = 10 spricht eine deutlich niedrige Fehlerquote
im statistisch unsignifikanten Bereich.!? Unterstellt man dem Lexikon auch rekursive
Organisationsalgorithmen, wie sie weiter unten zur Diskussion gestellt werden, ist eine
geringe Fehlerquote eine Grundvoraussetzung, weil sonst keine Muster erkannt werden
kénnen.

Die Werte der Simulation lassen sich ndherungsweise mit Trendlinien beschreiben
(Abb. 6.26). Einige Werte weichen von diesem Durchschnitt minimal ab, was aber

2Fi{ir die magische Zahl sieben (Miller, 1956) ist sie sogar Null.
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Abbildung 6.25: Entwicklung des Paralexikons
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6 Simulationsergebnisse und Auswertung

nicht entscheidend fiir die Entwicklungsrichtung ist. Der funktionale Zusammenhang
der Trendlinien entspricht dabei exakt einer allgemeinen Funktion der Form:

flz) = ib + ¢ beziehungsweise f(z) = aes + c fiir 2 < z < co!3 (6.1)
ez
Diese Funktion ermdglicht Vorhersagen im Unendlichen. Lésst man die Zahl der Perioden
beziehungsweise der Durchliufe w unendlich grof werden, erhilt man die maximale
Grofse des Paralexikons.

. a a
lim —b—f—c:agza—l—c (6.2)

w—00 6;

Fiir ¢ = 10 wurden folgende Koeffizienten ndherungsweise numerisch ermittelt:

- a =90,
— b = 10 beziehungsweise — 10 und
- c=17
und damit ein Grenzwert von 107 Wortern errechnet. Analog dazu erfiillen
— a = 340,

— b = 14 beziehungsweise — 14 und
—c=148

fiir ¢ = 30 die Funktion. Das ergibt einen Grenzwert von 398 Wértern. Somit kénnen
die Obergrenzen der Paralexika auch quantitativ spezifiziert werden.

Eine Lexikonfunktion von 30 Eintrdgen pro Durchlauf ist die maximale Grofe, welche
man bei 10.000 Zeichen sinnvollerweise wihlen sollte, weil bei héheren Funktionswerten
die falschen Segmentierungen exponentiell wachsen. Als untere Grenze erscheint es ange-
messen 10 Worter zu unterstellen. Kleinere Lexikonfunktionen sind zwar auch moglich,
aber dann weichen die Fj-Werte doch deutlich ab. Sie liegen mindestens fiinf Prozent
unter den Ergebnissen von Lexikonfunktionen zwischen 10 und 30 Wértern. Drei weitere
Stichproben fiir ¢ = 15, ¢ = 20 und ¢ = 25 (Abb. 6.28) haben gezeigt, dass sich die
Parameterwerte fiir Gleichung (6.1)

nahezu linear zu einander verhalten und deshalb auch linear interpoliert werden konnen,
sodass schliefslich auch eine lineare Funktion die Grenzwerte fiir jedes gegebene Sigma
eindeutig beschreibt. Man betrachte also, wie sich fiir jedes x (=Durchlauf w) die Punkte
der einzelnen Lexikonfunktionen zueinander verhalten. Da sie fiir jedes x im Verhéltnis

13Der Definitionsbereich wurde aufgrund des anfinglich unterschiedlichen Verlaufs der Funktion so
gewidhlt. Man kann an der Konstante bereits erkennen, dass der Anfang des Lexikons in Periode 1
nicht dem Ergebnis der Simulation entspricht.
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Wirter

300

250

200

150

100

50

Lexikonentwicklung verschiedener {s

—— 10
15
—— 20

—— 25

30

12 3 456 7 8 91011213 14151617 1819 202122 23 24 25 26 27 25 29 30 31 32

Durchlauf

Abbildung 6.28: Entwicklung der Paralexika fiir 10 < ¢ < 30
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gleich bleiben liegt Linearitdt vor. Eine einfache Verhiltnisgleichung zwischen den y-
Werten der Funktionen, welche die Lexikonentwicklung beschreiben, bei gegebenen x,
liefert die Funktionsgleichungen (grafisch in Abbildung 6.27).

F(Ca) = 12,51¢, — 35,1 (6.3)
f(G)=0,2¢,+38 (6.4)
fGe) = %Cc +1,5 (6.5)

Fiir die Berechnung des Grenzwertes fiir ein beliebiges (; > 2, addiert man analog zur
oben erfolgten Rechnung die betreffenden Parameterfunktionen 6.3 und 6.5

f(Ca) + f(Ce) (6.6)

und man erhalt: .
f(G) = 5(70, 3G — 168) (6.7)

Die Parametergleichungen 6.3-6.5 kénnen auch in die Ausgangsgleichung 6.1 eingesetzt
werden, sodass man fiir jedes (; die entsprechende Wortanzahl in einem bestimmten
Durchlauf w erhélt:

12,51¢ — 35,1 31
flw) == f+8 ’ +%C+1,5fﬁr2§w§oo,10§C§3O (6.8)
5w " w

Gleichung (6.8) beschreibt die Funktionenschar fiir die Werte ¢ = 10, ¢ = 15, ¢ = 20,
¢ = 25 und ¢ = 30). Diese Funktionen entsprechen natiirlich genau den Trendvorher-
sagen von Abbildung 6.29. Man siehe dazu Abbildung 6.28 fiir einen Vergleich mit den
tatsdchlichen Messwerten der Simulation.

In welchem Zusammenhang muss man die falschen Segmentierungen fiir ein jedes (
betrachten? Die Aufnahme von falsch segmentierten Einheiten ins Lexikon lassen sich in
keiner linearen Abhéngigkeit von ( beschreiben wie Abbildung 6.30 zeigt. Es ldsst sich
aber ein kubischer oder gar ein Polynom des vierten Grades als Trend fiir alle Verldufe
von ¢ > 15 erkennen. In Abbildung 6.31 ist dieser Verlauf als gleitender Durchschnitt
beispielhaft fiir ( = 25 eingezeichnet und kann mit folgenden Koeffizienten spezifiziert
werden:

fw)=1,21-10"%"* = 5,85 - 102w + 4,97 - 10 %w? + 1,44w — 1,24 - 107" (6.9)

Fiir ¢ miissen die Koeffizienten mittels der Messwerte bestimmt werden. Ein offensicht-
licher funktionaler Zusammenhang der Fehlerfunktionen (Abb. 6.30) ist nicht gegeben.
Erkennbar ist jedoch, dass mit abnehmenden (, der Einfluss des dritten Polynoms immer
grofer wird, d.h., der Anstieg zwischen den beiden Wendepunkten ist fiir eine zuneh-
mende Zahl an Durchldufen sehr klein oder sogar Null.
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Abbildung 6.29: Vorhersage der Entwicklung des Paralexikons
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6 Simulationsergebnisse und Auswertung

Verfolgt man den Verlauf des Polynoms weiter (Abb. 6.32), wird sehr schnell klar,
dass nach nur wenigen Perioden iiber 30 die Aufnahme falscher Sequenzen ins Parale-
xikon stark tiberwiegt. Nach 52 Perioden ist die Zahl zwischen richtigen und falschen
Sequenzen gleich und nach nur zwei oder drei weiteren Perioden iiberwiegen fehlerhafte
Segmentierungen. Der Verlauf der Fehlerkurve in dieser Art ist in einer weiteren Fort-
fithrung nicht moglich, da die Phonemsequenzen endlich sind. Die Skalenertrige werden
also bei zunehmenden Durchldufen abnehmen und die Gesamtheit der Kurve zu einer
S-Gestalt formen. Interessant ist dennoch, dass fiir ¢ > 20 die Schnittpunkte zwischen

Fehlerfunktion und Lexikonentwicklung sehr nahe bei einander liegen. Sie streuen um
den Wert 52 Durchléufe.

Unabhéngig davon, wie die Gestalt der Fehlerfunktion von den Durchldufen grofer als
30 aussieht, ldsst sich mit Gewissheit sagen, dass eine Mustererkennung nach weiteren
Segmentierungsgesetzmifigkeiten im Paralexikon nach f”(w) = 0 nicht mehr moglich
ist. Das Verhéltnis zwischen Fehlern und richtigen Segmentierungen ist schlichtweg zu
grof, um sie bei der Suche nach Gesetzmifigkeiten vernachléssigen zu konnen. Da sich
bei allen Funktionen mit ¢ > 15 ein derartiger Verlauf der Fehlerfunktion andeutet,
musste die Entscheidung fiir eine Lexikonfunktion von 10 Wértern pro Durchlauf fallen.
Dies wird noch durch einen gliicklichen Zufall erleichtert.

Uberschreitet ¢ eine bestimmte Hohe (um 10 Wérter) wirken sich die unterschiedlichen
(-Werte nicht mehr signifikant auf die F}-Werte aus (siche Tabelle 6.4), wie man nach
der oben angestellten Uberlegung intuitiv annehmen wiirde. Es geht also nicht nur um
die Grofke des Paralexikons, sondern auch um die Qualitdt der Eintrdage. Bei grofem ¢
ist die Wahrscheinlichkeit zwar héher, dass mehr Worter aufgenommen werden, weil sie
in dem jeweiligen Korpus auch entsprechend héufig vertreten sind; sie kommen aber auf
Dauer und im Durchschnitt eher selten bei anderen Korpora vor (siehe Anhang B). Das
hat zur Folge, dass sie bei Einsatz der Rekursion keinen Beitrag leisten, weil sie nicht
im Korpus stehen. Ein moglichst grofles Paralexikon ist zwar weiterhin zu préferieren,
insbesondere wenn es die grammatischen Morpheme am Eintrag spezifiziert, aber dies
muss immer auch in Abwigung zu der Qualitidt der Eintridge und zu den Fehleintragen
geschehen.

Tabelle 6.4 zeigt warum. Die Perioden 29 und 30 geben fiir beide ( die gleichen Mess-
werte, weil es sich bei beiden Simulationen um die gleiche Anordnung von Korpora han-
delt. Nach 30 Perioden wird das akkumulierte Paralexikon eingefiigt und die Fj-Werte
verbessern sich in beiden Simulationen um fast 30 Prozent. In Periode 31 sehen die Wer-
te fiir das grokere Paralexikon etwas besser aus, weil die Prézision aufgrund geringerer
falscher Segmentierungen, besser ausfillt. Aber schon in der Folgeperiode verdoppeln
sich die falschen Segmentierungen bei ( = 30. Dieses Ergebnis unterstreicht die vorher
angestellte Uberlegung, dass die Grofe des Paralexikons ausschlaggebend fiir eine deut-
liche Erh6hung der Segmentierungsleistung ist. Die Fehlerquote kann man davon jedoch
nicht unabhingig betrachten. Die Grofe des Lexikons hangt von ¢ und von der Anzahl
der Perioden vor Einsatz der Rekursion (u) ab. Wahrend p moglichst grof zu wihlen
ist, darf ¢ 30 Worter nicht wesentlich iiberschreiten, weil die Fehlerquote sonst expo-
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korrekte und falsche Wortaufnahme bei L=25
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Abbildung 6.32: Trends fiir falsche und richtige Woérter im Paralexikon
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6.4 Entwicklung und Figenschaften der Lexikonfunktion

Periode richtig falsch nicht precision recall Fj

29 1132 493 1427 0.70 0.44 0.54
30 1146 416 1467 0.73 0.44 0.55

¢ =10 31 2127 602 322 0.78 0.87 0.82
392 2164 759 432 0.74 0.83 0.78
29 1132 493 1427  0.70 0.44 0.54
¢ = 30 30 1146 416 1467  0.73 0.44 0.55

31 2133 548 316 0.80 0.87 0.83
32 2283 1000 313 0.70 0.88 0.78

Tabelle 6.4: Vergleich der Leistungsmafse fiir ( = 10 und ¢ = 30

nentiell ansteigt. Abbildung 6.33 zeigt schematisch und Abbildung 59 faktisch wie sich
Fy in Abhéangigkeit vom Rekursionsanfang entwickelt. Vergehen nur wenige Perioden,
enthilt das Paralexikon erst wenige Eintrége (siehe Abb. 6.25), aber auch keine Feh-
ler. Mit steigender Periodenzahl wachsen die Eintrige logarithmisch. Auf gleiche Weise
verhalten sich die F;-Werte. Beobachtbar ist auch, dass sich die Lexikonfunktionen mit
wachsender Periodenzahl weniger stark absenken und dies ldsst den Schluss zu, dass
sie sich bei entsprechend hoher Periodenzahl w dem Verlauf der Funktion, welche die
Fi-Maximalwerte beschreibt argmaz(LexFunc), angleicht — der Verzogerungseffekt im
weiteren Fortgang also génzlich aufgehoben wird. Dieser Gedanke wurde in Abbildung
6.33 schematisch dargestellt. Die allm&hliche Hebung der Funktionenschar Lex F'unc tritt
besonders deutlich bei einem Rekursionsanfang nach 25 Perioden auf.

Die anfangs gestellten Fragen nach der Grofe des Paralexikons und der notwendigen
Periodenzahl p, um die Lexikongréfe zu erreichen, kann nun zusammenfassend beant-
wortet werden. Die Groke des Paralexikons sollte 30 Eintrige nicht iiberschreiten, da
ansonsten auch schon Eintrige ins Paralexikon aufgenommen werden, die nur zwei- oder
dreimal segmentiert wurden. Darunter wiirden sich sehr viele zufillige und korpusspezi-
fische (idiosynkratische) Segmentierungen wiederfinden, die aber keinen Worteinheiten
entsprechen und normalerweise unter der Annahme der hiufigkeitsabhéngigen Verarbei-
tung des Gehirns nicht langer gespeichert werden wiirden. Nimmt ( einen geringeren
Wert an, geht dies natiirlich nur mit den Kosten eines kleineren Paralexikons einher.
Im Allgemeinen ist dies nicht wiinschenswert, weil die zuvor gemachten Beobachtungen
eindeutig auf den positiven Effekt eines grofen Paralexikons hinweisen. Dieser Umstand
trifft natiirlich auch hier zu. Dagegen aber gilt es, die hohe Fehlerquote abzuwégen.

Die Entscheidung fiir einen spezifischen (-Wert unterliegt also einer doch recht weit-
ldufigen Interpretation. Diese ist hier zugunsten eines kleinen ( ausgefallen. Dafiir kénnen
zwei Griinde angegeben werden. Es konnte gezeigt werden, dass die Fi-Werte nicht we-
sentlich voneinander abweichen. Das widerspricht zunéchst einmal dem Befund, ein mog-
lichst grofées Paralexikon anzulegen. Man fragt: Wenn sich die Grofe des Paralexikons
nicht auf die Segmentierungsleistung auswirkt, dann wiren die vorangestellten Uberle-
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F1

y=argmax{LexFunc)

o~ y=LexFunc

1 | | | | l | | i — >

5 25 50

Perioden/Durchlaufe

Abbildung 6.33: Zusammenhang zwischen F} und p; ¢ = 10 (schematisch)
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6 Simulationsergebnisse und Auswertung

gungen und Beobachtungen falsch beziehungsweise fehlinterpretiert. Das ist aber nicht
der Fall. Eine ndhere Analyse des Datenmaterials zeigte, dass es sich um ein Kritisches-
Masse-Phinomen handelt. Dabei fallen die entsprechenden Fj-Werte zwischen ¢ = 10
und ¢ = 30 in das gleiche Intervall. Da nun { = 10 keine statistisch relevanten Fehler
aufweist, fiel die Entscheidung auf ein kleineres Paralexikon.

Der zweite Grund fiir diese Entscheidung ergibt sich aus der Beantwortung folgen-
der Fragen: Reicht die Grofe des Paralexikons aus, um weitere Gesetzmafigkeiten der
Sprache eindeutig abzuleiten? Kann man mittels eines internen Rekursionsprozesses fei-
nere Segmentierungen vornehmen? Dies ist mit Wortlisten von 80 Eintrigen sicherlich
gut moglich, wenn man auch einer Liste von 250 Eintrigen eine hohere Zuverlissigkeit
(Reliabilitit) zugestehen miisste. Wiederum wirkt sich auch dabei die hohe Fehlerquote
des grofseren Paralexikons aus, da man nicht davon ausgehen darf, dass der Sprach-
lerner falsche und richtige Segmentierungen bereits unterscheiden kann. So wiirden die
Falscheintrige einmal die Mustererkennung weiterer Gesetzméafigkeiten erschweren (z.B.
/zjor/, /tdot/ oder /zdot/ in der Phonotaktik), zum anderen wiirden ldngere Phrasen
nicht in ihre Bestandteile oder nur in falsche zerlegt werden kénnen (bei /werzjor/,
J1zjor/ oder /1zdot/). Dies ist bei einer geringen Fehlerquote nicht der Fall, sodass die
Entscheidung wiederholt auf ein kleines ¢ fallen sollte (siehe Anhang B fiir das Daten-
material beider Paralexika).

Mit der zweiten Frage sollte eine Beantwortung auf die Anzahl der Perioden fiir die
Erstellung des Paralexikons gegeben werden. Aus den Daten in Abbildung 6.25 geht
hervor, dass sich fiir = 10 nach 20 Perioden nur noch geringe Wortzuwéchse verzeichnen
lassen, fiir ( = 30 wird die dritte Ableitung erst in den 20er Perioden negativ und erhélt
dann nach 30 Perioden keinen signifikanten Zuwachs mehr. Favorisiert man also ein
niedriges (, dann hat man bereits nach 25 Perioden eine dem Maximum schon recht
nahe Grofse des Paralexikons erreicht.

Letztlich seien die Eigenschaften des Paralexikons detailierter erklart. Mit einem kri-
tischen Blick auf das Datenmaterial, das die bislang ermittelten Idealwerte benutzt
(¢ = 10, p = 30, 0 = 0.1, A = 2), konnen Gesetzmifbigkeiten hergeleitet werden.
Dies geschieht unter Beriicksichtigung experimenteller Befunde aus der Psycholinguistik
und Entwicklungspsychologie.

6.5 Eigenschaften des Paralexikons

Die Tabellen 6.5 und 6.6 zeigen das Analysematerial, welches fiir die Erkennung wei-
terer Muster verwendet werden kann. Erst wenn ein solche Worterliste mit den Uber-
gangswahrscheinlichkeiten und einer rekursiven Einsetzungsprozedur erstellt ist, kénnen
weitere Informationen aus diesem Material gewonnen werden, so wie es in Jusczyk et al.
(1993a), Jusczyk et al. (1993b), Jusczyk et al. (1994), Jusczyk et al. (1999a), Jusczyk
und Aslin (1995), Jusczyk (1998) und Jusczyk (1999) beschrieben wird. Dieser wichtige
erste Schritt, die Erstellung des Paralexikons, wird in der Literatur sehr elegant umgan-
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gen, indem es immer implizit vorausgesetzt oder als Annahme, die noch ndher zu klaren
sei, vermerkt wird. In der Tat ist dieses Material aber die Grundlage fiir weitergehende
Segmentierungsmechanismen, die hier beispielhaft an der Worterliste gezeigt werden.

Das in Tabelle 6.6 erstellte Paralexikon umfasst in etwa 80 Eintrége. Jeder dieser Ein-
trage kann als Einheit erkannt werden. Dies ist der erste wichtige Schritt. Jeder Eintrag
hat ein bestimmtes Betonungsmuster, welches beispielsweise in Jusczyk et al. (1999¢),
Johnson und Jusczyk (2001) oder Norris’ MSS (Norris et al., 2001) eine entscheidende
Rolle spielt. Worteinheit und Betonung kénnen aber erst anhand einer solchen Wortliste
in einen Zusammenhang gebracht werden, nicht schon in einem unsegmentierten Text.
Die Information, wo die Einheit authort und endet, ist in einem unsegmentierten Text
nicht vorhanden. Die hier gelisteten Eintrage erlauben diesen Zusammenhang herzustel-
len. Alle Worter sind mit nur einer Ausnahme (/ovker/) anfangsbetont. Da man nun die
Wortgrenzen kennt, kann man beide Informationen — Wortgrenze und Stelle der Beto-
nung — zusammenfiigen und die Regel ableiten, dass der Wortanfang durch die betonte
Silbe definiert sei.

Jouker/ ist auf der zweiten Silbe betont und hat auf /ou/ nur eine sekundére Betonung.
Mit fortlaufender Entwicklung des Paralexikons werden sich auch diese Fille haufen und
die Regel wird eine Anpassung erfahren miissen. Dieser Zustand konnte auch experi-
mentell belegt werden (siche Kap. 3.2.1). Erst mit neun bezichungsweise zehneinhalb
Monaten tritt die Regelanderung ein (Jusczyk et al., 1999¢). Nach den hier angestellten
Uberlegungen wiirde das Kind genau diese Zeit brauchen, um geniigend Material im
Paralexikon zu sammeln. Bis dahin wiirde das Kind jedoch mit der Betonung-gleich-
Wortanfang-Regel verfahren. Wenn es /ouju/ hort, bei welchem das /ou/ betont ist, hat
es sogleich einen Fall, welcher die Regel wieder bestitigt.

/m/ kann als einziger Eintrag kein dominantes Betonungsmuster aufweisen, weil es
am Wortende immer unbetont auftritt. Auf diese Weise konnte es als Sonderfall auch
schon von einem Sdugling erkannt werden.

Interessant ist doch nun, wie das Kind mit Einheiten umgeht, welche wirklich mehrere
Worter enthalten und welche so zundchst nicht mit der Regel in Einklang zu bringen
sind. Der Sprachlerner kénnte sich einerseits denken, dass nicht alle priméren Betonungs-
muster mit einer Wortgrenze zusammenfallen. Andererseits konnte es die betreffenden
Eintrége der Regel anpassen. Passt das Kind die Regel an, bleibt das Paralexikon wie
es ist und es mag sich im spéateren Verlauf des Spracherwerbs als positiv herausstellen,
wenn mehr Ausnahmen in das Paralexikon gelangen. Die andere Mdglichkeit wére es,
das Lexikon zu dndern. Diese Variante wiirde sich auf die Segmentierung sicherlich auch
kurzfristig positiv auswirken. Der Sprachlerner miisste jedoch dann sicherlich spéter die
Regel anpassen, um die Ausnahmen der zweitbetonten Silben zu bewéltigen. Beide Stra-
tegien wiirden zum Ziel fiithren. Fiir die zweitgenannte Strategie hétte der Sprachlerner
bereits nach der ersten Periode geniigend Material zur Verfiigung, um die Musterun-
terschiede im Paralexikon zu beseitigen. Von den 10 Eintrdgen des ersten Durchgangs
fallen die Wortanfiange bei neun Eintrigen mit der starken Betonung zusammen. Beim
letzten Eintrag /derjugou/ stimmt dies zwar auch, aber innerhalb der Einheit gibt es
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11
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kon

wi

tu

Oats
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98
57
45
37
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31
28
26
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12
12
11
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kon
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kadlitedi
luk
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)
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duy
derjugou
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oA
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71
47
46
45
44
37
37
31
31
25
24
23
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14
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13
13
13
12
12
12
12
12
12
11
11
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ond
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jo
auker
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ts
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duy
derjugou
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OA

93
89
56
48
47
46
45
44
37
37
31
25
24
23
19
17
16
14
14
13
13
13
13
12
12
12
12
12
12
12
12
12
11
11

Tabelle 6.5: Lexikonentwicklung fiir w = 6, { = 10
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6.5 Eigenschaften des Paralexikons

Rang Eintrag Anzahl H Rang Eintrag  Anzahl H Rang Eintrag Anzahl
1 ju 543 29 1ts 34 Y drarjor 12
2 jor 482 30 Dr 28 o8 si 12
3 ond 359 31 jo 28 59 AD 12
4 dot 238 32 wer 25 60 dabol 12
5 hir 189 33 dzus 24 61 krti 12
6 mpmi 185 34 kam 23 62 ho 12
7 WAt 174 35 Iital 23 63 wont 12
8 der 139 36 for 22 64 derjugou 12
9 oA 123 37 dury 22 65 hond 12
10 sAm 88 38 luk 21 66 gou 11
11 morgan 87 39 tJikan 18 67 berbi 11
12 ol 80 40 it 18 68 WD 11
13 dots 79 41 red 16 69 watorjudury 11
14 1y 68 42 dount 16 70 noIz 10
15 kon 67 43 AN 15 71 mpmiz 10
16 dilan 66 44 trar 15 72 018 10
17 tu 65 45 1z 14 73 dzast 10
18 1y 65 46 kampn 14 74 Ootsrart 10
19 mondi 64 47 auju 13 75 konju 10
20 prju 60 48 ouker 13 76 Ju 9
21 lets 59 49 her 13 77 ton 9
22 mor 59 50 kadlitedi 13 78 zond 9
23 get 47 51 bok 13 79 hiz 9
24 hov 47 52 priti 13 80 babal 8
25 pn 43 53 Am 13 81 Jat 8
26 wi 40 o4 novju 12 82 nou 8
27 wots3 37 55 konjuser 12 83 of 8
28 ouker 35 56 WAD 12 84 ravnd 8

Tabelle 6.6: Lexikon nach 30 Durchléufen bei ¢ = 10, u = 30
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6 Simulationsergebnisse und Auswertung

noch zwei weitere Betonungen gleicher Intensitéit."* Da nun /ju/ bereits als Einheit im

Lexikon steht, konnte das ,analytische’ Kind, diese Teilmenge mit genau dem Mecha-
nismus substituieren, welchen es auch bei der rekursiven Struktur anwenden wiirde und
von Marcus et al (1999) experimentell iiberpriift wurde (sieche Kap. 3.2.4). Im zweiten
Durchgang wiirde das Kind auch so mit /orju/ verfahren. Dieser Vorgang kénnte sich
auch mit /ovker/ wiederholen.' Ab der dritten Periode steht aber das /m/ im Lexikon.
Nach der vorgestellten Logik miisste es auch aus /duiy/ herausgelost werden. Eine mog-
liche Erklirung koénnte das nicht vorhandene Betonungsmuster von /mj/ sein, die das
Kind dazu verleitet, keine Trennung vorzunehmen. Die Regel lautet schliefslich ,starke
Silbe = Wortanfang®. Da dies nicht zutrifft, findet auch keine Segmentierung statt. Ahn-
lich konnte man auch bei /ovker/ argumentieren. Dieser Eintrag hat eine abweichende
Struktur von allen anderen. Weil das /ou/ immerhin noch eine sekundire Betonung

tragt, konnte dies als ein Hinweis gewertet werden, dass es nicht wie andere Einheiten
behandelt wird.

Gegen eine Rekursion innerhalb des Paralexikons, wie gerade diskutiert, spricht aber
wieder das Problem des Eingebettetseins, denn man kann nicht einfach voraussetzen,
dass das Kind nur genau die richtigen Einheiten auswéhlt, welche tatsidchlich echte Zu-
sammensetzungen sind. Zwar ist dieses Problem nun im Vergleich zum unverarbeiteten
Input minimal — im gegebenen Paralexikon gibt es nur wenige Fille (/an/ in /dilan/,
/morgan/, /tfikan/ oder /wan/) —, aber es ist existent und bei groferen Paralexika konn-
te die Embeddedness durchaus zu chaotischen Segmentierungen fiihren.'¢ Besser wiire es,
wenn der Sprachlerner nun parallel zu der prosodischen Segmentierung, erste Bedeutun-
gen zuordnen kdnnte und beginnt das morphologische Regelsystem zu entwickeln. Eine
abschliefsende Beantwortung der Frage kann aber erst mit dem Wissen iiber die genaue
Struktur des mentalen Lexikons erfolgen, weil man erst dann weiss, ob beispielsweise das
/m/ iiberhaupt einzeln repriisentiert werden sollte.'”

Andererseits gibt es auch Hinweise in der Literatur, dass Kleinkinder lingere Phrasen
als Einheiten zumindest passiv als atomare Bedeutungsstrukturen verwenden (Tomasello
(2003); Peters (1983)). Dies spricht fiir eine grokziigige Regelauslegung und mag kurz-

14Wie Houston et al. (2004, 129) aufzeigen, ist die Speicherung als ein paralexikalischer Eintrag in diesem
Fall tatséachlich beobachtbar, wenn keine prosodischen Informationen einflieken. Bei Zunahme der
Wortakzente wiirde die Phrase jedoch separiert werden.

15Das ,guitaris-Experiment” (Jusczyk et al., 1999c) gibt den Beweis dafiir, dass das anglophone Kind
im Alter von siebeneinhalb Monaten nur in der Lage ist, das stark/schwach-Silbenmuster zu nutzen.

16 Algorithmisch liee sich dieses Problem durch eine zusétzliche Annahme fast vollstéindig 16sen: Eine
rekursive Einsetzung ist innerhalb des Paralexikons immer dann moglich, wenn alle Bestandteile
eines segmentierten Eintrags bereits im Paralexikon vorhanden sind. Diese Losung funktioniert fiir
das Beispiellexikon in Tabelle 6.6 nur fiir das [iy]-Morphem nicht.

17 Auch hierfiir gibt es bereits implementierte Simulationen (Baayen und Schreuder, 2000) und seit lin-
geren entsprechende experimentelle Befunde (Taft und Forster (1975); Taft und Forster (1976); Taft
(1979)) zu den genauen Prozessabldufen. Siehe auch Clahsen und Rothweiler (1992) und Clahsen
(1999) zur Frage, ob das morphologische Regelsystem ganz im Sinne des Nativismus als ein eigen-
stindiges Modul mit einfacher oder dualer Verarbeitung fungiert. Passend zu dieser Arbeit stellt
die Studie von Baayen (1992) einen Bezug zwischen der Produktivitit eines Morphems und dessen
H&ufigkeit her.
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6.6 Zusammenfassung

fristig zu einer Leistungsminderung fiihren, da einige Liicken ja nicht erkannt werden,
wie zum Beispiel in /derjugou /."®

Problematisch sind /ho/ und /zond/ als fehlerhafte Segmentierungen. Hier muss hin-
rugefiigt werden, dass sie aus lediglich einem Korpus stammen und ihre Zahl nicht weiter
erhoht haben. Man kénnte hier nach dem Grundsatz der Haufigkeit davon ausgehen, dass
sie bei der Fortentwicklung des Lexikons mit einigen anderen seltenen Kandidaten nicht
weiter beachtet werden, weil sie eben nicht mehr als atomare, eigenstindige Einheiten
vorkommen und im Verhiltnis zu den anderen Eintragen zu klein sind, sonst vergessen
werden.

Schlieflich lassen sich aus dem Paralexikon noch einige der phonotaktischen Merkmale
der Sprache ableiten. Alle Kombinationen, welche innerhalb einer Einheit vorkommen,
gelten danach als erlaubte Kombinationen. Auf gleiche Weise wiren alle Kombinationen,
die iiberhaupt nicht vorkommen, phonotaktische Marker, welche definitiv eine Wortgren-
ze bestimmen. Auch diese Information kann erst auf Basis einer vorhandenen Wortliste
erfolgen, da man davor nicht weifs, ob man sich nicht doch innerhalb eines Wortes befin-
det. Und auch hier ist der Sprachlerner erst mit neun bis zehn Monaten in der Lage, diese
phonotaktischen Informationen zu nutzen (Jusczyk et al., 1994). Das kénnte ein weiterer
Hinweis darauf sein, dass das Kind erst eine gewisse Zeit braucht, um das Datenmaterial
in der hier beschriebenen Weise anzulegen.

6.6 Zusammenfassung

Nach der Analyse des umfangreichen Datenmaterials'® konnte eine optimale Kombina-
tion von Phonemkettenldnge A und Sensibilitit o gefunden werden. Diese Kombination
erlaubt einen Text mit einer Segmentierungseffizienz von F;=0.55 zu bearbeiten. Dabei
hat sich gezeigt, dass die genaue Phonemkettenlinge A kein entscheidendes Kriterium
ist, sondern recht weitldufig divergieren kann. Ab 5000 Zeichen lasst sich fiir jede Kor-
pusgrofe eine Schnittmenge aller Fi-Maxima ermitteln (Phonemkettenlénge o = 1 bis
4; Sensibilitdt A = 0.1). Die Sensibilitdt ¢ hingegen sollte minimale Werte annehmen.
Allerdings ist fiir Korpora unter 1000 Zeichen diese Kombination nicht zielfithrend. Dar-
aus ergibt sich, dass der Sprachlerner einen Input von mindestens 1000 Wortern als
zusammenhéngende Berechnungsgrundlage nehmen miisste. Geht man von weniger als
250 Wértern aus, muss die Anderung der Sensibilitit in Abhfingigkeit von der Korpus-

18Brent (1997, 26) betrachtet in seinem DR-Algorithmus derartige Zusammensetzungen immer als ein
Wort, wenn keine Teilmenge im bereits segmentierten Material zur Verfiigung steht (autonomous-
bootstrapping-Ansatz).

19 Jeweils 32 Korpora einer Korpusgrofie bis zu einer Grofie von einschlieRlich 10.000 Zeichen. (ab 20.000
Zeichen acht, ab 50.000 Zeichen vier, ab 100.000 Zeichen zwei und dariiber ein Korpusreprasentant,
siche Tabelle 5.2, Kap. 5.2.4.1) wurden untersucht. Jeder der Korpusrepréisentanten einer Grofse ent-
hielt fiinf Durchldufe von jeweils drei unterschiedlichen Lexikongrofen (10, 20, 30). Jeder Durchlauf
listete fiir zehn Sensibilitédtsstufen zwischen Null und eins und Phonemketten zwischen eins und zehn
alle Messwerte auf. Daraus ergibt sich eine Anzahl von 600.000 F;-Werten und 480.000 Angaben

zur Wortanzahl, die in bestimmter Ordnung mit einander verglichen werden mussten.
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6 Simulationsergebnisse und Auswertung

grofe erkliart werden. Ein Mechanismus dafiir ist aber nicht plausibel, sodass von einem
groferen Informationsinput ausgegangen werden darf.

Die Einfiithrung einer rekursiven Struktur bedeutet, dass die Ubergangswahrscheinlich-
keiten des gleichen oder eines anderen Korpus noch einmal berechnet werden, aber unter
Beriicksichtigung der Information aus den vorhergehenden Berechnungen. Die Lexikon-
funktion beschreibt, wie viel von dieser Information verwendet werden soll. Sie definiert
die Anzahl der am h#ufigsten segmentierten Einheiten fiir jede nun folgende Periode.
Es hat sich gezeigt, dass eine konstante Funktion der Form ¢ = konst. (10, 20 oder 30)
anderen funktionalen Verldufen aus Griinden der Schlichtheit vorzuziehen ist. Ein Un-
terschied in den Fj-Werten war auch bei sehr komplexen logarithmischen, Exponential-
oder Winkelfunktionen héherer Ordnung nicht erkennbar und so sollte nach dem [ex
parsimoniae die einfachste Struktur gewéhlt werden. Der gliickliche Umstand, dass die
Sensibilitdten o und Phonemkettenldngen A fiir alle Maximalwerte F} fiir einen Korpus
iiber alle Perioden hinweg gleich bleiben, ermdglicht eine {ibersichtliche Darstellung. £
kann in Abhingigkeit von der Anzahl der Perioden und der Lexikonfunktion?® darge-
stellt werden. So kann man anhand der gegebenen Daten beobachten, dass die Segmen-
tierungsleistung einen signifikanten Zuwachs bis zu 10 Prozent mit der zweiten Periode
verzeichnet, danach jedoch nur noch sehr leicht wichst oder gar konstant bleibt. Da-
bei gleichen sich Fehlsegmentierungen und richtige Segmentierungsleistungen aus. Der
Zuwachs erkldrt sich durch ein starkes Wachsen der Vollstdndigkeit, also dadurch, dass
mehr segmentiert wird. Die Lexikonfunktion nimmt darauf erst bei groken Korpora ent-
scheidend Einfluss und dann auch nur hinsichtlich ihrer Robustheit, d.h., ein weiteres
Spektrum an Sensibilitdten und Phonemkettenléngen ist fiir hohe F}-Werte moglich. Bei
einem Vergleich zwischen dem Wortzuwachs im Paralexikon und F; konnte der Einfluss
des Paralexikons auf die Segmentierungsleistung begriindet werden. Bei kleineren Korpo-
ra bildet die Wortanzahl in etwa den Verlauf von F} nach. Bei groferen Korpora verliert
sich diese Symmetrie. Bei ihnen treten die logisch widerspriichlichen Zustdnde von Sensi-
bilitdt und Phonemkettenldnge als quasi-chaotische Zusténde hervor. Der Riickgang der
Segmentierungsleistung ab der dritten Periode liegt in dem Embeddedness-Problem der
Morpheme begriindet. Zunéachst konnte festgestellt werden, dass ein grokes Paralexikon
diese Problemquelle abmildern wiirde, wenn es denn die morphemischen Varianten der
Lexeme enthélt.

Die genaue Form der Lexikonfunktion ( ist schliefslich weiter ergriindet worden. Hier
beschrinkt sich die Erforschung allerdings auf eine Korpusgrofe von 10.000 Zeichen.
Nimmt man in jeder Periode unterschiedliche Korpora, ldsst sich ein ,Verzégerungsef-
fekt nachweisen. Die Abnahme der Fj-Werte erfolgt nicht in der zweiten, sondern in
der vierten Periode. Dies ist unmittelbar fiir das Problem der Embeddedness relevant,
weil offensichtlich zuerst weitere Eintrdge ins Paralexikon vorgenommen werden bevor
die Zersplitterung der Worter einsetzt. Somit sollte die Frage erforscht werden, wie vie-
le Eintrédge noch vorgenommen werden kénnen und ob der Beginn der Rekursion (u)
entscheidenden Einfluss auf die Segmentierung hat.

20Die Lexikonfunktion, wenn konstant gehalten, ist gleich der Lexikongréfie pro Periode bei 1 > 5000
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6.6 Zusammenfassung

Ein Vergleich verschiedener Paralexika, welche unter Manipulation der genannten Ein-
fliisse, verglichen wurden, hat sowohl die optimale Lexikonfunktion als auch den richtigen
Einsatz der Rekursion in Abhéngigkeit von der Lexikonfunktion ¢ bestimmt. So sollte
bei einer Lexikonfinktion ¢ = 10 die Rekursion bei p = 25 Perioden beginnen, weil der
Wortzuwachs danach unsignifikant ist (Grenzwert = 107). Fiir diese Kombinationen
lassen sich abermals die maximalen F}-Werte durch eine Funktion argmaz(LexFunc)?!
beschreiben. Bei einem Rekursionanfang nach 25 Perioden beginnen sich die F;-Werte
der einzelnen Lexikonfunktionen (; der argmaz(LexFunc) anzuschmiegen. Die chaoti-
sche Zersetzung des Lautstroms hebt sich damit immer weiter auf, je mehr die Rekursion
zeitlich verschoben wird. Fiir ein im Unendlichen beginnendes u gilt somit

argmax(LexFunc) = Lex Funcs. (6.10)

Schlieklich sind die Eigenschaften des Paralexikons herausgestellt wurden. Vor dem
Hintergrund, welche Informationen zuerst kognitiv verarbeitet werden miissten, konnte
gezeigt werden, dass das erstellte Paralexikon als Ausgangspunkt ausreichend ist, um
weitere Gesetzmafigkeiten, die dem gleichen Prinzip unterliegen wie die Rekursionsme-
chanismen, geniigt. Aus dem Wortmaterial des Paralexikons kénnen phonotaktische und
metrische Gesetzmafigkeiten vorhergesagt werden. Diese Gesetzmifigkeiten wiirden im
sich anschlieflenden Fortgang der Segmentierungen genutzt werden, um die verbleiben-
den Segmentierungen vorzunehmen und die falschen Segmentierungen zu beseitigen.

2 Lex Func umfasst alle moglichen Lexikonfunktionen ¢;.
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7 Schlussbetrachtung

7.1 Beitrag zur Anlage-Umwelt-Debatte

Das anfangs formulierte Ziel der Arbeit war, die nativistische Annahme der Reizarmut
des Sprachsignals zu widerlegen. Das Argument der Reizarmut unterstellt, dass es kei-
nen direkten Zusammenhang, keinen Mechanismus, zwischen dem Sprachinput und der
erlernten Sprache, dem Output, geben kann, der erklirt wie aus dem Input der Output
unter Verwendung allgemeiner kognitiver Gesetzméifigkeiten, entstehen kénne. Fiir den
Bereich der Sprachsegmentierung kann diese Annahme nun nicht mehr aufrechterhalten
werden.! Die Informationen, die im Sprachsignal statistisch kodiert sind, konnen eine
Beziehung zwischen Input und Output herstellen. Damit verliert das Argument der Rei-
zarmut seine Attraktivitit, weil es zumindest theoretisch einen Mechanismus gibt, der es
erlaubt, einen Sprachstrom zufriedenstellend zu segmentieren, ohne auf voreingestellte
sprachspezifische Informationen zuriickzugreifen und der die allgemeinen kognitiven Fa-
higkeiten der Sprachlerner dieses Alters beriicksichtigt. Somit ldsst sich kurz festhalten:
Fiir die Sprachsegmentierung ist Chomskys Argument der Reizarmut nicht zutreffend,
weil das Sprachsignal selbst so viele Informationen zur Verfiigung stellt, wie zur Seg-
mentierung eines Sprachstroms bendtigt werden.?

Dieses Ergebnis stirkt also die Einfliisse der Umwelt auf die Sprachentwicklung. Wie
zu Beginn erldutert, lasst das Ergebnis nicht die Aussage zu, dass der Sprachlerner den

!Natiirlich sagt die Arbeit nichts iiber das Argument in Anwendung auf die Syntax aus. Es ermutigt
aber nach den versteckten Informationen und selbstorganisatorischen Prinzipien auch dort zu suchen.
2Chomsky ist in seinen diesbeziiglichen Formulierungen sehr explizit, sodass hier die Bezugnahme
auf seine Argumentation leicht féllt. Er beschreibt einen Wissenschaftler S, der unvoreingenommen
zwischen zwei Ansétzen R und E wihlen kann. R und E stehen fiir die Wissenschaftsparadigmen
Empirismus und Rationalismus, wobei E die unbeschriebene Tafel, unter anderem mit der Fahigkeit

die Reaktionswahrscheinlichkeiten durch periphere Verstirkungsmechanismen zu modi-
fizieren, die durch Rekurs auf den Stimulusraum definiert werden, ...(Chomsky, 1977,
175)

reprasentiert. Wie gewohnt, wird S mit einer Reihe von Sprachbeispielen konfrontiert, die ihm zei-
gen sollen, dass die Mdoglichkeiten in E nicht ausreichend sein kénnen, die Strukturabhingigkeiten
(struture dependence) zu erkennen und er deshalb auf R ausweichen muss:

Jedes dieser Beispiele liefert zusitzliche Belege fiir die Schlussfolgerung, dafl ein Vorgehen
nach E, in dem Segmentierung, Klassifikation, Analogie und Generalisierung eine grund-
legende Rolle spielen, prinzipiell verfehlt ist. (Chomsky, 1977, 180f)

Eine entsprechende Widerlegung anhand der gegebenen Beispiele bei Zulassung von statistischen
Informationen findet sich in Lewis und Elman (2001). An dieser Stelle kann man nur anmerken,
dass Chomsky die Segmentierung aus der Aufzihlung streichen sollte.
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7 Schlussbetrachtung

vorgestellten Algorithmus benutzt, aber die Simulation entkréftet das nativistische Ar-
gument doch entscheidend. Die Schwiche des Arguments liegt ja darin, dass es eine
Aussage iiber die Natur des Input-Output-Verhéltnisses trifft, ohne selbst eine kritische
Evaluierung der sehr generellen Annahmen des Input (PLD?) vorzunehmen (Pereira,
2000, 1243). Es basiert auf einer vielleicht anfangs intuitiv verstédndlichen und einleuch-
tenden, aber eben auf einer nicht ausreichend iiberpriiften Annahme. Es ist moglich, diese
Annahme als unzutreffend darzustellen, indem man zeigt, dass die empirische Pramisse
(siche Kap. 1.3) nicht generell wahr sein kann. Da die empirische Pramisse sehr allgemein
ist — die Aussage, dass nicht geniigend Informationen vorhanden sind, spezifiziert nicht
die Art der Information — ist es auch moglich, die Annahme in ihrer breiten allgemei-
nen Aufstellung zu kritisieren. Schlieflich umfasst die Annahme hier die Information im
Allgemeinen und diese wiederum eben nicht nur offensichtliche, unilaterale und lineare
Auspragungen. Es muss also zuléssig sein, auch alle Information einzubeziehen.

Wer das Datenproblem des PLD nicht schliissig erklaren kann, verfehlt das Ziel, die
Hypothese der Reizarmut auf eine fundierte, plausible Basis zu stellen. Fehlt diese Ba-
sis, miissen auch die Versuche, den LAD* zu rechtfertigen, letztendlich fehl schlagen.
Die Literatur der generativen Linguistik beinhaltet anerkennenswerte Leistungen von
Uberlegungen iiber die genaue Ausgestaltung der Rahmenbedingungen innerhalb des
LAD. Man kann kaum mehr Lehrbiicher finden, in denen nicht zahlreiche Beispiele an-
gefithrt werden (vgl. Smith, 2004, 39). Selbst in Fachaufsétzen findet man dieses Muster
durchgéingig. Zum Beispiel mégen Crain und Pietroski (2001) eine sehr einleuchtende
Herleitung fiir die Notwendigkeit von Rahmenbedingungen skizzieren. Der entscheiden-
de Punkt liegt jedoch anderswo. Was wére, wenn der PLD die notwendigen Informatio-
nen enthielte? Wozu wiirde man dann noch einem LAD bendtigen? Sollte das Induk-
tionsproblem fiir die Syntax ebenso gelost werden konnen, wie nun im Ansatz fiir die
Wortsegmentierung geschehen, dann werden schlagartig alle Argumente fiir einen LAD
tiberfliissig, weil mit den Eigenschaften des Input der Output (Sprachkompetenz) erklirt
wiére. In derartigen Disputen kann es doch nicht ausreichen, das Datenproblem mit (teil-
weise selbst konstruierten) Einzelbeispielen zu belegen und durch einfache Behauptungen
eine Begriindung dergleichen herzuleiten.

And it seems unlikely that such overgeneration would ever be noticed by adults, given

the relative frequency of the sentence/contexts that would manifest the error. (Crain und
Pietroski, 2001, 15f)

Hier muss sich ein Wissenschaftler fragen, welchen genauen Wert denn nun die relative
Hiufigkeit (relative frequency) hat. Wurde sie gemessen? Wo ist sie denn gegeben (gi-
ven) wie die Autoren behaupten? Dies ist hier nur ein exemplarisches Beispiel, eine Art
Muster, nach dem die Argumentation in den generativen Literaturen zu diesem Thema
typischerweise aufgebaut wird. Offenbar werden Behauptungen als Begriindungen ange-
fiihrt. Der empirische Beweis wire in diesem Fall recht einfach zu bewerkstelligen. Mit
reprisentativen Korpora konnte die Aussage auf ein solides Fundament gestellt werden.
Es mag dabei auch durchaus richtig sein, dass bestimmte Sitze auch in einem représen-

3Primary Linguistic Data
4Language Acquisition Device
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7.1 Beitrag zur Anlage-Umwelt-Debatte

tativen Korpus nicht vorhanden sind. Aber stimmt dies auch fiir einen Strukturvergleich
der Syntax, fiir ein duferlich nicht offensichtliches Muster (Seidenberg et al., 2002, 554)
und fiir pragmatische oder semantische Symbolkonzepte, wie sie Tomasellos Kritik an
Pinkers Buch The Language Instinct gedukert werden (vgl. Tomasello, 1995, 149)7 Dies
ist sicherlich nicht der Fall. Es {iberrascht daher kaum mehr, dass Korpusstudien, welche
den Input des Kindes untersuchen und diesen mit dem von Erwachsenen vergleichen,
die Annahmen im generativen Paradigma anzweifeln miissen (Lewis und Elman (2001);
Reali und Christiansen (2003); vgl. Behrens (2006); Sampson und Postal (2005)). Fodor
und Crowther (2002) versuchen sich zwar an empirischen Korpusdaten der CHILDES
Datenbank, jedoch wird dies nicht dem Namen gerecht, da sie nur einen Fall aus CHIL-
DES - ,Adam“ — mit entsprechenden Daten der Wall-Street-Journals-Datenbank be-
ziehungsweise der Switchboard-Telefonkonversationen vergleichen. Fodor und Crowther
(2002) geht es in erster Linie um eine Kritik an der Feststellung von Pullum und Scholz
(2002).°
a construction inaccessable to infants during the language acquisition process must be rare

enough that it will be almost entirely absent from corpora of text quite generally. (Pullum
und Scholz, 2002, 21)°

Fiir Fodor und Crowther (2002) gibt es Konstruktionen im Sprachwissen der Kin-
der, dessen Muster nicht aus dem Stimulusmaterial gewonnen werden kénnen. Dazu
versuchen die nativistisch geprigten Autoren zunéchst eine Verschiebung zwischen dem
Zeitpunkt der Aufnahme des Inputmaterials und dem beobachtbaren Sprachwissen des
Kindes zu diskutieren. Sie bestreiten, dass beispielsweise ein zweijahriges Kind Sétze der
Form ,,The chair is not strong enough to stand on (*it)“ und ,,He brought the chair in to
stand on (it)“” (Fodor und Crowther, 2002, 113f) gehort hat; die Kompetenz dieses Kin-
des enthielte aber schon das syntaktische Wissen dafiir. Geschickt wird mit dem Alter
des Kindes argumentiert, welches wenn nach unten korrigiert ja schon bestimmte Satz-
konstruktionen kennt, obwohl diese noch nicht im Korpusmaterial fiir dieses Alter nach-
weisbar sind. Unabhéngig davon, ob die Alterskorrekturen richtig sind oder {iberhaupt
relevant sein werden, Fodor und Crowther (2002) sind ein typisches Beispiel fiir eine
Einzelfallbetrachtung, atypisch aber insofern, dass die Autoren empirische Korpusdaten
anfiigen.® Diese Einzelfille konnen doch aber nur dann richtig beurteilt werden, wenn die
Quantitdt derselben in ein rechtes Licht geriickt wird. Es konnte sich doch herausstellen,
dass bei einer repriasentativen Stichprobe, tatsichlich zutreffende syntaktische Muster
festzustellen sind oder dass bestimmte Konstruktionen zwar grammatikalisch sind, aber
tatséchlich nicht verwendet werden. Sampson (2002) unternimmt einen solchen Versuch
und kann fiir eine Reihe von Phéinomen ausreichende Quantititen nachweisen.

Der Grund, ein umfangreiches Theoriegebdude, wie die generative Grammatik, auf
einer nur oberflachlich untersuchten Annahme, wie dem Argument der Reizarmut, auf-

®Weiterhin gibt es Inputdaten, die irrefiihrend (S. 117) oder mehrdeutig (S. 119) sind.

6Anders als der hier gewihlte Ansatz versuchen Pullum und Scholz (2002) zu zeigen, dass durchaus
negative evidence in Korpora zu finden ist.

"als Beispiel fiir Infinitivkomplementierung.

8Die Aussagefihigkeit der Untersuchung ist allerding sehr begrenzt.
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zubauen, lisst sich auf das gleiche Motiv zuriickfiihren, wie eine Stimulusarmut {iber-
haupt zu konstruieren: Namlich der Notwendigkeit die fehlenden Daten kompensieren
zu miissen. Das Argument der Reizarmut erspart eine breit angelegte Untersuchung des
Input fiir andere Weltsprachen® hinsichlich verschieden aufbereiteter Informationen (se-
mantisch, pragmatische Kontextualitdt oder auch nichtlineare Zusammenhénge in den
Symbolanordnungen). Fiir die generative Grammatik selbst existiert ebenso das Pro-
blem der mangelnden Daten. Es ldsst sich kein empirischer Beweis fiir ihre Existenz
anfiihren.!® Thre Existenz wird in Teilen auf das Argument der Reizarmut zuriickge-
filhrt. In anderen Teilen geht sie auf sehr &hnliche Annahmen zuriick, wovon keine eine
klare empirische Datenlage aufweist (Tomasello, 1995). Unter diese Annahmen fallen die
Modularitit,!! die Sprachuniversalien, die Einzigartigkeit der Sprache beim Menschen,

9Hiermit ist vorrangig nicht der indogermanische Sprachstamm gemeint.

10 evelt und Peter (1989), Jackendoff (1996) oder Pinker (1994) gelten als Arbeiten, in denen versucht
wird, experimentelle Befunde mit der Chomskyschen Auffassung einer linguistischen Theorie in
Einklang zu bringen (vgl. z.B. Lieberman, 2000, 7). Allerdings handelt es sich hierbei keinesfalls
um eine empirische Basis, da immer nur die Ergebnisse fiir die generative Theorie hininterpretiert
werden, ohne aber tatséichlich die Annahmen zu hinterfragen und ohne zu wissen, was Ursache und
Wirkung ist, wie es von Calvin und Ojemann (2000, 296) so treffend formuliert wurde (siehe sich
anschliefende Fufinote). Ein weiteres Beispiel ist die Arbeit von Bickerton (1991), in der er die
Evolution der Sprache als ein plotzliches Ereignis beschreibt, welches die einzigartige Syntax durch
neuronale Verschaltungen hervorbrachte. Es lassen sich aber nur dufierliche Beobachtungen, die auf
vielféltige Weise interpretierbar sind, ausmachen. Verwendbare Daten in einem strikten empirischen
Sinne fehlen (vgl. hierzu auch Lieberman, 2000, 127). In Crain und Pietroski (2002, 168ff) werden
empirische Details angefiihrt,

that illustrate the tight relation between the details of linguistic theory and the most
impressive poverty-of-stimulus arguments (Crain und Pietroski, 2002, 167),

wobei

the empirical question is whether the proposed linguistic principles are fruitful in explai-
ning the range of facts that natural languages exhibit (Crain und Pietroski, 2002, 166).

Diese empirischen Details sind nichts weiter als selbst erdachte Satzkonstruktionen, die gram-
matikalisch so gewihlt sind, dass sie angeblich nur mit den zu Grunde liegenden UG-Prinzipien
erklart werden kénnen. Kein Wort wird dariiber verloren, wie es das Kind denn tatséchlich anstellt
und welche Prozesse dort genau ablaufen, sodass man tatséchlich von empirischen Daten sprechen
kénnte. Empirical details kann doch nicht bedeuten, dass hier zwar eine tatsichlich in der Realitét
anzutreffende Satzkonstruktion gewéhlt und alles andere mit reinen Spekulationen hergeleitet wird.
Auch diese Spekulationen miissen empirisch belegt werden. Nur das wiirde einer Behauptung iiber
empirische Details gerecht werden.

1Sie griindet sich auf Studien zu Savants und zu Specific Language Impairment (SLI), zur Einzig-
artigkeit der Syntax und zu lokalisierbaren Gehirnregionen. Letzteres unterliegt leider oft einem
Mifverstindnis und ist nicht gut geeignet, den Disput wie viel Umwelt und Anlage im Spracher-
werb notwendig ist, fiir sich zu entscheiden. Man mdochte ndmlich die Region im Gehirn finden, in
welcher der LAD représentiert wird. Auf dieser Suche nach der Lokalisation der genetisch enkodier-
ten Sprachregion, ziehen Forscher beider Parteien oft die Arbeiten aus der Psycholinguistik heran.
Sie versuchen zu zeigen, welche Verhaltensweisen bei defekten Hirnfunktionen, beispielsweise bei
Broca- oder Wernicke-Aphasien, auftreten und schlieffen nun wiederum auf die Eigenschaften der
Existenz oder der Nichtexistenz des Sprachmoduls riick. Das Problem dabei formulieren Calvin und
Ojemann sehr anschaulich. Sie sagen, dass diese Vorgehensweise Ursache und Zusammenhang von
Beobachtungen verwechselt.
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die Beobachtungen aus dem Erwerb der Zeichensprache und die Diskussion der Pidgins
und Kreolen (Pinker, 1994). Bei (Pinker, 1994)'? findet sich auch die Behauptung, dass
der Mensch iiber keinen entsprechenden Lernmechanismus verfiigt. Diese Aussage hiangt
allerdings direkt mit der Qualitéit des Input zusammen und lisst sich deshalb gut mit
dem Argument der Reizarmut vereinen, denn beide Argumente unterstellen, dass die
Eigenschaften des Inputs vollkommen bekannt sind. Fiir alle anderen eben angefiihrten
Argumente kann diese Arbeit nicht den ihnen gebiihrenden Raum geben, obwohl man
diese Annahmen zur Anlage-Umwelt-Debatte zuschreiben kénnte. Weil sich die Arbeit in
erster Linie auf die Wiederlegung des Arguments der Reizarmut konzentriert, soll nicht
der Eindruck erweckt werden, dass auch die anderen Annahmen der generativen Idee
von den Ergebnissen dieser Arbeit betroffen sind.

Um die Annahme des Arguments der Reizarmut zu spezifizieren, miisste man ange-
ben, warum nur bestimmte Informationen vom Kind verwendet werden kénnen. Das
setzt aber voraus, dass man experimentell bestimmt hat, dass diese (und keine anderen
Informationen) verarbeitet werden. Genau dieses Verfahren sollte aber letzten Endes mit
dem Argument der Reizarmut umgangen werden, weil die Erhebung derartiger Daten
sicher ebenso viel Aufwand oder Unmdglichkeit bedeutet, wie die Existenz des Sprachmo-
duls direkt zu beweisen. Da nun in der vorgefiihrten Simulation nicht nur die Bedingung
einer generellen Annahme, sondern auch schon eine weitere, die Beriicksichtigung der
Fahigkeiten eines acht Monate alten Kindes, eingeflossen sind, wiirde selbst eine weitere
Spezifizierung der Annahme ohnehin nicht weiter helfen.

Das Argument der Reizarmut baut auf der Annahme auf, dass es keinen erkennbaren
Zusammenhang zwischen der zugefiihrten Sprache und der Sprachkompetenz gibt. Das
wurde widerlegt. Es gibt einen derartigen Mechanismus. Der Nativist miisste jetzt bewei-
sen, dass der Sprachlerner die vorgestellte Vorgehensweise eindeutig nicht nutzen kann,
mochte er seine Annahme weiter aufrechterhalten. Dies diirfte jedoch schwerfallen, weil
mindestens zwei Argumente dafiir sprechen, die zusammen betrachtet, das Argument
der Reizarmut als schwache Ausrede erscheinen lassen. Erstens kommt die Frage auf,
warum der Mensch diesen doch recht ressourcenintensiven Mechansimus beherrscht und

Der ’Sprachkortex’ ist nichts anderes als ein Stiick Kortex, der neben anderen Funktionen
offensichtlich auch Sprachfunktionen unterstiitzt. Wenn man seine Funktion durch das
definiert, was ohne ihn nicht mehr klappt, verwechselt man einen Zusammenhang mit
einer Ursache. Der Neurologe F.M.R. Walshe hat schon 1947 betont, dafs es wahrscheinlich
zu einer Fehlindentifikation kommt, wenn man die Funktion eines Gehirnbereichs anhand
der Symptome definiert, die nach einer Schidigung des Bereichs auftreten. Er illustrierte
das mit dem Beispiel eines weggebrochenen Zahns in einem Autogetriebe, was sich etwa
in dem Symptom #dufiert, daff man bei jeder Umdrehung einen Klacks hort. (Calvin und
Ojemann, 2000, 296)

Natvisten sowie Antinativisten sollten also sehr vorsichtig mit den gewonnen Daten aus Liisions-
studien sein. Die intervenierenden Drittvariablen sind unbekannt und somit kann aus korrelierenden
Eigenschaften kein sicherer Schluss gezogen werden. Zum jetzigen Stand der Forschung kénnen neu-
roatomare Studien noch keine unstrittigen Ergebnisse fiir die Anlage-Umwelt-Debatte bereit stellen.
Vgl. zu dieser Thematik auch Ridley (2003, 124)

2gicherlich zuriickgehend auf Chomsky (1977).
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entwickelt hdtte, wenn er ihn nicht bend6tigt und zweitens steht keine anndhrend plau-
siblere Theorie zur Verfiigung, welche einen derart engen Bezug zu empirischen Daten
und zur Einfachheit bietet.

Gegen das erste Argument wire einzuwenden, dass die Natur eine ganze Reihe an opu-
lenten Mechanismen hervorgebracht hat — die Plastizitdt des Gehirns durch unzihlige
Mehrfachverschaltungen und Doppelspeicherungen, kinderlose Miitter bei Herdentieren,
Ersatzfunktionen von Genen aktivierten Proteinen, u.v.m. — oder in eine evolutionére
Sackgasse gelaufen ist. Ein gewisser Uberfluss ist zugegebenermafen niitzlich, deshalb
auch evolutionsstabil und mdéglicherweise gibt es auch kognitive Fahigkeiten oder Kor-
perteile, die sich im Laufe der Evolution zuerst als vorteilhaft und spéater als {iberholt
herausgestellt haben. Warum aber sollte dieses Gegenargument plausibler sein als die
tatsidchliche Nutzung eines Mechanismuses, deren Fahigkeiten experimentell nachweis-
bar sind, zumal ein alternativer Vorschlag fehlt. Entscheidend dabei ist doch, dass es
derzeit keine schliissigere Erkldrung gibt, denn es ist eben nicht so, dass die Stimulus-
armut eine alternative Erkldrung bieten wiirde, wie beispielsweise Crain und Pietroski
(2002, 167) oder Lasnik und Uriagereka (2002, 150) behaupten.

For the empiricist approach to be considered a scientific alternative, it owes us the very
first step: to show precisely how, starting with no assumptions about the organization of
the grammar .. .is inferred by a learner on the basis of mere positive data. Meanwhile it is

pointless to engage in mathematical analyses of part of the data. What could that possibly
decide if there is only one theory under scrutiny? (Lasnik und Uriagereka, 2002, 150)'?

Zunachst wird hier eine falsche Behauptung aufgestellt, die sehr stark an das Ex-
trem der tabula rasa des Empirismus erinnert. Natiirlich werden Annahmen {iber die
Organisation der Grammatik getroffen. Diese Annahmen sind aber nicht speziell auf die
Grammatik allein ausgerichtet, sondern es handelt sich um allgemeine Fahigkeiten, mit
denen man auch andere Phinomene des menschlichen Geistes erklidren kann. Zweitens ist
positive data fiir den statistischen Ansatz grundsétzlich hinreichend (Lewis und Elman,
2001). Es kommt auf die Prisentation der Datenfiille im Zeitverlauf an (Newport (1990);
Rohde und Plaut (1999)). Darum ist es vorteilhaft, dass sich die Gehirnstrukturen des
Kindes sehr langsam entwickeln und daher auch nur sehr restriktiv bestimmte Informa-
tionen aufnehmen kénnen. Dies liegt jedoch nicht an den Voreinstellungen einer verer-
baren Sprachvorrichtung, sondern an der Aufnahmekapazitit des bis dato entwickelten
Gehirns. Andere Informationsaufnahmeprozesse, wie das Sehen, unterliegen natiirlich
genau den gleichen Einschrankungen. Drittens wire doch auch fiir den Rationalisten der
erste Schritt zunéchst einmal die angebliche Unzuléngigkeit des Inputs zu iiberpriifen
und empirisch zu belegen. Erméchtigt denn eine héchst zweifelhafte Hypothese dazu,
diesen ersten Schritt auszulassen und dann in ebenso héchst abstrakter Form generative
Prinzipien aufzustellen? Lasnik und Uriagereka (2002) werfen doch wohl nicht ernsthaft
dem Empiristen vor, diesen ersten Schritt nicht zu tun — die Hauptkritik am Argument
der Reizarmut — ohne sich selbst diese Frage zu stellen! Wo ist denn dieser erste Schritt
(first step, vgl. obiges Zitat von Lasnik und Uriagereka (2002, 150)) im rationalistischen
Ansatz? Er wurde mit dem Argument der Reizarmut umgangen.

13kursive Hervorherbungen hinzugefiigt.
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Das Argument der Reizarmut wiederum soll der Idee des Sprachmoduls erst den Weg
ebnen. Wenn die Annahme des Arguments aber falsch, somit auch der Schluss falsch
ist, kann die darauf aufbauende alternative Erkldrung aber auch nicht plausibel sein.
Selbst wenn man diesen Gedanken nicht teilen mdchte und sich zu einer Vermutung
im Sinne eines Gedankenexperiments hinreifsen lisst, so bleibt doch aufter Frage, dass
die Spezifikationen und moglichen Einstellungen in einem chomskyschen Sprachmodul
selbst keine empirische Basis haben, sondern eher auf den Gesetzmafigkeiten der forma-
len Logik beruhen und den Grundsatz der Sparsamkeit (parsimony) auch im jiingeren
minimalistischen Programm offensichtlich stark verletzen.'*

Diese Herangehensweise ldsst sich oft auch in den Verhaltenswissenschaften entdecken,
wenn aufgrund der Datenlage die Interpretationsbreite grofer wird. Es ist erstaunlich zu
beobachten, wie sich auch experimentelle Ergebnisse recht einseitig in ein bestimmtes,
womoglich als vorherrschend erachtetes, Paradigma hineinpressen lassen.

Finally, infants’ close attention to and retention of sound patterns that occur frequently in
the input suggests that this aspect of language acquisition can be characterized as a form

of innately guided learning: that is, infants are primed to learn some things very rapidly
and to learn them in a particular way. (Jusczyk und Hohne, 1997, 1985)

Gerade die Experimente in Jusczyk und Hohne (1997), die der zitierten Quelle zu Grun-
de liegen, geben sehr wenig Anlass fiir eine derartige Vermutung. Das Gegenteil konnte
man genauso annehmen: Habituation und Dishabituation haben dazu gefiihrt, dass sich
ganz bestimmte Signalausschnitte aufgrund ihrer Vorkommenshiufigkeit neural besser
verdrahtet haben als andere (vgl. Breitenstein und Knecht, 2003). Dieser Prozess verlduft
deshalb im Sauglingsalter schneller, weil noch keine oder nur wenige synaptische Verbin-
dungen dergestalt verschaltet sind. Wiirden bereits Verbindungen bestehen, benétigt die
Synapsenbildung aufgrund der rdumlichen Enge mehr Zeit. Auf diese Weise kann man
den endlosen Disput ad absurdum fithren, wobei am Ende kein Erkenntnisgewinn steht.
Marcus (2005)' fordert vielleicht deswegen mehr Kooperation:
Im Wechselspiel von Anlage und Umwelt ist keine von beiden ,besser. Wir sollten nicht

fragen, was Vorrang hat, sondern das Wie betrachten: Wie wirken Gene mit der Umwelt
zusammen, sodass der menschliche Geist entsteht? (Marcus, 2005, 17)

Dieser Ansatz mag auch recht vielversprechend klingen, aber wie sich auch sehr schnell
bei der Lektiire des Buches (Marcus, 2005) herausstellt, ist das genaue Zusammenspiel
von Anlage und Umwelt doch nur moglich, wenn man weifs, was denn die Gene und was
genau die Umwelt beitrdgt. Damit bleibt die Ausgangsfrage unverinderbar bestehen.
Wie viel triagt die Umwelt und wie viel die Anlage bei? Das Wie viel enthilt bereits
das Was und daraus ldsst sich schlieflich das angestrebte Ziel eines Wie’s entwickeln.
Umgekehrt macht es doch wohl kaum Sinn zu fragen, wie eine genetische Kodierung
mit der Umwelt ein Verhalten hervorbringt, wenn man nur vermuten kann, was die
Umwelt und was davon der Genpool auslost. Eine genaue Erklarung wird man so nicht
finden konnen. In diesem Sinne pladiert auch Pinker fiir eine kontroverse Fortsetzung
des Streites:

Yyel. Putnam (1971).
15Dieser Gedanke ist auch bei Bronfenbrenner und Ceci (1993, 313) oder Wachs (1993) schon anzutref-
fen.
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some of the most provocative dicoveries in twentieth-century psychology would have been
impossible if there had not been a concerted effort to distinguish nature and nurture in
human development. (Pinker, 2004, 10)

Es bleibt nun zu hoffen, dass sich der Disput zwischen Nativismus und Empirismus zuerst
im Kriftegleichgewicht der Argumente 16st, die hoffentlich als Reflektion der Wahrheit
das Wie viel und das Was bekanntgeben. Sodann ergibt sich daraus ihre natiirliche
Verschmelzung ineinander. Bis dahin miissen Wege wie der hier beschriebene beschrit-
ten und die Kontroverse weitergefithrt werden. Dies soll jedoch nicht bedeuten, dass
die kiinstliche Trennung zwischen Empirismus und Rationalismus in Extremenpositio-
nen vertreten werden muss. Die Frage nach dem Was sollte natiirlich gerade aus einer
Kooperation von empiristischen und rationalistischen Ideen hervorgehen, die man aber
nicht mit Anlage beziehungsweise Umwelt gleichsetzen darf.

7.2 Ankniipfungspunkte fiir weitergehende Forschung

Der oben beschriebene Algorithmus setzt voraus, dass diskrete Einheiten aus dem Sprach-
signal gefiltert werden konnen und dass sich diese Einheiten auf eine sehr iiberschaubare
Zahl von unter 40 Phonemen beschranken lassen. Zudem sind alle Reprisentanten einer
Einheit vollig identisch. Allophonische Varianten treten also nicht auf. Dies ist eine starke
Abstraktion der Wirklichkeit. In der Realitét ist das akustische Sprachsignal so kom-
plex, dass es bisher nicht gelungen ist, die Erkennungsleistung auf einzelne Phoneme
automatisiert von Maschinen durchfiihren zu lassen (Ingram (2007, 93); Kewley-Port
(1999, 336); Liberman et al. (1967)). Das Phonem mag ein sehr kiinstliches Produkt
der linguistischen Analyse sein, das im Signal nicht nachweisbar ist. Dennoch ist es
plausibel, eine abstrakte Einheit in dieser oder dhnlicher Form anzunehmen,'® welche
die Schnittmenge aller Allophone représentiert (Caplan et al. (1999, 1496); Lahiri und
Marslen-Wilson (1991).'7

Die Schnittmenge muss immer eindeutig ungleich der Schnittmenge aller anderen Pho-
neme sein.'® Das bedeutet, dass es wiederum (wie in Kapitel 1.4 dargelegt) mindestens
eine gemeinsame Eigenschaft gibt, auf der sich ein Ordnungssystem griinden kann (vgl.
Bischof, 1995, 12ff). Im Umkehrschluss heifst es: Gébe es diese Schnittmenge nicht, kénn-
te sich kein Ordnungssystem bilden und das Gehirn kdnnte auch keine abstrakten Repra-
sentationen von Lauten bilden. Dabei ist zundchst unwichtig, ob die Reprisentationen
tatsdchlich dem Konstrukt eines Phonems entsprechen, Kombinationen davon bilden
oder weniger Informationen als ein Phonem beinhalten. Ohne Abstraktionsvermégen

16ygl. auch Cutler und Clifton (2000).
1"Diese Schnittmenge definiert in etwa das, was Morgan (1994, 390) die external individuality nennt:

at a given level of analysis, the behavior of a group of elements that constitutes a unit is
indistinguishable form the behavior of a single element.

18ygl. Remez (1994, 148f).
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miisste jede bedeutungsunterscheidende Lautsequenz einzeln reprasentiert werden. Das
ist schon allein deshalb unmdoglich, weil ein gemeinsames Sprachsystem nicht entstehen
konnte. Jedes Mitglied einer Sprachgemeinschaft wiirde fiir jeden Laut eines jeden Mit-
gliedes eine neue Représentation anlegen miissen, da sonst der Laut nicht verstanden
werden kann. Kommt ein Fremder hinzu, konnte er nicht verstanden werden, weil es
noch keine Repréasentationen seiner Laute gibt. Zudem kann man nicht erkliren, wie die
Représentationen zu bedeutungstragenden Einheiten kombiniert werden, wenn man sie
nicht als ,,gleich® klassifizieren kann. Es gibe somit keine kombinatorische Strategie, nach
der man die Laute in verschiedenen Anordnungen zu neuen Signifikaten zusammensetzt.
Anstelle dessen gelangt man zu einem unendlichen Regress, weil immer nur neue Repré-
sentationen angelegt werden, ohne dass das Gehirn eine Chance hitte, Beziehungen zu
den einzelnen Représentationen herzustellen. Da dies aber nicht der Beobachtung ent-
spricht, muss auf theoretischer Ebene der Schluss erfolgen, dass es abstrakte Einheiten
gibt. Wenn diese aber existieren, miissen sie sich auch nach einem Ordnungssystem ver-
halten. Jedem Ordnungssystem liegt mindestens ein gemeinsames Merkmal zu Grunde.
Es gilt also, dieses Merkmal oder diese Merkmale zu finden.?

Auf diese Weise sind die gleichen Voraussetzungen gegeben, wie bei der Problem-
stellung dieser Arbeit. Es wire also interessant, das Prinzip des Algorithmus auf das
physische Sprachsignal zu iibertragen, dhnlich wie von Hidden-Markoff-Ketten anfangs
nur zur Phonemidentifizierung verwendet und nun auch in nachgelagerten Problembe-
reichen Anwendung findet, wiirde der hiesige Algorithmus seine Anwendungsbereiche in
umgekehrter Reihenfolge ausdehnen kénnen. Die Phonemkettenlinge wiirde dem zeitli-
chen Verlauf entsprechen und so konnte man die Informationen verschiedener Spektra
bei gegebener Zeit vergleichen. Da die Spektra jedoch nicht {ibereinstimmen, wie die
Phonemreprisentationen im hiesigen Fall, miissten eine weitere oder mehrere primére
Variablen die Abweichungen der einzelnen Spektra voneinander messen. Mehrere Va-
riablen deshalb, weil das Frequenzspektrum des akustischen Signals durch verschiede-
ne Eigenschaften (Tonhohe, Linge, Intensitit) bestimmt wird. Die Sensibilitidt wiirde
hier definieren, wie viel Abweichung erlaubt ist, um eine Eigenschaft einer bestimmten
Schnittmenge oder einem Rauschen zu zuschreiben. Weiterhin ist das hauptséchliche
Charakteristikum der gesprochenen Sprache ihre Unvollstindigkeit. Verschlucken von
Endungen, Koartikulationen, Husten, Rauspern oder Lachen verdndern das Klangbild
entscheidend. Die Information ist unvollstindig. Dies schligt sich dann natiirlich auf
die intern gebildete Statistik der Verteilungen nieder. Hier muss die Frage beantwortet
werden, wie stark diese Einfliisse sind.

Der Algorithmus gibt in seiner derzeitigen Implementierung eine recht zuverldssige
Wortliste aus. Die Muster, die in dieser Liste enthalten sind, wurden in dieser Arbeit nur
theoretisch beschrieben. Auch hier kénnte man die rhythmischen und phonotaktischen
Muster abermals mit dem gleichen Algorithmus extrahieren. So entstinde eine Rekursion
innerhalb weiterer Rekursionen, weil auch die in der Liste gewonnenen Informationen

19 Als kritischen Gegenpol zu dieser Sichtweise siehe beispielsweise Pisoni und Levi (2007, 7ff und 11ff).
Fiir eine unterstulitzende neurowissenschaftliche Perspektive vgl. Price et al. (1999, 218).
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wiederum in den Folgeperioden genutzt werden konnten. Eine Simulation dazu wire
wiinschenswert.

In diese Simulationen konnten nun auch weitere Informationen hinzugegeben und de-
ren Wirkung gemessen werden. Die Ausweitung des Algorithmus erfolgt dann auch in
die Richtung von syntaktischen, semantischen, gar pragmatischen Fragestellungen: Wie
wirkt sich beispielsweise die Zuweisung von Informationen aus dem Weltwissen aus?
Dies konnen auch logische Verkniipfungen sein oder die Betonung bestimmter Lautfol-
gen mit Gestiken und Mimiken. Kategorien wie Verb, Substantiv oder Adjektiv wiirden
als Metainformation dann dazu einfliefsen. Daraus ergibt sich fast schon automatisch die
Frage, ob einfache syntaktische Strukturen mit dem gleichen algorithmischen Prinzip
erkannt werden konnten??° Hier besteht die Moglichkeit, die Interaktion der verschiede-
nen Kommunikationsebenen und deren Informationsinput zu simulieren. Die Wirkung
von semantischen und syntaktischen Informationen wiirde schlieflich zusammen und
gesondert getestet werden konnen.?!

Schlieflich wire auch eine Implementierung des Algorithmus als rein neuronales Netz-
werk denkbar. Hierzu miissen allerdings noch zusédtzliche Annahmen aufgestellt werden,
die die genaue Architektur, Lernregel und die Anfangszustdnde der Knoten festlegen.

Selbst eine einfache Wiederholung der Simulation mit anderen Korpora wiirde weit-
reichende Erkenntnisgewinne erbringen. An erster Stelle wére die Verwendung anderer
Sprachen anzufiihren. Hier bestdnde die Herausforderung in erster Linie in der Beschaf-
fung beziehungsweise Anfertigung von entsprechenden Lautsprachelexika und der Aus-
wertung der Daten, insofern man denn auch Sprachen, die nicht dem indogermanischen
Sprachstamm angehoren, untersuchen mdochte. Selbst die Simulation an Korpora ver-
schiedener Zeiten und Genres diirfte einige interessante Ergebnisse liefern.?? Es wire
doch gut zu wissen, ob sich die Gesetzmébigkeiten auf Textkorpora unterschiedlicher
Genres iibertragen liefen. Dies bietet eine Moglichkeit, in der Zeit zuriickzugehen, bei-
spielsweise Texte aus dem 16. Jahrhundert zu Grunde zu legen und daraus abzuleiten,
dass die funktionalen Beziehungen der Phonemanordnungen auch schon damals (viel-
leicht sogar schon immer) in der Sprache kodiert waren.

20vgl. Jusczyk (2001, 371) als kurze Zusammenfassung iiber die Anwendung des statistischen Ansat-
zes auf die grammatische Organisation der Sprache. Erste experimentelle Befunde weisen in eine
vielversprechende Richtung. Matthews et al. (2005) sehen die Hiufigkeit der Verwendung von Wort-
klassen (Verben) im direkten Zusammenhang mit den Wortstellungsregeln der englischen Sprache.
Mit SCREEN (Wermter und Weber, 1997) steht dazu schon eine Netzwerksimulation zur Verfii-
gung, welche flache syntaktische Reprisenationen erkennen kann. Brents Learner (Brent, 1993) ist
eine probalistische, symbolische Modellierung, die aus einem englischen Korpus syntaktische Infor-
mationen einzelner Worter auf Grundlage von lokalen probalistisch kodierten morphosyntaktischen
Hinweisen (cues) in Form von abstrakten Wortklassenzuweisungen extrahiert.

2L'Wolff (1976) hat seine Variante des Algorithmus auf nicht sprachliche Mechanismen der Konzeptbil-
dung (concept formation) ausgeweitet und fand heraus, dass dies fiir bestimmte Typen der hoheren
Mustererkennung auch sinnvoll erscheint.

22ygl. auch hier Wolff (1977) fiir eine der wohl ersten systematischen Untersuchungen dazu.
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Die Computerlinguistik versteht sich als eine sowohl interdisziplinire als auch ange-
wandte Wissenschaft. Es soll also nicht verwundern, dass die Anwendungen der Compu-
terlinguistik nicht nur auf die Uberpriifung linguistischer Theorien beschrinkt bleiben,
sondern sich auch sehr pragmatisch vermarkten lassen. Fiir den Schlussteil der Arbeit
sei diese Ausfiihrung als Vorzug der computerlinguistischen Disziplin gestattet und resii-
mierende Gedanken iiber dieses, von den Geisteswissenschaften oft tabuisierte Thema,
erlaubt. Im Folgenden soll ein Bezug zum wirtschaftlichen und gesellschaftlichen Nutzen
dieser Erkenntnisse hergestellt werden.

Offensichtlich konnen die hier vorgestellten Algorithmen in der angewandten Compu-
terlinguistik fiir Sprachsoftware enorme Vorteile bringen, da sich die Algorithmen als au-
tomatisierte Wortsegmentierungsmechanismen herausgestellt haben, bei denen man auf
eine speicherintensive Verarbeitung von sprachabhangigen Heuristiken verzichten kann.
Dieser Punkt trigt einer anhaltenden Kritik Rechnung, geisteswissenschaftliche Arbei-
ten verfehlten das Ziel, ihre Erkenntnisgewinne der Gesellschaft als Ganzes zugénglich
zu machen beziehungsweise ihren Nutzen explizit zu konkretisieren.

Im vorherigen Kapitel 7.2 wurden bereits mogliche Ankniipfungspunkte aufgezeigt,
den Algorithmus auf die der Wortsegmentierung vorgelagerte, akustische Spracherken-
nung und vorhandene Informationen im Paralexikon nutzbar zu machen. Der Erfolg ei-
ner marktorientierten Umsetzung hingt dabei entscheidend von der vorgelagerten akus-
tischen Spracherkennung ab. Gelingt es, die Grundstruktur des Algorithmus auf die
Muster einzelner Phone oder Diphone®® zu iibertragen, wire ein entscheidender Durch-
bruch auf vielen Sektoren der natiirlichen Sprachverarbeitungssysteme im Bereichen der
Sprachanalyse gelungen.

Die hier erbrachten Ergebnisse kénnen gewinnbringend in bestehende Spracherken-
nungssysteme eingebracht werden. Nach wie vor ist es problematisch, den Sprachstrom
in einzelne Worter zu unterteilen.?!

The recognition of isolated words is much easier than the recognition of continuous speech.
The main fact contributing to the higher complexity of continuous recognition is the

necessity to model word boundaries explicitly in the recognition model, while this can be
neglected if the system can be certain that words are isolated. (Farghaly, 2003, 370)

An dieser Stelle bietet der entwickelte Algorithmus gute Dienste, wenn es sich um langere
Texte des Englischen handelt (ab 2500 Worter). Das Verfahren kann auch ergénzend

eingesetzt werden, um bei unsicheren Segmentierungsentscheidungen, eine Gewichtung
fiir eine der Alternativen zu errechnen.

Relativ einfache Anwendungen, wie Biirodiktiersysteme, die vom Markt bereits an-
genommen wurden, leiden unter dem schwerfilligen und langsamen Abgleich von Aus-

Z3Vielversprechende Ansitze wurden bereits im Diphonbereich erzielt. Insbesondere miissen aber Spre-
cherunabhéngige Eigenschaftsschnittmengen von sprachlichen Einheiten weiter ergriindet werden.
24ygl. Deshmukh et al. (1996)
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schnitten des physischen Sprachsignals.?” Recht umsténdlich und zeitraubend miissen
diese Systeme auf die Eigenheiten einer jeden Stimme trainiert werden.?6 Der hier vor-
gestellte Algorithmus ist einfach implementierbar und kann auf ein vorgegebenes Lexikon
génzlich verzichten. Dadurch konnten selbst Webapplikationen mit Applets die Segmen-
tierungsaufgabe iibernehmen — eine Anwendung, welche mit dem herkémmlichen Ver-
fahren unmoglich zu sein scheint.

Entscheidende Vorteile wiirde auch die kurze Verarbeitungszeit der Segmentierung
bringen. Herkémmliche Dialogsysteme zur miindlichen Sprachbearbeitung sind entweder
auf die Verwendung sehr weniger Einwortsiitze wie ,,ja“ und ,nein“ beschrinkt?” oder der
Dialog wirkt #uRerst unnatiirlich und zeitlich stark verzégert.2® Der Grund dafiir liegt
natiirlich wieder im Abgleich mit einem iibergrofsen Lexikon. Selbst die effizientesten
Suchalgorithmen und viele weitere Leistungsverdopplungen der Prozessoren werden die-
ses Problem zunéchst nicht beheben. Analog zur Funktionsweise unseres Gehirns wird
man auf abstrakte Ebenen nicht verzichten konnen.

Die typische Losung fiir derartige kommerzielle Anwendungen besteht dank der erh6h-
ten Rechenkapazitdt mittlerweile auch in der Verwendung von Hidden-Markoff-Ketten,
die noch vor wenigen Jahren lediglich fiir die Erkennung der einzelnen Phoneme verwen-
det werden konnten. Andere Ansétze gehen von Bayesianischen Statistiken oder neuro-
nalen Netzen aus (time delay neural networks) und von Kombinationen aus beiden. In
allen Spielarten dieser Ideen werden die statistisch kodierten Muster des Sprachsignals
genutzt. Problematisch ist bei den Modellen jedoch oft die Festlegung des Anfangszu-
standes. Er muss im Prinzip willkiirlich, per Zufall oder etwa nach dem Laplaceschen
Gleichverteilungsprinzip erfolgen. Die Ansdtze der Informationsentropie versuchen die-
se apriori-Wahrscheinlichkeiten besser abzuschitzen. Der hier vorgestellte Algorithmus
gibt eine weitere Grundlage fiir derartige Anfangszusténde.

Die Bayesformel folgt im Prinzip schon aus der Definition der bedingten Wahrschein-
lichkeiten (siehe Kapitel 5.2.3), da man sie durch geschicktes Umformen der Gleichung
erhilt.?® Diese Umformung bewirkt natiirlich dann auch das Umkehren der Schlussfol-
gerungen von Ursache und Ereignis. Es kdnnte somit als Riickwirtsinduktion bezeichnet
werden. Die apriori-Wahrscheinlichkeiten P(A) und P(B) konnen auf Grundlage der
hier angestellten Berechnungen dann aber genauer festgelegt werden. Auf gleiche Wei-
se kénnen die Ubergangswahrscheinlichkeiten bei verborgenen Markoff-Ketten bestimmt
werden. Im 5-Tupel einer verborgenen Markoff-Kette miissen die Startzustinde wie auch
die Ausgabe- und Ubergangswahrscheinlichkeiten per Zufall oder willkiirlich festgelegt

25 Beispielsweise sei das System Dragon NaturallySpeaking der 4VoiceAG genannt, dass iiberraschend
in guten Kritiken als bestes System dieser Art empfohlen wird (vgl. z.B. FAZ vom 5. September
2006). Es verfiigt tiber spezielle Vokabularien im Bereich Medizin und Rechtswissenschaft.

26Man moge die bereits sehr gute Open Source Software Sphinx der Carnegie Mellon University dazu
testen (http://cmusphinx.sourceforge.net/html/cmusphinx.php).

2"Hier kann das automatische Auskunftssystem der Deutschen Bundesbahn oder das Telefonbanking
von Banken angefiihrt werden.

28Wie es auch noch bei dem Verbmobil deutlich zu Tage tritt.

29Man erweitert die Verbundwahrscheinlichkeit P(A|B) mit P(A), wodurch man im Zéhler nun
P(B|A)P(A) erhdlt beziehungsweise fiir endlich viele Ereignisse i P(B|A;)P(A;)
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werden. Erst nach mehrfachen Durchliufen nihert sich das Modell dem Zustand, wo
die Anpassungsalgorithmen?® keine Verbesserung mehr erzielen. Die Durchliiufe kénnen
in einer heuristischen Form von den hier in einer sichtbaren Markoftkette ergriindeten
Gesetzmékigkeiten fiir Phonemiiberginge festgelegt werden. Dies hat den Vorteil, die
Komplexitiat der Markoff-Modelle leichter bewéltigen zu kénnen und nicht durch lokale
Extrempunkte in den versteckten Zustdnden falsche Wahrscheinlichkeiten zu erhalten,
da man ja als Vergleich die typischen Durchschnittswerte des Phonemsystems als Uber-
gangswahrscheinlichkeit zu Grunde legt.

Die hier skizzierten Anwendungsfelder hingen vorrangig von der Segmentierungsleis-
tung des Inputs ab. Dies gilt immer dann, wenn gesprochene Sprache verarbeitet werden
soll. Das Segmentierungsproblem ist also Grundbestandteil der miindlichen Kommuni-
kation bei Menschen wie bei Maschinen gleichermafen und damit wird der hier vorge-
stellte Algorithmus fiir alle Anwendungen relevant sein, bei denen miindliche Sprache
von Maschinen analysiert werden soll. Im Zuge der weiter expandierenden Internetkom-
munikation sind noch weitere Anwendungen zu erwarten, die schnellere Verarbeitungs-
mechanismen benétigen. Traditionelle Eingabehilfen, wie Tastatur und Maus, werden
schon in ndherer Zukunft durch sprachliche Dialoge ersetzt werden kénnen.

30Baum-Welch, Jelinek- oder Kubiecs-Methoden (vgl. Manning und Schiitze, 2003, 333ff und 357f).
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8 Zusammenfassung

In der vorliegenden Arbeit wurde die Wortsegmentierung ohne anfinglichen Riickgriff
auf ein Lexikon bei sechs bis acht Monate alten Babys untersucht und mittels einer
Computersimulation gezeigt, dass durch die Berechnung von Ubergangswahrscheinlich-
keiten als Bottom-up-Bootstrapping-Verfahren in Verbindung mit rekursiven Strukturen
als nachgelagertes Top-down-Verfeinerungsverfahren eine theoretische Moglichkeit zur
Segmentierung eines Lautstroms besteht, die auf keine sprachspezifische Information
zuriickgreift. Die resultierende Wortliste kann zudem fiir die weitergehende Regelextrak-
tion, von allophonischen, phonotaktischen und rhythmischen Mustern genutzt werden.
Damit kann auch eine konkrete Alternative zum Argument, die anfingliche Wortliste
entstehe durch die in der Sprache isoliert auftretenden Worter, gegeben werden. Wie ge-
zeigt werden konnte, ist das Argument der isolierten Worter ein schlechter Ausweg aus
dem Dilemma des Bootstrappingparadoxons, weil der Sprachlerner zu keinem Zeitpunkt
wissen kann, ob es sich um ein einzelnes oder um mehrere Worter handelt.

Am Anfang der Arbeit wurde in die Problematik eingefiihrt. Dabei konnte der Bezug
zum Spracherwerb beibehalten werden. Nach der Beschreibung von generellen Uberle-
gungen, Annahmen und Voraussetzungen ist die Einordnung der Arbeit aus verschiede-
nen Perspektiven erfolgt. Das Thema wurde sowohl im wissenschaftlichen Kontext mit
anderen Wissenbereichen abgegrenzt sowie in den philosophischen Denktraditionen ver-
ortet. Von dort erfolgte schlieklich der Ubergang zu Forschungsausprigungen in jiingerer
Zeit, welche auf die Linguistik, Psychologie und kiinstliche Intelligenz beschrénkt blieb.
Hier sollte zunéichst die Nahe zwischen Symbolverarbeitung und nativistisch geprégter
Arbeit einerseits sowie Konnektionismus und empiristischer Forschung anderseits aufge-
zeigt werden, jedoch nur deshalb, um dessen Dogmenhaftigkeit herauszustellen und eine
Vermengung beider Ansédtze — Symbolverarbeitung und Konnektionismus — als treffen-
dere Beschreibung anzuerkennen sowie von den empiristischen und nativistischen Ideen
abzukoppeln. Sodann wurde die Arbeit in der empiristischen Néhe positioniert.

Im weiteren Verlauf der Arbeit wurden die Voraussetzungen der Simulation vorbe-
reitet. Das dritte Kapitel diente als vorbereitende Einfiihrung in die Problematik der
lexikalischen Erschlieftung. Im ersten Teil wurden alle gingigen Modelle, die ein Lexi-
kon voraussetzen, beschrieben. Zum einen diente diese Abhandlung als Uberblick iiber
herkémmliche Losungsmodelle des Zugriffproblems; zum anderen zeigte es, welches Mo-
dell in der Simulation am Besten verwandt werden konnte. Hierzu ist anzumerken, dass
entsprechende Modelle fiir Paralexika wie sie méglicherweise von Kleinkindern zwischen
sechs und acht Monaten verwendet werden, nicht vorhanden sind und deshalb auf die
allgemeinen Theorien und Modelle zuriickgegriffen werden musste. Im zweiten Teil des
Kapitels konnten nun die speziellen Theorien fiir die Wortsegmentierung ohne Lexikon
dargelegt werden. Fiir diese Ausfiihrungen wurden spezielle Experimente fiir das ent-
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sprechende Alter mittlerweile durchgefiihrt. Diese konzentrieren sich auf prosodische,
allophonische, phonotaktische und statistische Segmentierungsstrategien. In einer kri-
tischen Auseinandersetzung mit den Theorien konnte eine mogliche zeitliche Abfolge
vorgeschlagen werden. Dabei wurden die statistischen Verteilungen als Ausgangspunkt
fiir alle weiteren Segmentierungsstrategien bekannt gegeben. Die Strategie der statisti-
schen Verteilung stellten sich damit als erste Randbedingung der Simulation heraus.

Im vierten Kapitel wurde diese Strategie in ihrer Funktion als Randbedingung wieder-
holt betrachtet. Als weitere Randbedingungen erfolgte nun die wohl wichtigste Abhand-
lung iiber die linguistischen Einheiten, von denen die Ubergangswahrscheinlichkeiten
berechnet werden sollten. Auch hier stellte sich erst spiter mit den Ergebnissen der
Simulation heraus, dass die anfangs wichtigste Entscheidung zum Design des Algorith-
mus keinen entscheidenden Einfluss auf die Segmentierungsleistung nehmen wiirde. Alle
weiteren Modellannahmen, die Erinnerung an haufige Lautsegmente, die Féhigkeit zum
Einfiigen dieser Einheiten im Top-down-Verfahren und die Fahigkeit, die segmentierten
Einheiten zu verwenden, verhielten sich wie erwartet als entscheidende Einflussfaktoren.

Mit diesem Wissen sollte endlich die Arbeit am Algorithmus erfolgen. Sie wurde im
fiinften Kapitel ausfiihrlich dargelegt. Dazu gehorten die Herausarbeitung des Leistungs-
mafes F, das als Gleichgewichtung von Prazision und Vollstindigkeit die segmentierten
Liicken objektiv erfassen sollte, eine Beschreibung auf welche Weise die Ubergangswahi-
scheinlichkeiten berechnet werden und eine Spezifizierung von priméren und sekundéren
Variablen, welche die Leistung des Algorithmus auf verschiedenen Ebenen kontrollieren
wiirden. Ausfithrungen zu den verwendeten Ausgangsdaten im dritten Unterkapitel ga-
rantieren die Replizierbarkeit der Simulation. Die Grundarchitektur wurde in vier Schrit-
ten beschrieben: Manipulation des Input als IPA transkribierten Lautstrom, Berechnung
der Ubergangswahrscheinlichkeiten, Anwenden der Hiufigkeitsfunktion und Erstellen ei-
nes Paralexikons, Einfiigen der Einheiten des Paralexikons in den manipulierten Input.
Es folgten schliefllich nur einige eher technische Randnotizen zum algorithmischen Ab-
lauf der Simulation. Die direkte Verbindung zu einer erklirenden Theorie stellte eine
zusammenhingende Darstellung am Ende des Kapitels her.

Das sechste Kapitel behandelte sodann die Ergebnisse der Simulation, welche einer
Interpretation und weitergehenden Analyse unter Riickgriff auf die Erkenntnisse der
theoretischen Abhandlungen der Kapitel 3 und 4 unterzogen wurden. Als wichtige Eck-
punkte bleiben festzuhalten: Die Quantitit des Inputs wirkt sich entscheidend auf das
Ergebnis aus. Es lisst sich durchweg eine Zweiteilung von grofen und kleinen Korpora
begriinden. Die kritische Masse liegt bei etwa 5000 Zeichen, sodass man einen entstpre-
chend grofsen Input beim Kind annehmen miisste. Unerheblich ist dagegen die genaue
Form der linguistischen Zugriffseinheiten. Grundsétzlich fiihrt die Verwendung von Sil-
ben, einzelnen Phonemen oder Kombinationen aus beiden zu gleichen Segmentierungen.
Der Sprachlerner sollte dabei jedoch recht ,unsensibel”, d.h. grokziigig mit den statisti-
schen Verteilungen umgehen. Die Sensibilitédt ist bei entsprechendem Input so klein wie
moglich zu wéhlen.

Unterstellt man lediglich die Berechnung der Ubergiinge dieser Einheiten kann keine
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zufriedenstellende Segmentierung beobachtet werden. Bis hierher und dies ist bislang er-
folgt erscheint das Argument der Reizarmut plausibel. Dabei hat man anscheinend eine
sehr wichtige Qualitidt der segmentierten Einheiten iibersehen, die auch nur durch eine
automatisierte statistische Verarbeitung zu Tage tritt. Die entscheidende Beobachtung
aus einer sehr detaillierten Analyse des Datenmaterials ist, dass die haufigsten Einheiten
der statistischen Segmentierung immer auch lexikalische Einheiten sind. Legt man also
eine weitere Haufigkeitsfunktion iiber den im Grunde fehlerhaft segmentierten Korpus,
scheiden auf Dauer und im Durchschnitt die falschen Segmentierungen aus. Diese Eigen-
schaft der segmentierten Einheiten konnte letztendlich zum Aufbau eines Paralexikons
genutzt werden. Dazu folgten Beschreibungen iiber die Eigenschaften des Paralexikons
und seiner Entwicklung.

Die funktionalen Verldufe der richtigen Eintrdge im Paralexikon zeigten zueinander li-
neare Verldufe, sodass eine Masterfunktion ermittelt werden konnte, deren Grenzwert die
maximale Grofe des Paralexikons zu jeder gegebenen Lexikonfunktion ergibt. Aufgrund
des sehr geringen Fehlerverhiltnisses von richtigen und falschen Eintragen fiel die Ent-
scheidung auf eine konstante Lexikonfunktion von durchschnittlich zehn Eintrigen ins
Paralexikon. Diese Entscheidung wurde auch aus Sicht der Leistungsmafie gestiitzt, denn
selbst eine gréfere Wortanzahl brachte keine signifikante Verbesserung in der Segmentie-
rung. Mit dem Beginn der Rekursion resultierte schlieklich eine betrdchtliche Verbesse-
rung der richtigen Segmentierungen, da nun der Nachteil der Ubergangswahrscheinlich-
keiten durch die Einfiigungen des Paralexikons kompensiert werden konnte und damit
auch die Widerlegung des Arguments der Reizarmut fiir den Bereich der Wortsegmen-
tierung greifbar wurde. Erst jetzt erschien die Information fiir eine nahezu vollstindig
richtige Segmentierung ausreichend. Eine Untersuchung der Eigenschaften des Parale-
xikons bestatigte dies, da die Qualitit der Fintrige eine derartige Form aufwies, dass
mit den Fahigkeiten der Sduglinge, die prosodischen, phonotaktischen und allophoni-
schen Strategien anzuwenden, nun eine vollstindige Segmentierung eines Lautstroms
moglich sein wiirde. Dieser letzte Schritt zeigte eine synergetische Zusammenarbeit von
Experiment und Simulation, so wie sie in Kapitel 1.5 idealtypisch beschrieben wurde.

Im letzten Kapitel konnte der in der Einleitung gespannte Bogen entspannt werden. In
einem kurzen Exkurs zur Anlage-Umwelt-Debatte wurde das Ergebnis der Simulation
als Starkung des Arguments, dass die Umwelt fiir die Sprachentwicklung bedeutend
ist, interpretiert und das Argument der Reizarmut fiir den Bereich der anfinglichen
Wortsegmentierung negiert. Ein Ausblick zur weiteren Forschung und wirtschaftlichen
Nutzung stellte weiterfithrende Beziige zur Anwendung aus praktischer und theoretischer
Sicht her.
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1 Anhang A: Quellcode

1.1 NextWord.java

public class NextWord
{
int position;
String word;

NextWord(String s,int i)
{
word = 8;
position = 1i;
}
}

1.2 IPA.java

import java.util.x;
import java.io.*;
import java.util.regex.*;
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public class IPA

{

static String cmudict = "";
static

{

int cnt=0;

String line = "";

try

{
FileReader fr = new FileReader("cmudict");
BufferedReader br = new BufferedReader (fr) ;
char [] cmubuff = new char[3511906];
fr.read(cmubuff,0,3511906) ;
fr.close();
cmudict = String.valueOf (cmubuff);

} catch(IOException e){}

static String[] cmuChars = {"AA",6"AE",6"AH",6"AQ",6"AW","AY",6 "CH",

"DH","EH","ER","EY","HH","IH","IY",
"JH","NG","OW","OY","SH","TH","UH",
"UW","ZH","B","D","F","G","K","L",
MMM, UNM MR MR ST T Y
nyn,uznY;

static char[] ipaChars = {0x252, 0x259, 0x28C, 0x254, 0x263A,

0x263B, 0x2A7, O0xOF0, 0x065, 0x25C,
0x263C, 0x068, 0x26A, 0x069, 0x2A4,
0x14B, 0x2640, 0x2642, 0x283, 0x3B8,
0x28A, 0x075, 0x292, 0x062, 0x064,
0x066, 0x067, 0x06B, 0x06C, 0x06D,
0x06E, 0x070, 0x072, 0x073, 0x074,
0x076, 0x077, 0x06A, 0x07A};

static String thisData;

static boolean isLetter(char c)

{

return

(
((c>=65)&&(c<=90))
|l
((c>=97)&& (c<=122))
|



49
50
ol
52
53
54
55
56
o7
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
6]
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92

(c==0xe4)
Ll==0xf6)
Ll==0xfc)
Ll==0xc4)
Ll==0xd6)
Ll==0xdc)
Ll==0xdf)
Ll==39)
)3

static boolean

{

isIPALetter(char c)

boolean isIPA = false;

for(int i=0;i<ipaChars.length;i++)

if (c==ipaChars[i])
1sIPA = true;

return(isIPA)
}

b

static NextWord findWord(int pos)

{

1 Anhang A: Quellcode

while((pos<thisData.length())&&!isLetter(thisData.charAt(pos)))

{
pos++;

by

String s = "";
while((pos<thisData.length())&&isLetter(thisData.charAt(pos)))

{

s=s.concat(String.valueOf (thisData.charAt(pos)));

pos++;
}

NextWord n =
return(n);

new NextWord(s,pos);
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93 static String convertTextToIPA(String data)
94 {

95 thisData = data;

96 String dataOut = "";

97 int pos = 0;

98 while (pos<data.length())

99 {

100 NextWord nextWord = findWord(pos);

101 nextWord.word = nextWord.word.toLowerCase();
102

103 String w = convertToIPA(nextWord.word) ;
104 if (w!=null)

105 {

106 nextWord.word = w;

107 dataOut+=nextWord.word;

108 b

109 pos = nextWord.position;

110 X

111 return(dataOut) ;

112 X

113

114 static String convertTextToIPAWhiteSpace(String data)
115 {

116 thisData = data;

117 String datalut = "";

118 int pos = 0;

119 while (pos<data.length())

120 {

121 NextWord nextWord = findWord(pos);

122 nextWord.word = nextWord.word.toLowerCase();
123 String w = convertToIPA(nextWord.word);
124 if (w!=null)

125 {

126 nextWord.word = w;

127 datalut+=nextWord.word+" ";

128 X

129 pos = nextWord.position;

130 b

131 return(datalOut) ;

132 X

133

134 static String convertToIPA(String word)

135 {

136 int pos = cmudict.index0f (String.valueOf ((char)0x0a).
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137 concat (word.toUpperCase() .concat (" ")));
138 if (pos>=0)

139 {

140 String cmuword = cmudict.substring(pos+3+word.length(),
141 cmudict.indexOf (String.valueOf ((char)0x0a),
142 pos+3+word.length()));

143 cmuword = cmuword.replaceAll("\\d","");

144 for(int i=0;i<cmuChars.length;i++)

145 {

146 cmuword = cmuword.replace (cmuChars[i],String.
147 valueOf (ipaChars[i]));

148 h

149 cmuword = cmuword.replaceAll("\\s","");

150 return(cmuword) ;

151 i

152 return(null) ;

153 b

154

155 static String convertToPlain(String word)

156 {

157 String cmuword=word;

158 for(int j=0;j<IPA.cmuChars.length; j++)

159 {

160 cmuword = (cmuword.replace(String.valueOf (IPA.ipaChars([jl),
161 IPA.cmuChars[j]+" ")) .trim();

162 +

163

164 Pattern p = Pattern.compile("\\n(.*)\\s\\s"+cmuword+"\\n") ;
165 Matcher m = p.matcher(cmudict);

166 return(m.find() ? m.group(1) : null);

167 b

168

169

170 static String IPAToHTML(String word)

171 {

172 String html = "";

173 for(int i=0;i<word.length();i++)

174 {

175 if (word.charAt(i)>255)

176 html=html.concat ("&#"+((int)word.charAt(i)));

177 else

178 html=html.concat(String.valueOf (word.charAt(i)));
179

180 html=html.replace("\n","<br>");

243



181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224

Anhang: Quellcodes, Wortlisten und Kodierungen

244

/*int j=0;
while ((j<Category.ipaChars.length()) && (word.charAt(i)!=
ipaChars[jl)) j++;
html.concat (""+(int)ipaChars[j]) ;*/
}
return(html) ;
}

static String substituteDiphthongs(String data)
{
data=data.replace(String.valueOf ((char)0x2640),
String.valueOf ((char)0x259)+String.valueOf ((char)0x284)) ;
data=data.replace(String.valueOf ((char)0x263b),
String.valueOf ((char) 0x61)+String.valueOf ((char)0x264));
data=data.replace(String.valueOf ((char)0x263c),
String.valueOf ((char) 0x65)+String.valueOf ((char)0x264));
data=data.replace(String.valueOf ((char)0x2642),
String.valueOf ((char)0x254)+String.valueOf ((char)0x264)) ;
data=data.replace(String.valueOf ((char)0x263a),
String.valueOf ((char) 0x61)+String.valueOf ((char)0x284));
return(data) ;

static String resubstituteDiphthongs(String data)
{
data=data.replace(String.valueOf ((char)0x259)+
String.valueOf ((char)0x28A) ,String.valueOf ((char)0x2640)) ;
data=data.replace(String.valueOf ((char) 0x61)+
String.valueOf ((char)0x26A),String.valueOf ((char)0x263b)) ;
data=data.replace(String.valueOf ((char) 0x65)+
String.valueOf ((char)0x26A) ,String.valueOf ((char)0x263c)) ;
data=data.replace(String.valueOf ((char)0x254)+
String.valueOf ((char)0x26A) ,String.valueOf ((char)0x2642)) ;
data=data.replace(String.valueOf ((char) 0x61)+
String.valueOf ((char)0x28A),String.valueOf ((char)0x263a)) ;
return(data) ;

static String readFile(String file, boolean unicode)
{

String data = "";

String line = "";

char cDatal[] = new char[5%1048576];

int 1 = 0;
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225 try

226 {

227 BufferedReader fr =

228 new BufferedReader (

229 new InputStreamReader(new FileInputStream(file),
230 unicode?"UnicodelLittle" :"IS08859_1"));
231 i = fr.read(cData);

232 data = new String(cData, 0, i);

233 fr.close();

234 } catch(I0OException e){}

235 return(data) ;

236 }

237

238 static void writeFile(String file,String data, boolean unicode)
239 {

240 try

241 {

242 BufferedWriter bw = new BufferedWriter(unicode?new

243 OutputStreamWriter (new

244 FileOutputStream(file),
245 "UnicodelLittle") :new FileWriter(file));
246 bw.write(data) ;

247 bw.close();

248 } catch(I0Exception e){}

249 }

250

251 }

1.3 WordCount2.java

1 /x

2 * Usage:

3 * java WordCount2 <input file> <output File> [x] [ipal
4

5 */

6

7

8  import java.util.*;

9 import java.io.*;

10

11

12 public class WordCount2
13 {
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14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
92
23
o4
55
56
57
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public static void main(String[] args)

{

boolean ipa = args.length>3 && "ipa".equals(args[3]);
int x = (args.length>2)?Integer.valueOf (args[2]):1000000;

Hashtable words = new Hashtable();
Hashtable oldWords = new Hashtable();

String oldLexicon = argsl[1];
int runIndex = oldLexicon.lastIndex0f("_".charAt(0),
oldLexicon.lastIndex0f ("_".charAt(0))-1)-1;
int runFirstIndex = oldLexicon.lastIndex0Of(".".charAt(0),
runIndex)+1;
System.out.println("===>"+runFirstIndex+" "+runIndex);
int oldRun = Integer.parselnt(oldLexicon.substring(runFirstIndex,
runIndex+1))-1;
oldLexicon = oldLexicon.substring(0,runFirstIndex)+oldRun+
oldLexicon.substring(runIndex+1,
oldLexicon.length());
System.out.println('"====> "+oldLexicon);
if ((new File(oldLexicon)).exists())
oldWords = readVocabulary(oldLexicon,ipa);
else
System.out.println("No0000000000000000000 "+oldLexicon);

int fpos = 0;

String f = IPA.readFile(args[0],ipa)+" ";
while (fpos<f.length())
{
while (fpos<f.length() && isWhiteSpace(f.charAt(fpos)))
{
fpos++;
//System.out.println("-"+f.charAt(fpos));
}
int start=fpos;
while (fpos<f.length() && !isWhiteSpace(f.charAt(fpos)))
{
fpos++;
//System.out.println("+");
}
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String w = f.substring(start,fpos);
//System.out.println("#"+w) ;
if(w.equals("")) break;

if (words.containsKey(w))

{
words.put(w, new Integer(((Integer)words.get(w)).intValue()+
1));
}
else
{
words.put(w, new Integer(1));
}

by

Vector v = new Vector(words.keySet());
for(int i=0; (i<v.size()-1) && (i<x);i++)

{
for(int j=i+1;j<v.size();j++)
{
if (((Integer)words.get ((String)v.elementAt(i))) .intValue()
< ((Integer)words.get ((String)v.elementAt(j))).intValue())
{
Object o = v.elementAt(i);
v.setElementAt (v.elementAt(j),1i);
v.setElementAt(o,j);
}
}
}

for(int i=v.size()-1;i>=x;i--)
{
if (((Integer)words.get ((String)v.elementAt(i))) .intValue()
<((Integer)words.get ((String)v.elementAt(x-1))) .intValue())
v.removeElementAt (i) ;

int countNew = 0;
for(int i=0;i<v.size();i++)
{
if (oldWords.containsKey((String)v.elementAt(i)))
{
oldWords.put ((String)v.elementAt (i),
((Integer)words.get ((String)v.elementAt(i))).intValue()+
((Integer)oldWords.get ((String)v.elementAt(i))) .intValue());
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102 b

103 else

104 {

105 countNew++;

106 oldWords.put ((String)v.elementAt (i),

107 words.get ((String)v.elementAt(i)));
108 b

109 X

110

111 try

112 {

113 FileWriter fw = new FileWriter("wordcount'",true);

114 BufferedWriter bw = new BufferedWriter (fw) ;

115 bw.write(args[1]+" "+countNew+" new words\n");

116 bw.close();

117 fw.close();

118 } catch(I0Exception e){}

119

120 String datalut = "";

121 v = new Vector(oldWords.keySet());

122 for(int i=0; (i<v.size()-1) ;i++)

123 {

124 for(int j=i+1;j<v.size();j++)

125 {

126 if (((Integer)oldWords.get ((String)v.elementAt(i))) .intValue()
127 < ((Integer)oldWords.get((String)v.elementAt(j))) .intValue())
128 {

129 Object o = v.elementAt(i);

130 v.setElementAt (v.elementAt(j),1);

131 v.setElementAt(o,j);

132 b

133 b

134 b

135

136 for(int 1=0; (i<v.size());i++)

137 {

138 dataOut+=(((String)v.elementAt(i)) + " " +

139 ((Integer)oldWords.get ((String)v.elementAt(i))).intValue())
140 +"\n";
141 +

142

143 IPA.writeFile(args[1],IPA.substituteDiphthongs(datalut),ipa);
144 b

145
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static boolean isWhiteSpace(char c)
{

return(! (IPA.isLetter(c) || IPA.isIPALetter(c)));
}

static Hashtable readVocabulary(String file, boolean ipa)
{
String s = IPA.resubstituteDiphthongs(IPA.readFile(file,ipa));
Hashtable words = new Hashtable();
String lines[] = s.split("\n");
for(String 1:lines)
{

//System.out.println(l);
if (1.matches("[a-zA-Z’"+String.copyValueOf (IPA.ipaChars)+"]+
\\d+"))
{
//System.out.println("!");
int index = 1.indexO0f(" ");
words.put(1l.substring(0,index),
Integer.valueOf (1.substring(index+1)));
}
}
return(words) ;

b
}

1.4 LexiconDelayed.java

import java.util.x;
import java.io.*;

public class LexiconDelayed

{

public static void main(String[] args) throws IOException

{

String file = args[0];
int maxlength = 2;

int raster = 2;

int runs = 3;

int delay = 2;
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16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
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39
40
41
42
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44
45
46
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for (int i = 1; i < args.length; i++)

{
switch(i)
{
case 1:
maxlength = (Integer.parselnt(args[il));
break;
case 2:
raster = (Integer.parselnt(args[il));
break;
case 3:
runs = (Integer.parselnt(args[il));
break;
case 4:
delay = (Integer.parselnt(args[il));
break;
}
}
for(int run=1;run<=runs;run++)
{
copy(new File(file+"."+run) ,new File(file));
String ar[] = {file, String.valueOf (maxlength),
String.valueOf (raster), String.valueOf(run),
String.valueOf (delay), "ipa"l};
TransProbAutoCompareLexiconDelayed.main(ar) ;
File dir = new File(".");
String[] subfile = dir.list();
System.out.println(file+"\\."+runt+"_.*\\.substitute");
for(String f:subfile)
{
if (f .matches(file+"\\."+run+".*\\.substitute"))
{
String lexfile=f.replace(".substitute",".lexicon");
System.out.println(lexfile);
String ar2[] = {f, lexfile,
String.valueOf (grenzfunktion(run)), "ipa"};
WordCount2.main(ar2);
}
}
}

static int grenzfunktion(int run)
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60 {

61 return((int) (10*Math.pow(run,1.2)));

62 b

63

64 static void copy(File src, File dst) throws IOException
65 {

66 InputStream in = new FileInputStream(src);

67 OutputStream out = new FileOutputStream(dst);

68

69 byte[] buf = new byte[1024];

70 int len;

71 while ((len = in.read(buf)) > 0) out.write(buf, 0, len);
72 in.close();

73 out.close();

74 }

[

76

77

1.5 TransProbAutoCompareLexiconDelayed.java

import java.util.*;
import java.io.*;

static int len = 2;
static int maxlength = 2;

1
2
3
4
5 public class TransProbAutoCompareLexiconDelayed {
6
7
8
9 static int raster = 10;

10 static int run = 3;

11 static int delay = 2;

12

13 static double limit = 0.1;

14

15 static String thisData;

16

17 public static void main(Stringl[] args)
18 {

19 boolean ipa = false;

20

21 for (int i = 1; i < args.length; i++)
22 {
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switch(i)
{
case 1:
maxlength = (Integer.parselnt(args[il));
break;
case 2:
raster = (Integer.parselnt(args([il));
break;
case 3:
run = (Integer.parselnt(args[il));
break;
case 4:
delay = (Integer.parselnt(args[il));
break;
case 5: if("ipa".equals(args[i])) ipa = true; break;

String dataln = IPA.readFile(args[0],false);

if (ipa) IPA.writeFile(args[0]+".ipa",
IPA.convertTextToIPAWhiteSpace(dataln),ipa);

if (ipa) dataIn = IPA.convertTextToIPA(dataln);

dataIn = dataln.toLowerCase();

dataln = removeWhiteSpace(dataln);

int gaps[] = new int[dataIn.length()];

double limitStep = 1.0/raster;
for(int len=1;len<=maxlength;len++)
{
System.out.println("len "+len);
for(double limit=1;limit>=0;limit=java.lang.Math.round(1000%
(limit-1limitStep))/1000.0)
{
System.out.println("limit "+limit);
String outFile = args[0]+"."+run+"_"+lent+"_"+1limit;
Vector phonemeChainsl = new Vector();
if (run>1 && (run>delay))
{
String chainsfilel = args[0]+"."+(run-1)+"_"+len+"_"+
limit+".lexicon";
String data = IPA.resubstituteDiphthongs(IPA.readFile
(chainsfilel,ipa));
System.out.println("===>"+chainsfilel+" "+data.length());
String c[] = data.split("[~a-zA-Z"+
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67 String.copyValueOf (IPA.ipaChars)+"]+");
68 for(int i=0;i<c.length;i++)

69 {

70 for(int j=i+1;(i<c.length-1)&&(j<c.length);j++)
71 {

72 if(c[i].length()<c[j].length())

73 {

74 String tmp = clil;

75 clil=c[j];

76 c[jl=tmp;

7 }

78 }

79 phonemeChainsl.addElement (c[i]);

80 //System.out.println("1 "+i+c[i]);

81 i

82 b

83

84

85 String dataOut = berechneTransProb(dataln,len,limit,
86 phonemeChainsl) ;

87 System.out.println("#"+datalut);

88 //System.out.println("##"+

89 datalOut.charAt(dataOut.length()-1));
90

91 IPA.writeFile(outFile,dataOut,ipa);

92 if (ipa) IPA.writeFile(outFile+".substitute",

93 IPA.substituteDiphthongs (datalut) ,true);

94 Vector compareResult = Compare(args[0],outFile,ipa);
95 if (limit==1)

96 {

97 try

98 {

99 FileWriter fw = new FileWriter(args[0]+"."+run+
100 " result",len'!=1);
101 BufferedWriter bw = new BufferedWriter(fw);

102 bw.write("laenge = "+len+"\n");

103 bw.close();

104 fw.close();

105 } catch(IOException e){}

106 X

107 try

108 {

109 FileWriter fw = new FileWriter(args[0]+"."+run+
110 " . result",true);
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111 BufferedWriter bw = new BufferedWriter(fw);
112 bw.write(""+1limit+" ") ;

113 for(int r=2;r>=0;r--)

114 bw.write(""+((Integer)compareResult.elementAt(r)).
115 intValue(OQ+" ");
116 bw.write("\n") ;

117 bw.close();

118 fw.close();

119 } catch(I0Exception e){}

120 }

121 }

122 }

123

124 static String removeWhiteSpace(String data)

125 {

126 return(data.replaceAll (" [~a-zA-Z46iiA0UR"+

127 String.valueOf (IPA.ipaChars)+"]1",""));
128 +

129

130 static String berechneTransProb(String data,int len,
131 double limit,Vector phonemeChainsl)
132 {

133 boolean marks[] = new boolean[data.length()];

134 for(int i=0;i<=data.length()-2xlen;i++)

135 {

136 String sDouble = data.substring(i,i+2*len);

137 int index = 0;

138 int x = 0;

139 while((index = data.index0f (sDouble, index))>=0)
140 {

141 xX++;

142 index++;

143 }

144 String sSingle = data.substring(i,i+len);

145 index = O;

146 int y = 0;

147 while((index = data.index0f (sSingle,index))>=0)
148 {

149 y++;

150 index++;

151 }

152 if (x/(double)y<limit)

153 {

154 marks[i+len-1]=true;
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for(int j=0;j<data.length()-1;j++)

{

//remove marks that are immediately followed by a mark

if (marks[j] && marks([j+1])
marks[j]=false;

String datalut="";

for(int i=0;i<data.length();i++)

{

}

System.out.println(i);
int chainsl = -1;
for(int j=0;(j<phonemeChainsl.size()) && (chains1<0);j++)
{
String chain = (String)phonemeChainsl.elementAt(j);
if(data.regionMatches(i,chain,0,chain.length()))
{

chainsl=j;
}
}
if (chains1>=0)
{
String chain = (String)phonemeChainsl.elementAt(chainsl);
System.out.println("1l "+ chain);
if ((dataOut.length()>0) && (dataOut.charAt(dataOut.length()
-1)1=32)) dataOut=datalut.concat(" ");
dataOut=datalut.concat(chain+" ");
i+=chain.length()-1;
}
else
{
dataOut=datalut.concat(data.substring(i,i+1));
if (marks[i])
{
dataOut=datalut.concat(" ");
}
}

return(dataOut.trim());
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static String f[] = new String[2];
static int fpos[] = new int[2];
static int fmiss[] = new int[2];

static Vector Compare(String inFile, String outFile, boolean ipa)

{

f[0] = IPA.readFile(inFile,false);

f[1] = IPA.readFile(outFile,ipa);

fpos[0]=-1;

fpos[1]=-1;

fmiss[0]=0;

fmiss[1]1=0;

if(ipa) £[0] = IPA.convertTextToIPAWhiteSpace(£[0]);

int hit=0;

while (((fpos[0] = nextLetter(0))>=0) &&
(fpos[1] = nextLetter(1))>=0)

{

256

//System.out.println(""+fpos[0]+" "+fpos[1]+" "+
//£[0].charAt (fpos[0])+" "+f[1].charAt(fpos[1]));
if ((fpos [0]+1<£[0] .1length())&&(fpos[1]1+1<f[1].length()))
{
if (isWhiteSpace (f[0] .charAt(fpos[0]1+1)))
{
if (isWhiteSpace (f[1].charAt(fpos[1]+1)))
{
hit++;
}
else
{
fmiss [0]++;
}
}
else
{
if (isWhiteSpace (f[1].charAt(fpos[1]+1)))
{
fmiss[1]1++;
}
}
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Vector results = new Vector();
results.addElement (new Integer(fmiss[0]));

results.addElement (new Integer(fmiss([1]));
results.addElement (new Integer(hit));
return(results) ;
}
static boolean isWhiteSpace(char c)
{
return(! (IPA.isLetter(c) || IPA.isIPALetter(c)));
}
static int nextLetter(int i)
{
int pos = fpos[i]+1;
while ((pos<f[i].length())&&(!'IPA.isLetter(f[i].charAt(pos)))&&
(1IPA.isIPALetter(f[i].charAt(pos))))
pos++;
if (pos<f[i].length())
return(pos) ;
return(-1);
}
}

1.6 Homonyme und Heteronyme des CMU: Homohete.pl

open (IN, "<cmudict");
open (HETE, ">hete");
open (HOMQO, ">homo");
%hete = O ;
Jhomo = ();
while (<IN>)
{
$_ =" /(.x) (.x)/;
$clear = $1;
$samba =$2;
$clear =~ /(["\(d*)/;
$clear = $1;
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$samba =~ s/\d//g;
#print ("$clear - $sambal\n");
$hete{$clear}t++;
$homo{$samba}t++;

}

$heteCnt=0;
foreach $c (sort keys(%hete))

{

if ($hete{$cI>1)

{

+
}

$heteCnt++;
print HETE ("$c

$homoCnt=0;
foreach $c (sort keys(%homo))

{

if ($homo{$c}t>1)

{

b
}

$homoCnt++;
print HOMO ("$c

" $hete{$c}."\n");

" . $homo{$c}."\n");

print ("$heteCnt Heteronyme.\n");
print ("$homoCnt Homophone.\n");

2 Anhang B: Wortlisten fiir ( = 10 und ¢ = 30

¢=30 ¢ =10

IPA Normalform Anz.HIPA, Normalform Angz.
Korrekte Eintridge im Paralexikon (nach CMU Pronouncing Dictionary-Abgleich)

ju you 553 || ju you 543
jor your 533 || jor your 482
ond and 394 || ond and 359
dot that 327 || dot that 238
wat what 276 || hir hear/here 189
hir hear /here 268 || mpmi momimy 185
momi mommy 232 || wat what 174
oA the 205 || der their 139
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der
Oots
tu
get
kon
SAIN
mor
morgan
ol

OIS
lets
mondi
O
for
pn
hov
Dr
dilan
ts
lital
1t
wot3
wer
luk
kam
WAN
WD
AD
wi

si

AP

or

1Z
nnt
hond
jo
got
wAtS
ouker
mpmiz
dzast
gud
dum

their
that’s
to

get

can
some
more
morgan
all

this
let’s
mandie
thing
for

on
have
are
dhillon
it’s
little

it
water
where
look
come
One / won
wa

an

we

see

up

or

is

not
hand
yeah
got
what’s
ok
mommies,/’s
just
good
doing
me

2 Anhang B: Wortlisten fiir ( = 10 und ¢ = 30

205
195
178
154
150
146
126
122
122
115
111
108
107
107
102
101
98
96
86
82
67
65
65
61
59
28
o8
%)
54
52
46
45
43
41
40
40
38
37
35
34
32
32
30
30

O0A
SAIN
morgan
ol
Oots
kon
dilan
tu / two
1
mondi
lets
mor
get
hov
pn

wi
wot3
ouker
ts

pr

jo
wer
dzus
kam
lital
for
dum
luk
t/ikan
1t

red
dount
Al
trar

1Z

her
bok
priti
AN
WAD
si

Ap
krti
wont

the
some
morgan
all
that’s
can
dhillon
to /two
thing
mandie
let’s
more
get
have
on

we
water
ok

it’s

are
yeah
where
juice
come
little
for
doing
look
chicken
it

red /read
don’t
an

try

is

hair
back
pretty
um
one /won
see

up
kitty
want

123
88
87
80
79
67
66
65
65
64
29
29
47
47
43
40
37
35
34
28
28
25
24
23
23
22
22
21
18
18
16
16
15
15
14
13
13
13
13
12
12
12
12
12
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Anhang: Quellcodes, Wortlisten und Kodierungen

red
bok
tikan
dzus
waAnt
kju
1tal
switi
bok
drmk
let
AIM
gnta
put
WDINA
flor
pliz
gpna
dount
li
bol
trar
hiz
kap
bum
milk
Bk
her
on
priti
tikal
kul
jami
krti
du
botal
SIn)
kont
it
end
Somi
noiz

kit
Ju

260

red /read
back
chicken
juice
want
cue
it’ll
sweetie
book
drink
let

um
gotta
put
wanna
floor
please
gonna
don’t
lea
ball
try

his
cup
boom
milk
think
hair
ahn
pretty
tickle
cool
yummy
kitty
do
bottle
sing
can’t
eat
end
sami
noise
kit
shoe

30
24
24
24
23
22
21
20
19
19
19
18
18
18
18
18
18
18
16
16
16
15
15
15
14
14
13
13
13
13
12
12
12
12
11
11
11
11
10
10
10
10
10

9

hond
gou
berbi
WD
noIZ
mpmiz
O1s
03ast

ton
hiz
babal
Jat
nav
of

ravnd

hand

go

baby

wa

noise
mommies/’s
this

just

shoe

tan

his
bubble
shut

no /know
off

round

12
11
11
11
10
10
10
10

Co 00 OO0 G0 00 O ©



doli
bruklan
dak
AWEI
ton
fovn
gouTtr)
ard
klin
oUV3
gou
babal
gromn
hani
opal
ravnd
of

Jat
peids
perz
werz
pond
ouker
bolz
boskatbol
hot
jpgou
wel

aut
oerz
botam
klinap
bot
bauvnsiy
loufan
davnsterz
ser
babalz
AV

bart
nauv

edi
t/1rious
big

dalai()
brooklyn
duck
away

tan
phone
going

r'd

clean
over

go
bubble
grandma
honey
apple
round

off

shut
page
pairs
where’s
panned
ok
ball’s/balls
basketball
hot

jago

way

out
theirs
bottom
cleanup
bat
bouncing
lotion
downstairs
say
bubbles
of
byte/bite
now
eadie
cheerios
big

2 Anhang B: Wortlisten fiir ( = 10 und ¢ = 30

=1 =~ =~ ~1 =~ ~J =] =] =] =] =] -] 00 00 0O 00 00 00 00 O 0 L L QO W W WWO©

O =1 =1 =1 =1 =1 =1 ~1 =] ~J =1 =] ~J
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Anhang: Quellcodes, Wortlisten und Kodierungen

boul bowl 6
kouvld cold 6
jus use 6
nid need 6
hi he 6
driy dring 6
kitfan kitchen 6
t/iriou cheerio 6
pler play 6
sterz stairs 6
tfiz cheese 6
b3 bir 6
fam thumb 6
dodi daddy 6
rart right 6
davn down 6
ta to(3) 6
nart night 6
0iz these 6
arsi icy / I see 6
skrab scrub 6
re reh 6
1tsi itsy 6
dount don’t 6
tf1l chill 6
g3l girl 6
halou hello 6
auts out’s 6
tarm time 6
eg egg 6
s1t sit 6
laik like 6
nouv know 6
brtsi bitsy 6
olrart alright 6
pop pop )
3avnd around 5
fif fish 5t
wiIO with 5
nir ning 5)
rar rye 5)
damp3 diaper 5
hav how 5
berbi baby )
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2 Anhang B: Wortlisten fiir ( = 10 und ¢ = 30

brekfast breakfast 5

hirz hears )

iy pig 5

gouly going 5)

krista christa 5)

bi be 5)

SAN son 5)

bAnonaz bananas )

hag hug 3

0Am them 5)

aupAn open 5)

gou go )

odi addie )

kis kiss 5)

mp ma )

twigkal twinkle 5)

ti0 teeth 5

ber bear )

mar my 5)

Problematisch, aber im CMU Pronouncing Dictionary enthalten

I ing 143 || ing 68
el ehle 39

dr d 12

erbi ab 5)

er aer )

ti t D

le 5)

Zusammengesetzte Phrasen (mit interner Rekursion l6sbar)

prju are you 109 || orju are you 60
duju do you 36 || kambn come on 14
konju can you 27 || ouju oh you 13
kamhir come here 19 || kadlitedi cuddly teddy 13
kampn come on 19 || nouju no you 12
gudgsl good girl 19 || konjuser can you say 12
didju did you 20 || drarjor dry your 12
lokot look at 20 || dabol the ball 12
dujuwont do you want 18 || derjugouv there you go 12
kokadudaldu 14 || watorjudury what are you doing 11
auju oh you 13 || dotsrart that’s right 10
kadlitedi cuddly teddy 13 || konju can you 10
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Anhang: Quellcodes, Wortlisten und Kodierungen

navju
0abol
drarjor
konjuser
Werzjor
sioA
watprjudury
aigntju
bigtou
ardount
mpmizgonna
tediber
wn[jor
Jojo
juwont
JuwDnA
juser
getsam
ANOA
sttdavn
derjugou
onda
dotsrart
aigntju
geta
ondju
arlpvju
amou
Aferpav
gethmm
terka
spardadidan
arlav
bravnber
putjor
brafjor
abal
Orsmor
WIOA
hirstt
ouju
wigou

no you
the ball

dry your
can you say
where’s your
see the

what are you doing
I got you
big toe

I don’t
mommy ’s gonna
teddy bear
watch your
yeah yeah
you want
you wanna
you say

get some

on the

sit down
there you go
and a

that’s right
I got you
get a

and you

I love you

I no

a shape of
get him
take a
spider did an
I love

brown bear
put your
brush your
a ball

this more
with a

here sit

oh you

we go

12
12
12
12
10

—_
~ Ot Ot Ot Tt Ot Ot Ot Ot OY O OO O OO OO O O OO =~ =1 =1 =1 ~1 -1~ ~=~1=1=-10O0 00w

264




2 Anhang B: Wortlisten fiir ( = 10 und ¢ = 30

Falsche Fintrédge

ho

Zjor

71t
zond
husez
ZOA
Ander
z0ot,
ot3
toot
pktap
fal

seib

fiy

we
zondoa
itaim
pAVWOt3
tr
puber
udA
iwerzmond
brisk
ial
letst
tad
zlital
dran
igud
3fal
gouldft
hr

st

3n0A
I
lipiberbi

co
[\]

ho 12
zond 9

[ N
O N = = =

LT T UL O CTL Tt OO OO OO OO OO OO~~~ =~ =110 o o
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3 Anhang C: IPA und SAMBA Notationen

3 Anhang C: IPA und SAMBA Notationen

SAMBA IPA Hexadezimal
Vokale

AA D 0252
AE ) 0259
AH A 028C
AO ) 0254
EH e 0065
ER 3 025C
IH I 026A
IY i 0069
UH U 028A
UW u 0075
Halbvokale

W w 0077
Y j 006A
Diphtonge

AW av ©— 263A
AY al ®— 263B
oW oU Q— 2640
0)% o1 d— 2642
EY el t— 263C
Konsonanten

B b 0062
P p 0070
D d 0064
T t 0074
G g 0067
K k 0068
JH dz 02A4
CH tf 02A7
V v 0076
F f 0066
M m 006D
N n 006E
NG 1 014B
DH 0 00F0
TH 0 03B8
S S 0073
SH | 0283
Z Vs 007A
ZH 3 0292
HH h 0068
L 1 006C
R r 0072
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