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1 Introduction

1.1 Motivation

Starting from the 1950s, research had been crossesfpoundaries of its own disciplines.
Researchers constantly find themselves being B#dtcto boundaries beyond their
knowledge [KA+07]. The mechanical engineers needeia with electrical knowledge, the
historians and the anthropologists ventured intthezther area, so did the physician and
the chemist. Examples of such boundary crossindsfiare automation control, embedded
systems, automotive industry, bio informatics &esearch is not the only area that moves
beyond its own discipline. With the emergence ofltadisciplinary technology, the
industry is also moving toward this direction. Brggrs working in the industry no longer
can solve a problem without having some knowledfénter connected discipline. An
example is the window control system in the autaweotindustry. Before the
implementation of electronic parts to control thehile’s windows, the mechanical
engineer can be certain that if the window failsdjpen or close, the problem is a
mechanical problem. However, with the implementatd electronic control system, the
problem may also lie in the electronic parts.

The changes from pure mechanical parts, to theoriusvith electronic parts and the
integration with control software bring new changesl challenges to the industry and
research team. The team needs to have memberdgiifenent disciplines or members with
knowledge from different disciplines. Communicagobetween team members from
different disciplines are necessary. Communicatioas be a challenge as the terms by
different disciplines are different, and even tlaene term can have different semantics.
There are also research efforts to develop modellimotations to assist their
communications, for example UML, SysML [We06], aB&/RT [HH+00]. Changes in
organisation structure also support this new fofncaoperation, for example instead of
using the normal hierarchical reporting structumapther possible option is the matrix
reporting structure.

Apart from changes in research and industry, theceowhere new engineers are shaped
and produced, for example institutes of higher atlan, also need to make the necessary
changes to meet this continuing market demands 9P\JBo04]. Among the suggestions
are introduction of interdisciplinary courses, am@aging students to take courses from
other departments, team work between different deeats, etc. These proposals posed to
be a challenge as the course content and methedsstoéde catered to groups of students
with different knowledge [Bo90]. Another challenfaeing institutes of higher education is
the growing intake of students [Ba04]. Even thotigh number of students increases, the
number of resources does not increase proportiondllethods tackling these three
problems need to be investigated. By understantliegcognitive mindset of different
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disciplines, suitable methods can be devised. Thaseébe implemented not only in higher
education institutions but also in industrial tiam

1.2 Objective

The title of this dissertation is “Effectivenesstbé methods implemented for engineering
courses in a large non-homogenous class settirt, regards to the specific disciplines-
Computer Science and Mechatronics students initgaEEmbedded System”. This research
focuses on discovering suitable methods for Compgsteence and Mechatronics students.
The impact of the different methods implemented Wwé analysed specifically for both
disciplines. Apart from this, the efforts and resims will also be recorded. Evaluation on
the impacts of the methods implemented will be ysed based on the students’ exam
grade. Other resources include course evaluatiohgaoup work evaluation. Feedbacks
from these evaluation forms will be analysed teedatne which methods are more suitable
for the Computer Science and Mechatronics stud&uiisable proposals can also be drawn
for similar class size, group of students, or wtienresources are restricted.

1.3  Structure of this Work

Chapter 2 defines the scope of this researchrdt fntroduces the state of the art and
different terms that would be used across this waitks is followed by introducing the
scope where these methods will be implemented ihahe area embedded system.
Different challenges faced and current methods emginted in institution of higher
education. Chapter 3 will further explore the aeezbedded system. The course content of
embedded system will be presented here. This grawide an outline on the range of
subjects covered in the courses within this researc

Having the background on the subjects implementbdpter 4 describes the different

methods implemented in the courses. Concrete exammh how specific methods are

implemented in specific subjects will be presenbede. The fifth chapter describes the

techniques used to assess the methods. The methplgsnented in chapter 4 will also be

evaluated using two evaluation forms. The evalmatategories will be described here.

Apart from evaluation form, the methods are alsceased based on the final exam of the
students. It is expected that students will scaiteb grade when the suitable methods are
implemented.

In chapter 6, different observations concerningnfethods implemented will be presented.
These observations are based on the techniquesluctd in chapter 5. Using the data
from final exam grade and the evaluation forms,dtlgpses concerning the effectiveness of
the methods and learning preferences of the stadeititbe approved or disproved. The
comparison of methods to the efforts required al8b be conducted. Based on the analysis
in chapter 6, chapter 7 will conclude on the methmaplemented. The dynamics between
the different methods will also be discussed.

Lastly, chapter 8 presents the summary and futer&s\vfor this research.
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This chapter will introduce the definitions andtstaf the art that are applicable to this
research. As mentioned in chapter 1, research rafubkiry are crossing the boundaries of
its disciplines. Therefore, the term disciplineg thfferent levels of co-operation between
the different disciplines will be discussed in stiiapter 2.1. The nature of this research
falls in the category of interdisciplinary work. &xples of different interdisciplinary work
and the courses offered will also be discussed.

The next sub-chapter 2.2 discusses an area thalv@s/more than one discipline, and the
core of this research — embedded system. The sajfiterthbegins by defining an embedded
system. This is then followed by the characterssiid an embedded system. The next
section provides an overview on the subjects cavarehe course embedded system by
different institutions of higher education. A comigan with the subjects implemented in

the course in this research will be conducted atice 2.2.3.

In order to prepare engineers that are able to worteams with different disciplines,
institutions of higher education are making theassary changes. However, along with
these changes come new challenges, sub-chaptatist3sses the challenges faced by
these institutions of higher education. The chgléndiscussed here are having class with
different cognitive mind set, having large clasgesiand limited resources. Different
methods under the term active learning are impleéeteto overcome the large class size
problem. In order to have an overview on the ab#lanethods, the term active learning
and the methods under active learning will be dised in sub-chapter 2.4. As this research
is in the context of teaching and learning in highducation, 3 learning pedagogies that
provide guidelines in teaching and testing studemits also be discussed in this sub-
chapter.

The last sub-chapter zooms into the area wherendikods proposed in this research takes
place. This is the course embedded system. Fitbiysubjects covered in this course will
be presented. Next, the students’ background, ryathel Computer Science students and
the Mechatronics students will be presented. Rindie class setting in relation to the three
challenges presented in the previous sub-chaptealad be expounded.

2.1 Disciplines and Interdisciplinary Courses

2.1.1 Disciplines

The word discipline can mean a branch of knowle@dgspecialised field of knowledge, to
train by instruction and practise, to teach to obelgs, or a systematic way to obtain
obedience. To a parent, the discipline of a claldetermined by the way he/she behaves.
This is not much different from the discipline inet education or professional field. A
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person is recognised to be associated in a paatidigcipline by his/her knowledge, way of
thinking and the ability to solve problems fromttparticular field.

The idea of disciplines is also being strengthebgdhe establishment of faculties and
department in colleges and university. The lisaoddemic discipline continues to grow
over time. The earliest disciplines are for exanfikeology, Arts, Language, Philosophy,
and Chemistry. With the development of technolaggchanical Engineering, Electrical
Engineering and Computer Science were added tolishe Each different discipline
prepares one for a specific profession. Furtheeldg@ment in this discipline or profession
leads to the word “specialisation”. For exampleg atan be a Computer Scientist who
specialises in improving the quality of controltsadre. Institutions of higher education, for
example universities or colleges, teach and researdifferent disciplines.

With the span of time, it is no longer sufficietr fone discipline to stay within its own
field. An example supporting this idea is propasfatourses involving different disciplines
[VDI90]. The research work has brought the reseanslthus far to stretch beyond their
own limits. The researchers continue to find théweseencountering connections in area of
another research [KA+07], for example Engineeringeta Humanities, and Chemistry
meets Physics. This communication, interactionetationship with another discipline is
also known using the following few phrases “crogiglinary”, “multi-disciplinary”,
“trans-disciplinary” and “inter-disciplinary”. Thierms explored below are based on [KI96]
and [Da95]

o0 Cross-disciplinary: Efforts to view one disciplifiem the other but one is the
subordinate of the other.

o Multi-disciplinary: Several disciplines working sidy side, together and at equal
weight, all contributing to understanding of a parar issue. However, no
integration of knowledge is necessary.

o Inter-disciplinary: Work that involves two or mousciplines, creating a new
entity or set of relationships. Integration of kedge happens here.

o Trans-disciplinary: Way of thinking that transcertie current disciplines. This
involves a new way of thinking, new way of organgipeople, new way of
communication — this will in turn spell new form$ cooperation between the
disciplines.

Interdisciplinary teaching at a university involviesegrated course content from different
disciplines. This course can be addressed by ahitegacinstructor in a particular
department, or teaching instructors from differbatkgrounds. The coupling of teaching
instructors from different backgrounds to teactoarse is widely known as team-teaching
[Da95]. As this research focuses on interdiscipyinavork, further elaboration on
interdisciplinary courses will be discussed in tieat section.
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2.1.2 Interdisciplinary Courses

As the course in this research involves subjeds ftbicus on the software development of
hardware, and the responsibility of the differeistblines; the course in this research is an
interdisciplinary course. Along with the advantag#sinterdisciplinary courses, it also
brings along different challenges. The differenaltdnges in an interdisciplinary will be
elaborated in section 2.3.1, together with othallehges faced by institutions of higher
education. This section will describe the differetiaracteristics of an interdisciplinary
course. Interdisciplinary courses are courses where than one discipline is taken into
consideration [DDO07]. The emergence of interdisognly study is seen in students taking
double majors, or major minor program from diffdredisciplines; for example
interdisciplinary courses like political sciencer environmental science. Normally,
interdisciplinary courses are conducted as combaffedts from other departments.

Interdisciplinary courses give a broader view ivem a problem. There are different
views in solving a problem, for example the mankgtpersonnel and the engineering team
who needs to develop the product might not seeteyye. It is more important for the
marketing personnel to secure the sale and prbfth®@ company. The promises to the
customer might be done without considering the dmafons of engineering process, or
the engineers might be interested to implementdtest technology without knowing the
customers’ response for this technology. In anrdiseiplinary course, each discipline
might get a view of what is important to the otlgeoup, creating a more holistic way in
looking and solving a particular problem. With exknowledge from another discipline, it
is possible to implement a more holistic solutioriite problems.

Interdisciplinary courses are not only important gain the needed interdisciplinary
knowledge but they are also useful to cultivatenteeork and communication among the
future engineers. The purposes of interdisciplir@yrses are to encourage the interaction
between various disciplines, and that the studesltdearn to cooperate with colleagues
from other disciplines. This is especially impottemequip the students to work in teams in
the industry. Many of the interdisciplinary groupnk involve students from different
disciplines solving interdisciplinary problems [SY1 The group works are for students
from higher semesters.

The word interdisciplinary covers a wide range dajoperation between different
disciplines. Some of the co-operation needs moreordmation between different
departments, and other co-operation needs lessendauation. This research will group the
different co-operations in two categories, namébgely coupled co-operation and loosely
coupled co-operation. Closely coupled require ntar@rdination, whereas loosely coupled
require lesser co-ordination. Closely coupled dlismiplinary courses can be establishment
of a graduate program that involves a few schoadlb selected courses designed for the
students, the establishment of a course with dmuttans from different departments,
having two or more teaching instructors workingsely on the course content and
conducting the class together. Group work withiasely coupled co-operation context
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involves participation from students of differenisaplines, working together to

accomplish a task. They usually have two or moaghang instructors to contribute their
expertise in guiding the students to complete aquéar project [Ne94]. Loosely coupled

interdisciplinary courses involve the mentioningiotegration of another discipline in a
single course, a teaching instructor with backgdofrom different fields can integrate the
different knowledge in the single course and pregdn the class [Da95]. Apart from that
loosely coupled group work can be described asnt@vement of students from different
discipline in a group work that is conducted fromirzgle department or the involvement of
students from the same discipline on a group wiak involves knowledge from different
discipline.

The interdisciplinary courses explored here fallthe loosely coupled interdisciplinary
course. The course content is a combination otratat engineering and computer science
subjects. Therefore, the course content itselfitsrdisciplinary. The students in the course
are from different disciplines, namely Computerefce and Mechatronics. This also
contributes to the interdisciplinary aspect of toeirse. However, the course is only being
handled by one teaching instructor and one teachsgistant from the Electrical and
Computer Science Department. There is no closepeoation between the Electrical
Engineering and Computer Science Department, arel Ntechanical Engineering
Department in conducting the course. Therefore cthese explored in this research falls
into the loosely coupled interdisciplinary course.

It is essential to understand and to implementcétffe teaching methods that will benefit
the students from various disciplines. No detaséady is available for interdisciplinary
course between Computer Science students and Meolwat students in a large class
environment.

2.2 Embedded System

This sub-chapter will introduce an interdisciplipasubject — embedded system. The
different definitions for an embedded system, haracteristics and the subjects normally
taught in this subject will be the foundation or thethods that will be implemented in this
research.

2.2.1 Definition of an Embedded System

An embedded system consists of software and haedwait, with a specific function and
very often needs little intervention from its useFhe term microprocessor and
microcontroller are often related to the subjectbedded system. Typical embedded
system architecture consists of application speaifiegrated circuit (ASIC), digital signal
processor (DSP), encoding and/or decoding devi€&3DEC), microcontroller, control
panel, system bus and memory [EL+97]. Among themomprogramming languages used
to write the software for an embedded system aseraly code, VHDL, ADA, C, C++,
Lisp, Pascal, and FORTRAN. Among the definitionsdo embedded system includes:
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o “Embedded system is a vast field encompassing rausedisciplines...state-of-
the-art trends (are) such as ... ASIPs, SoC Commitimica.., testing of core-
based integrated circuit$Zu06].

o Microcontroller(s) that are incorporated in a proglufor example a washing
machine or a television, and is firmly part of theduct. The open/close-loop
control should be kept as simple as possible feuter [LG99].

o0 A (Micro-) Computer system that is embedded incmecal system but by itself
is not a computer [HVO05].

These definitions are the “more common” definiti?®hen asked to name an embedded
system the answer that come across the studentsarenmicroprocessor, microcontroller,

microwave, cash dispenser, printer, robot, prograbien telephone etc. However,

embedded system is not limited to this definitipBydB+98] describes an embedded

system as

o A software/hardware unit that is connected to tl@nnsystem using sensors and
actuators. The main task is to monitor, control aedulate the system. An
embedded system often deals with a reactive syatamalso hybrid distributed
system. These systems have real-time requiremgicdlly, the interaction
between user and such system are not directly appdrhe user interacts with the
embedded system subconsciously.

“Ein eingebettetes System (abgekirzt: ES) ist enfiev&e-/Hardware-Einheit,
die Uber Sensoren und Aktuatoren mit einem Gesatatayverbunden ist und
darin Uberwachungs-, Steuerungs- beziehungsweisegel®egsaufgaben
Ubernimmt. In der Regel handelt es sich bei eingjetssn Systemen um reaktive,
haufig auch um hybride verteilte Systeme mit Edatz®rderungen.
Typischerweise sind solche Systeme dem menschlBaeatzer nicht direkt
sichtbar, er interagiert unbewusst mit dem eingeen Systerh[BvdB+98]

The definition by [BvdB+98] shows that the tasks &m embedded system include open-
loop control, close-loop control, monitoring andal@rocessing. Depending on the task,
the real time requirements will be determined,drample soft real time, hard real time or
hybrid real time systems. The tasks are loadechercontrollers before being executed in
the technical systems. If there are any changesptbgrams need to be reloaded on the
controller before the changes can take place. ©heallers for such embedded system are
for example process control system and automaboitral system.

From the definitions above, it is observed thatdhis no one “ultimate” definition for
embedded system. An embedded system can be aesa®m@ calculator and can be as
complicated as the controller in a manufacturingacpss technology factory, or even a
control system for a nuclear plant. According t&sfR9], an embedded system can be a
product or a production plant. An embedded systeam cange from a simple
microprocessor, a product with microprocessors a@rauontrollers, to the complicated
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control of a factory. Therefore, the term embeddgdtem covers a large range of
applications with involvement from numerous disicips [Zu06].

During the first part of the course in this resbathe students are introduced to the basic
components of an embedded system, and in the sgarhdf the course, the focus is on
the development of an embedded system as defingBunB+98]. An embedded system
has three components, the controlling device, trgrolled physical devices, and the user
interface. The controlling device is the embeddaddvare or software that will interact
with the user interface and the physical devicé® physical devices are various actuators
and sensors. The user interface allows the uskeyan the necessary command and also
returns specific values from the system. The playsievices and the user interface will
interact with the user and the environment.

User and ' ' User ' ' Controlling ' ' Physical Devices ' ' User and
Environment Interface Devices Actuators/Sensors Environment

Embedded System

Figure 2.1 - Embedded System after [BvdB+98] d&dini

2.2.2 Characteristics of an Embedded System

This sub-section will further elaborate on the egteristics of an embedded system. The
two main areas to be discussed here are embeddthsgs an interdisciplinary field and
the requirements of an embedded system. It is itapbto discuss the characteristics of an
embedded system, as this further support that eddakeslystem is an interdisciplinary field
and it also provides and overview on what are iipgortant characteristics that needs to be
covered in the course.

Embedded system as an interdisciplinary field:

With the invention of computers and microprocessorthe 1940s, many applications that
were once implemented using the physical systems@w transferred to the software that
controls the different hardwarélhere are many examples of embedded systems ire#h
world. For instance, a modern car contains tenslaictronic components (control units,
sensors, and actuators) that perform very diffetasks. The first embedded systems that
appeared in a car were related to the control othamical aspects, such as the control of
the engine, the antilock brake system, and therabof suspension and transmission.
However, nowadays cars also have a number of coemgsrhat are not directly related to
mechanical needs of the passengers: navigatiormsgstdigital audio and video players,
and phones are just a few examplelgZti06]. Here the expertise of mechanical engineer,
electrical engineer and computer science is reduioesolve the problem. Integration of
knowledge is needed in this example of embeddeesys
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Another evidence of this integration is the emeogeof “Mechatronics”. In the late 1960s,
Japan’s Yaskawa Electric Company introduced the tetechatronics [To02]. European
universities had been involved with Mechatronicsicadion since 1970s and they are
taught in form of “embedded system” [Ac97]. In amerdisciplinary project, SFB 614
(Sonderforschungsbereich), the term Mechatronideseribed as close interaction between
mechanics, electronics, control engineering andasoé, to improve the behaviour of a
technical system. Using information from sensoadactoncerning the environment and the
system will be collected and processed in compufénss will lead to the control or
actuators and thus influencing the system.

“Der Begriff Mechatronik bringt dies zum Ausdrucksemeint ist hier das enge
Zusammenwirken von Mechanik, Elektronik, Regeleabsik und Softwaretechnik, um
das Verhalten eines technischen Systems zu venbed3aflir werden mit Hilfe von
Sensoren Informationen tber die Umgebung, aber @behn das System selbst erfasst und
in Rechnern verarbeitet. Dies fuhrt zur Ansteueruvmgn Aktoren und somit zur
Beeinflussung des Systemg&GRS06].

Mechatronics (or embedded system) today involvedeast four disciplines, namely
mechanical engineering, electrical engineeringtrobrengineering and computer science.
Changes in one area will affect the other discgli@ommunication between disciplines
should be encouraged. There are also various ms&zoking into developing a common
modelling notation that can be understood by variisciplines [SL+09], [SWO09], [Sc07].

The percentage of control software in the differgrdtem also increased over time [SAO03].
Therefore, it had been increasingly important that electrical engineers and mechanical
engineers also understand the methodologies alaiialsoftware development. It is also

important that the computer science students nbt learn about the development of a

computer program, but it will be more relevanti¢ interactions with the hardware are also
taken into the curriculum’s consideration [To02].

Requirements of an embedded system:

As compared to pure software, software in an embgdtystem has extra criteria. The
software in the embedded system mentioned abovestheh the software for a
microprocessor or control system have the additiontria as below:

o Time critical — many control systems are time calti The delays or acceleration
in milliseconds can cause heavy losses to the tnduEime critical requirement
can further be divided into two categories — haedl rtime and soft real time
requirement. Hard real time requirements will beless if the time requirements
are not met. In soft real time system, the usagbdit the system decreases as it
wavers further from the time requirements.

o Distributed — the architecture of control systera aften distributed over a few
controllers. Consideration should also be giventh® organisation of sensors,
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actuators and operating interface in the architectwith this, other aspects like
secured network and real time network should a¢sodmsidered.

0 Interface with other hardware and system — embedgisttm needs to interface
with hardware system and other control system.Kdntiure software application,
where the interaction is at most with computer glegrals, an embedded system
interacts with the sensors and actuators and othadvedded system on the
network.

The implementation of software in the control sgsis still not as mature as the software
engineering itself in the classical Computer Sateedomain. There are various projects
undertaken to implement the methods in softwaraneeging in the control system, for
example the implementation of requirements engingdiva07]; and software modelling
in the development of these control systems [FV[KY,09], [LCO6]. Different adjustment
and changes are done to adopt the available methals control system field.

2.2.3 Subjects in Embedded System

The importance of embedded system will continugrtov [Ma06]. Traditional education
focusing on mostly hardware, as in electrical eegrmg programs, or on mostly software,
as in computer science, will not be sufficient &bec for the growing demand of embedded
system. As embedded system has wide diversity amdespan of complexity levels, it is
not easy to teach embedded system as a unified fi@i+05]. Apart from that embedded
system in education is still being defined and fiegd [GTO5].

There are various ways to approach teachings otdddal systems. There are universities
who split the course across a few semesters teadlom the fundamental level to the
advance level [KC+05], [YT+05]. Students go throughrious courses instead of one
“‘embedded system” course. There are universities offer embedded system as a one
time course with other pre-requisite courses befloeestudents can attend the “embedded
system” course [Ma05]. Embedded system can alsa foeir year course that is covered
through various courses [RS+05].

ZVEI in its report mentioned that students who haaehelor degree should be ready for
the working market. Therefore, it is important tecahave practical work for the bachelor
students [ZVEIO4]. “European Commission launched in 2001 the Artist 5FP
Accompanying Measure, gathering more than twenfy &sademic institutions and
laboratories ... to look into the question on howdésign an “ideal” graduate curriculum
for graduate students|CS+05]. Part of the graduate curriculum proposgdhits group is
as follows:

o Foundations of Computer Science and Engineeringasicbalgorithms, basic
notions on gates and assembly language, elemeangfiage theory (automata,
regular expression), basic operating system, soétwiodelling. This knowledge
should be acquired during under graduate studies.

10
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o Basic Control and Signal Processing — motivatiortraninteraction with physical
system, especially for computer science studerdstial theory and feedback
theory). Signal modelling, state and feedback, siagpand sampled control,
discrete-event control, hybrid-control theory. Tnaining to use tools such as
Matlab/Simulink is also necessary.

o Theory in Computing —detonational semantics, aximrgemantics, and structural
operational semantics.

o Real Time Computing — taxonomy for real-time apgiiens (for example soft and
hard real-time), operating systems (time- and etreggered systems, preemptive
and non-preemptive scheduling, basic schedulingrifgms), compiler, languages
(asynchronous and synchronous paradigms), desijmadidation.

o Distributed Computing — distributed algorithms, wetks, design (VHDL and
FGPA design, CAN and Ethernet networks), and allyos (safety critical).

o Evaluation and Optimisation of Extra functional peaies — performance (QoS
management), dependability (Petrinets, Markov chaand fault trees), power
consumption, memory and stack usage, execution tname-offs.

0 System Architecture and Engineering — design maetlogies, modelling,
verification, and group work.

From Artist Education Group working group’s propofa graduate’s program proposal,
the “Foundation of Computer Science and Engine&rifiBasic Control and Signal

Processing”, “Real Time Computing”, “Distributed i@puting” and “System Architecture
and Engineering” are covered from the various ugideluate program compiled in Table

2.1.

11
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Table 2.1 - Subjects taught in Embedded Systers clas

Y= [ =5
i fom e |0 O e [ e |2 | 2 %
S8 5|2 |21818(9(9|5 8
xr | o o |0 |- © =) N o © a4
o |ln |9 |x |z |2 20X |8 | x
Introduction
Introduction to Embedded x| x X x | x x | x | x
Systems
Basics of Embedded System X - - B b - - - |- X
Combinational/Sequential
Circuit Design
Embedded Systems
Hardware Architecture
M!croprocessors, S R R R N BV % | x X
Microcontrollers
Processors Architecture -+ o+ K 4+ X X X 1- -
Hardware in Loop =l - = = - X - - - -
AD/DA Converter - - - X | - X | -] - X X
Clocks - - - X | - -] -]-]X X
Embedded System Softwal
Architecture
Operating system - RTOS,| | N
Windows CE, VxWorks etc XX XX XX X
Application Software - Xl - X| - X| X| -] - X

! Dongduk Women's University, Sungbuk-gu, Seoul, géorSungkonghoe University,
Kuro-gu, Seoul, Korea; Sangmyung University, Jorgop Seoul, Korea; Konkuk
University, Gwangjin-gu, Seoul, Korea

2 University of California at Berkeley

® University of Waterloo, Ontario, Canada

* University of Alabama, Tuscaloosa

> Nagoya University, Japan

® University of Dortmund, Germany

" Hong Kong University of Science and Technologynbiéong
® Technische Universitat Miinchen, Germany

® RWTH Aachen University, Germany

19 Department of Computer Science, University Oldegbu

1 Department of Embedded System, University of Klasse
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Table 2.1 - Subjects taught in Embedded Systers (daatinue)

. [PROS5]
[Ma05]
[Mu05]

. [chio]

. [Ko10]
[Da10]
Research

Middleware

Interrupt - Interrupt
Handlers, ISRs etc

X
P
P

Scheduling - Rate
Monotonic, Priority
Inheritance, Priority
Inversion etc

Communications

Bus system - CAN, LIN,
RS232 etc

Asynchronous vs.
Synchronous

TCP/IP x| | -] -] -] -] -] -] - -

Development of Embedded
System

No
Za)

System Requirements X -+ X X - -+ + 4-

System Design/ Modelling/
Specifications Techniques t
Petrinets, UML, SysML, X | X | X - | X | X | X | X | X | X
SDL, VHDL, State Charts
etc

System H/W Design X - X - A4 X 4 4 X -

Hardware/Software Co-
design

System Programming -
Assembly Language, ANSI| -- | - | X | - | -- - - X| x| X
C, PEARL, IEC 61131-3 et

)

Hardware/Software Co-

verification - - X | - - U I N

Verification, Validation and

Testing o e A e e T e e e e

Legends:X — Clearly mentioned in the references, x — authdeduction based on the
description in the references

From Table 2.1, it is observed that the subjeateefobedded systems can be divided into
two categories, the fundamentals of embedded syatehthe development of an embedded
system. The fundamentals of embedded systems mdluel introduction to embedded
system, the hardware architecture, the softwaraitanture and the specific means of
communication. The other category is the develogn@nan embedded system. This

13
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covers the different lifecycle phases in the deweient of an embedded system. The
phases are system requirements gathering, systsigndesystem implementation, system
integration, and validation and test. Two subjéett specifically look into the balance and
trade off between hardware and software systembabvare/software co-design and co-
verification [LPO6].

2.3  Challenges for Institutions of Higher Education

In order to accommodate to the demands of indwstiy research, institutions of higher
education had been offering the students, inteplisary course work, team work
opportunities etc. However, institution of highelueations faces different challenges in the
process of changing and accommodating to these in&vdisciplinary needs. Three
challenges, which are relevant to the institutiémigher education and this research, will
be presented in this sub-chapter, namely diffeceghitive mindset, large class size and
limited resources.

2.3.1 Different Cognitive Mindset

People learn by connecting different ideas toget@egnitive scientist demonstrated that
learning is a process of drawing connections ontwheople have already known.
Therefore, students with different backgrounds walisociate the new knowledge
differently. As students from different disciplindgve different ground courses, they
would have different cognitive mind set [DDO7]. [B®] mentioned in their research that
the main problem areas of the course techniquergnuging module are the different
previous knowledge of the participating studentbe Tmodule is boring for one and
overstrains the other group.

Students from different disciplines might have elifint description for the same term. For
example the word “model” for Computer Science stiislecan mean a software model,
whereas the Mechatronics students will mean a hanelwodel.

2.3.2 Large Class Size

The second challenge is the large class size. [Hss size in the universities starts to grow
when higher education ceases to be “only for titestlbut also “for the masses” [B090].
There are different definitions for “large” and “alii class size. According to [GL+96],
small class is defined as 30 or fewer studentsyeaselarge class is defined as 70 or more
students. [Ku07] defined small as less than 21esttedin a class, medium as between 21
and 75 students, and large as more than 75 studBbts06] classified that small class has
less than 35 students, small-medium class has bat@@ and 50 students, moderately large
has between 50 and 70 students, large is betweandX0 students and very large is more
than 110 students. There is also class size witte ti@n 500 students. This is possible for
foundation classes in bigger universities, for epkarihe class “Information Technology”

14
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in Technische Universitat Minchen. No specific sk on methods implemented for
more than 150 students as compared to 500 or raderss is found.

The methods implemented in this research will foowmslarge class size. For further
references of class size, the classification by D& will be used (Table 2.2). This
definition is more detailed and yet did not conicadhe definition from [GL+96] and

[Ku07].

Table 2.2 — Categorisation of class size [DD+06]

Size Category
<= 35 small
30<x<= 50 medium
50<x<= 70 moderately large
70 <x<=110 large
> 110 very large

It is important to identify the different categaoy class size, as the different class size has
different impact on teaching and learning. Accogdia different research, the numbers of
students do influence the learning behaviour, exasnlt and feedback to the evaluation
[KuO7], [AWO04], [CROO0], [F0o94]. The “Kindergartemtl?h Grade program” (K-12) also
recognises this and different studies had beenumead to make the classes more effective
[BS+04].

Large class students are more difficult to handlarge class environment is more

impersonal as compared to small class. AccordinfGeR2], 12 feet is the comfortable

distance for social distance and 25 feet is resefoe public speaking. In today’s large

class environment, the distance between the tegqdhstructor and teaching assistant is
more than the social distance. On top of that, stuglents are seated in rows that are
inconvenient for movement. Neither can the studeote easily to the front, nor can the

teaching instructor move easily between the stwléltte sitting arrangement in this type

of lecture hall is very similar to a cinema, and edso influence the students to only be an
“audience” in the class. There are reported indslevhere students behave rudely in a
class, being disrespectful and appear unintereie®9]. There are students who are
working on other courses assignments, reading nlldng, and falling asleep. These

behaviours are discouraging not only to the tearlmstructor but also to other students
who are interested in the class.

Smaller class size will have positive correlatiothvthe exam grades [Ku07], and [AWO04].
[KD+08]. The study on K-12 also shows a negativeralation between the class size and
the students’ achievement. [GL+96] analysed thatimrls between class size and student
performance over a period of 10 years. One of #asans for poorer grades is due to the
poor attendance. [CROO] mentioned that the clasmd@dnce for a large class usually
dwindles to 40% or 30% at the end of the course. fBisearch from [DF96] shows that the
attendance has a positive regression with the stedgrade. The more the students attend

15



2 State of the Art

the course, the more they are going to or are @bbppreciate the subject, and thus will
also normally do better in the exam.

There is a negative regression between studen&ua&yon of teachings (SETs) and the
class size. [KuO7] mentioned that the course ratang better if the class size is 20 or less,
and the SETs within this small group decreaseshasctass size increases. However,
according to the same study, the class size doemfilieence SETs when the class size is
bigger than 20 students. This is because there sgmificant difference between the value
of medium and large size class SETs. However, wdwanpared to the small class, the
medium class and large class have poorer SETsev@iia86] reported that there is no
difference in SETs value for the teaching instrugtho handles both small and large class.
However, the grading for the teaching assistantedses as the class size grew. This is
attributed to the lack of experience by the teaglassistant in handling large classes. This
shows that it is important to have experiencedhimgcassistants to handle large classes.

The most common pedagogy form for large classmgets through lecture. A traditional
lecture takes place when a lecturer recites orgsass the knowledge in verbal form while
the students take notes [Mi99]. Among the challerigea large class settings are it is more
difficult to control the class behaviour [Ca99],fadlow up on students’ understanding, and
to encourage students’ participation in the classorder to overcome these problems,
various methods under the term “Active Learningfl we introduced. This will be further
elaborated in sub-chapter 2.4.

There are several methods to implemented exermsksge class size environment. The
exercises can be conducted in the same settindieadetture, in a large class size
environment or be broken into smaller groups. Eserscthat are conducted in the large
class size environment face the same challengésealecture. If the institute have more
resources, the students can be broken into sngltermps and the exercise session can be
conducted separately. Meaning the lecture is caredua a large class environment but the
exercises are conducted in smaller groups. This®pp discussion opportunity concerning
the subjects that are still unclear in the exescsession. Another method is utilising the
internet [GG+07]. This is more than just uploaditg content onto the internet and
providing the answers. According to Schulmeistasllaboration and co-operation are
important for virtual learning [Sc05]. Students dag into the portal to solve the exercises
or discuss the problem with other students or ¢laehing assistant. However, this requires
resources to maintain architecture and the cowtetiie web page.

2.3.3 Limited Resources

The third challenge for interdisciplinary classtige extra coordination that is required.
Table 2.3 presents a compilation of interdisciphnaourses that implemented different
methods.
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Table 2.3 - Compilation of interdisciplinary couss@ terms of number of participating disciplines,
contributing departments and number of studentls examples of methods implemented
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Religion, English [CE+95] M| 2| 2] X| -| X| -| -| -| -] -] -
English,
Philosophy, [Ma00] L 2| 3] -] -| - X| - - - -| -
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English, US 11vaoop | L 2| 2] | -] - x| -| -| -| -] -
History
Sociology [ABO5] -1 5| 5 -| -| -| -| X -| -| - -
Medical [CCO02] -1 10 3] -] - - X X X S - -
[SBO2] L 4] 4 -| -| -| x| -| -| - -] -
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[EBO3] -1l 20 X X| - -] - - -] -| -
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Total for Implemented Methods 8 B B 1IB| 6| 5| 2|1
Legends:L = Large Size Class; M = Medium Size Class; S =abi8ize Class; - = No

Information Available
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From the compilation of different research as shoinn Table 2.3, most of the
interdisciplinary classes involve more than oneigihe that is represented by different
departments. In the case of team-teaching, twohiegcinstructors will teach a class
together. The advantage of involving different dépants is the load is distributed across
the different departments. With these availableueses, it is also possible to conduct
group work and involves the student more activelthie learning process. The last entry is
the research conducted in this dissertation, umost large interdisciplinary classes, the
number of contributing department is only one; velasr the number of participating
disciplines is two.

2.4  Active Learning

Different methods under the term active learning iemplemented to overcome large class
size problem. Apart from this active learning adseourages interaction between teaching
instructor/assistant and students, as well asadaaten among students. This would help
students to understand fellow colleagues from aadiscipline better. This sub-chapter is
going to present the different active learning rod#h) and the challenges faced in active
learning.

2.4.1 Active Learning’'s Methods

Active learning means the students not only listed take notes in the class but they also
have the opportunity to participate actively in tbkass [BE91]. Among the methods
implemented in active learning include informal gpolearning, formal group learning,
group work, problem based learning, team-teachwotg calling, in-class demonstration,
muddy card, flash card, concept test, evaluatiomfgpause method, laboratory work, and
learn management system [HW+02], [Mi99], [BS96],S{®5], [Da95]. The various
methods mentioned above can be divided into twaegoates, those that can be
implemented in class and those to be implementésidauthe class (Table 2.4).

Table 2.4 - In Class Implementation and Out of €lasplementation

Methods In Class Out of Class

Informal / Formal group learning

Group work

Problem based learning

Team-teaching

Cold calling

In class demonstration

Muddiest card

Flash card

Concept test

Pause method

! X X

Laboratory work

Learn management system / Internet -- X
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Informal Group Learning: This is group formed infally during lecture or exercise. The
teaching instructor will spontaneously break thasslinto small groups, normally in groups
of 2 or 3, as this is the limitation of lecture lstgitting. The group will only be valid for

this discussion. Each group will discuss a certapic or work on a problem. It is also
possible that a representative will need to pregentindings in the class.

Group Work: The students work in groups to solveagticular problem, assignments or
projects. Group work can be conducted in the ctassutside the class. Group work
requires co-ordination among the students. Thisgms an opportunity for the students to
develop socially as well.

Problem Based Learning (PBL): The teaching instnuprovides an open ended problem
and the students will need to solve the problenotig to the experience and knowledge.
The question should be a problem that the studeststerested in solving. Problem based
learning is usually conducted in groups. The sttslerill discuss ideas or hypothesis that
can be used to solve this problem. The teachingucter acts more like a facilitator
through out the discussion. As in group work, PBsoainvolves the social skills. The
students learn to solve problem individually.

Team Teaching: At least two instructors from diéietr fields work together to conduct a
class at the same time to a single group of stsd&niscussion between the instructors can
take place “live” before the students. Studentsalre to experience the view from the
different fields.

Cold Calling: The teaching instructor simply calisstudent in the class to answer a
question or give an opinion. No name is necessarytliis method, description or
appointing by position, for example the third staidffom the right in the last row, can be
used. Another method of cold calling is round rotafliing. This is implemented by calling
the student sitting next to the current studend, @gain the student next to him/her, and so
on.

In Class Demonstration: The teaching instructosudifferent objects or even the students
themselves to explain the subject or to draw stigdeémnterest to the subject. The objects
may be hardware, charts, tools, or acting the mce

Muddy Card: Students are requested to use 2 tanbtes to write down the areas that they
did not understand (muddiest part of the classh@mall card. The teaching instructor
would then answer the gquestions in the next classther variation is to post the answers
on the internet or provide answer sheets. Typicalydents will be given a small card to
write their feedback. This is normally done at émel of each lecture session.

Flash Card: The students are give a few cardsffardnt colours, for example a red card
and a green card. The teaching instructor will ppspiestion, the students will then show
one of the cards to represent their answer, fomplared for disagree and green for agree.
This can also be done electronically by providingoanputer system (personal response
system) at every seat in the lecture hall. [KCOFgntroned that students who use of
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personal response system performed better in tms ddase assessment. However, these
students are also the students who are more medivzatd attend class more frequently.

Concept Test: The teaching instructor will pose westjon that will encompass the

important concepts for the particular class atdhd of the class. The students will try to

answer this question and hand up the answer. Thrthe students’ answer, the teaching
instructor will be able to access the students’ansinding. Concept test can be coupled
with flash card method to acquire students’ feelbac

Pause Method: The teaching instructor will pauseafdew seconds between sentences,
glancing across the students, and giving room talents to ask questions if any. Pause
method can also be use to give emphasis. Changmefand speed in presentation makes
the presentation more interesting.

Laboratory Work: The students receive an assignrteetsie completed in the laboratory.
The whole class can also be conducted in the latrgraWhat is important is that the
students get to do practical work.

Learn Management System: Course content can beadgidoon a learn management
system, there might be an online “laboratory”, wiots who can chat and assist students.
Students have the opportunity to revise the cocwseent and to track their progress.

2.4.2 Active Learning’s Challenges

Implementation of active learning methodologies meguire more effort and resources
than traditional lecture [BE91]. The researcheseutadken to implement active learning in
large class environment showed that much resoweesequired. For example more than
“50% of the college’s 150+ faculty member providegut” to enrich the undergraduate
program with hands-on, project based learning [§S@@rsonal response system is
installed for concept test, and extra 1 to 1.5 bare needed to respond to muddy cards
[HW+02]. Bonwell and Sutherland mentioned four ploles obstacles for implementing
active learning, namely limited class time; a poigsiincrease in preparation time; the
potential difficulty of using active learning inrtge classes; and a lack of needed materials,
equipment, or resources [BS96]. [HW+02] describdeat tictive learning will increase the
preparation effort as there might be lack of materand resources. The teaching instructor
needs to spend time designing ideas that are fifi@bthe course content.

Secondly, the students might not be familiar wils tmethod and be less than willing to
cooperate. Students, who are used to only listemirtge class, might feel uncomfortable
and not willing to participate and voice their apm in the class. The change of role and
responsibility would need some getting used tosThicompounded with the large class
environment, where students sit in rows and it @ conducive for group discussion.
Instead of doing group discussion, the studentsatsmdiscuss in pairs, as in the informal
group learning presented in sub-section 2.4.1.
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Thirdly, students are not willing to participate chase they do not want to be
“embarrassed”. Students might not participate bseedbey are not sure of the answer and
fear of giving the wrong answer. They would then“‘@ebarrassed” in front of the class.
Another situation is the student does not wantaadderred as “teacher’s pet”, as he/she
actively participate and fulfil the teaching insttor's request. It is important not to only
incite participation from a few students. Generaétmods, like cold-calling can be
implemented. However, more important is to pro\adisafe environment”, where no ideas
will be ridicule. Instead, students should be mdidor their participations. This will
encourage students to participate more. This akgtis Skinner’s (1904-1990) behaviour
theory. Skinner emphasized that the desired bebhawan be enforced by positive
reinforcement like praising and award.

2.5 Pedagogic Theories

As this research concerns discovering suitablehirganethods, 3 pedagogic theories will

be introduced in this sub-chapter. The methods emphted will be compared to the

pedagogic theories introduced here. This will pdeva comparison to see if the methods
implemented covers the learning behaviour of dafeérstudents as well as the level of
involvement by each method.

2.5.1 Bloom’s Taxonomy vs. Anderson’s and Krathwohl's
Taxonomy

The Bloom’s taxonomy was defined in 1956 by Benfamloom [BI56]. This taxonomy
categorises the different levels of thinking anarteng. This taxonomy has since then been
popular among educationist to evaluate the levatwdent’'s ability. Bloom’s taxonomy is
divided into six categories. The six categorieslarewledge, comprehension, application,
analysis, synthesis, and evaluation. The six categ@re often represented in a pyramid
form, from the simplest and most implemented catego the most challenging and least
implemented category (Figure 2.2). Knowledge ishat most bottom level, according to
Bloom almost 95% from the exam questions he suveye in this category. Students are
expected to recall previously learnt material froramory. This can be achieved simply by
rote learning. The challenge to test the differestiegories gets more difficult with each
level. The last category is evaluation. Studenésextpected to judge, criticise, decide the
suitability of a certain material.
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Evaluation The ability to assess/compare different information
Synthesis The ability to use the information to form something new
Analysis The ability to organise the information as to understand it better
Application The ability to use the information in a new setting.
Comprehension The ability to summarise, explain the information in own’s word
Knowledge The ability to recall information learnt

Figure 2.2 - Bloom’s taxonomy

In 2000, [AK+00] proposed a modified version of Bin’s taxonomy. This new taxonomy
is also known as the “Anderson and Krathwohl's Teomy” (AK's taxonomy). The
difference between this taxonomy and Bloom'’s are:

o Instead of having synthesis at the fifth level,legtion is moved to the fifth level
and synthesis in at the sixth level.

0 Instead of using noun, verb is used. The new lewas remembering,
understanding, applying, analysing, evaluating @edting.

The reason for [AK+00] to switch the evaluating egpiry with synthesis category is
because putting the ideas to create something movedw is more difficult. This change is
significant as one needs to first evaluate thegmd cons, and to understand the strength
and weaknesses of an idea before being able to agmwith something new. This
dissertation will use the new categories providg@aK+00].

2.5.2 Gardner’s Theory of Multiple Intelligence

Everyone has a different learning behaviour. Howaaddner mentioned that everyone has
different intelligences at varying degree. The lilgences are linguistic intelligence,
logical-mathematical intelligence, spatial intedlice, bodily-kinaesthetic intelligence,
naturalistic intelligence, musical intelligenceterpersonal intelligence, and intrapersonal
intelligence. Each person will have stronger tewmglem one or a few intelligences.
Different methods implemented in the class willdig#e to benefit the students with this
particular intelligence. Students with different Itijple intelligence usually end up in
different fields. For example, students who havenger logical-mathematical intelligence
might end up doing work related to scientific thimk whereas a student with interpersonal
intelligence will further work in area where skitts work effectively with others is required
[Ga93]. This does not mean that multiple intelliges are only important for secondary
school students who are determining which caresyssthey are going to choose. As each
person has more than one multiple intelligenceschimg instructors in higher education
can also make sure that the methods implementedr calv least a range of multiple
intelligences. This would be especially usefulhé tstudents are from a diverse range of
background [KeO1].
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2.5.3 Edgar Dale’s Cone of Learning

The cone of learning theory is introduced by EdDate [Da69]. Edgar Dale mentioned
that people will remember better when they arevabtiinvolved in the learning process.
According to the “cone of learning” theory peopsamember 10% of what they read, 20%
of what they hear, 30% of what they see, and 50%adt they see and hear. These first
50% can be acquired by passive learning. The stadiennot have to be involved. The next
50% can be acquired using active learning. Whensthdents participate by writing or
verbally expressing the ideas, they will rememi@¥o7of what they learn. By doing what
they learnt, for example performing the simulatidoning the design work themselves, the
students are able to remember 90% of what thew.lear

When comparing to the AK’s taxonomy, the passivarag only covers the first level

(section 2.5.1). The active learning activitiesuieg the students not only to receive the
information but also to participate in it. This @$ then the other 5 levels of AK’s

taxonomy, for example by participating in a diseoisr giving a presentation, the student
needs to summarise and explain the informationsfnér own words.

2.6 Embedded System 1 (ES1) and Embedded System 2 (ES2)

Having presented the foundation needed for thisareh in the previous sub-chapters, this
sub-chapter will introduce the two courses in tesearch. Firstly, the context of the course
will be presented. This is followed by the backgrdwf the students who participate in
both these courses.

2.6.1 Course Introduction

Embedded System 1 with course code FB16-6951 (B8d)Embedded System 2 with
course code FB16-6952 (ES2) were introduced in semsamester 2006 (SS2086and
winter semester 2006/07 (WS0667)espectively. Figure 2.3 shows the semesters where
ES1 and ES2 are conducted.

SS2006 WS0607 SS2007 WsS07¢8 SS20p8  WS0B09  SSZ009
ES1 ES2 [ ES1 ES2 ES1 ES2 ES] ESP

{3 initial syIIabus[}«: modified syllabus for this resear::#

Figure 2.3 — Semesters where ES1 and ES2 are cmutuc

12 Summer semester is represented by SS, followethéyear (e.g. 2006, 2007, 2008,
2009)

13 Winter semester is represented by WS, followethleyshort form of the years (e.g. 0607
for 2006/2007)
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The course content of ES1 WS0607 differs from tidES1 SS2006. The same applies to
ES2 SS2007; the course content also differs todh&S2 WS0607. The course content is
modified to suit the student’'s pre-knowledge andrieng behaviour after the first
implementation ES1 SS2006 and ES2 WS0607. ExceptV80607 where ES1 is being
offered parallel to ES2, ES1 and ES2 are only effevnce a year. ES1 is conducted in the
winter semester and ES2 in the summer semesteh tBete courses are conducted in
German by teaching instructor who is a professad a teaching assistant who is a
doctorate candidate. Both these courses are 3smlirse. 1 credit can be equivalent to 30
minutes of class a week. Each class session las80fminutes, starting from 8:15 am to
9:45am. The lecture and exercise are conductedmosa alternate weeks. The exercise
session will take place after the completion ohapter. The winter semesters are normally
between 16 and 18 weeks. However, the winter seméstiidays are between 2 and 3
weeks. The first week is normally lecture-free we&ring this week introduction
activities for the first semester students will cmnhducted. Therefore, there are 14 weeks
available for lectures and exercises. Summer senseate shorter and there is no semester
holiday in summer semesters. There are only 14 sveekummer semester and all the 14
weeks are available for lectures and exercisesef@éy, there are 14 weeks available for
lectures and exercises for both winter and summeenesters. The average number of
participants for ES1 and ES2 are 80 students. &tis no official course registration list,
the number of the students is based on the examstnagn. Averagely, 66% of the
students are Computer Science and the other 34%lacbatronics students. The course
handbooks for both Computer Science and Mechasastiedents propose the students to
take ES1 in the third semester and ES2 in thelieimester [FB16+06], [SKO7].

2.6.2 Subjects Taught in ES1 and ES2

Even though a major part of ES1 and ES2 concem&dimputer science discipline but a
fraction of physical systems and the basic of etexts are also included. The subjects
covered in ES1 and ES2 are listed in Table 2.5.

Table 2.5 - Subjects taught in ES1 and ES2

Embedded System 1 (WS08099) Embedded System 2 (SS2009)

1) Definitions of terms 1) Requirements Engineering for Embedded

System
2) Basics — Logic and Gates 2) Modelling for Embedded System — SA/RT,
SysML
3) Typical Architecture 3) Automation Technology
, 4) Programming in Embedded System — IEC
4) Scheduling 61131-3

5) Programming Languages — PEAR

R o L
Assembly Language, and VHDL l5) Verification, Validation and Test

6) Bus System
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Not all the subjects in Table 2.1 are covered, touthe best possible the foundations
required to understand embedded system are beweyezh As ES1 and ES2 are only 3

credits courses, it is important to only teach fimedamentals of embedded system in ES1
and ES2. There are optional subjects on embeddgdmsythat the students can select in
higher semesters, if they are interested. The tbgscof ES1 and ES2 are to train the
students to provide the foundation to think indefeily as well as to work in team when

developing and implementing an embedded system.

ES1 provides the foundation needed for the studemtsinderstand the basics of an

embedded system. This includes learning about #wec barchitecture of an embedded

system, its development history, example of appboa, bus systems, and different

programming languages. Microprocessors and mictoalbers are also introduced. Except

for logics and gates, the subjects taught in ESILEE®2 can be identified in the categories
as defined in Table 2.1. Logics and gates, whiehtlae basics of all computer systems, are
taught to the Computer Science students in thensesemester through the course Digital
Technology. However, as the Mechatronics studevits, also participate in ES1, only take

the class Digital Technology in the same semedikis causes the difference of basic

knowledge between Computer Science students andhditenics students. To solve this

problem, ES1 briefly touches this subject as to/jol® the basic knowledge required to the
Mechatronics students. At the end of ES1, studgmisld understand

o the basic components of an embedded system,

o the important requirements like real-time and nagking ability; different
methods to schedule the processes, and differeratipg systems that can meet
these requirements;

o the whole process of reading an input signal, taire signal transfer to a bus
system, the processes in the controller, sendiagsitinal back through the bus
system and the signal will activate and actiorhmdctuator.

ES2 focuses on the second category of an embegdezhrscourse that is the development
lifecycle of an embedded system (section 2.2.32 B&jins with requirements engineering,
then modelling methods, the available automatiachrielogy (more to hardware and
architecture), the programming language, and fmalérification, validation and test. At
the end of the course, the students are expectatbie the different lifecycle phases, what
happens in each phase, the tools available totaksisn especially in the design and
implementation phase and the stake holders involved

2.6.3 Students’ Background

ES1 and ES2 are compulsory courses for Computem&eiand Mechatronics students
who are in their third and fourth semester. Theeeaso a small percentage of Electrical
Engineering students but the number is very srbaliween 0% and 4% for each semester).
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This research will only cover the Computer Scieaoel Mechatronics students, as the
number of electrical engineering students is néftcsent to make meaningful comparison.

Intake Requirements:

The pre-requisite for Computer Science degree enUhiversity of Kassel is the general
diploma for secondary school, technical collegeyarational school. The yearly intake is
in winter semester. The course will last seven s¢eng and the students will graduate with
a Bachelor of Science degree. The students ardareeqto participate in a 12 weeks
industrial practical work. There is no restrictiohstudents’ intake.

The Mechatronics students also have the same puasiee as the Computer Science
semester. The students are expected to gradudian wgven semesters and they will be
awarded the title Bachelor of Science degree fer @omputer Science students and
Diplom | for the Mechatronics students. The Mecbiairts students have still yet to convert
to the Bachelor/Master curriculum. The enrolmentinswinter semester. Unlike the

Computer Science students, the Mechatronics steidamet expected to do 15 weeks of
industrial practical work. There is also no resitoie of students’ intake.

From the intake requirements, it is observed tatréquirements for the Computer Science
and the Mechatronics students are the same. Tlyeddfdrence between the two bachelor
degree programs is the duration of industrial pcattvork. Any student who qualifies for
Computer Science also qualifies for Mechatronicd aie versa. The qualifications of
enrolled students for Computer Science and Mech@&gocourses for winter semester
2006/2007 to winter semester 2008/2009 are acquirech the University Kassel's
Students’ Centre. The main qualifications for bgtioups of students are the secondary
school (Gymnasium — allgemein Hochschulreife) aschnical school (Fachoberschule —
Fachoberschulreife). 25% and 48% of Computer Seerstudents has secondary school
qualification and technical school qualificatiorspectively. More Mechatronics students
are with secondary school qualification at 40% &8% are with technical school
gualification.

The Computer Science degree is more mature aneérbeffiered as compared to the
Mechatronics degree. According to Centre for Higkelucation Development (CHE)

[CHE] report in “Zeit” [StZeit], the search resdtir Information Technology / Computer

Science (Informatik) in University returns 550 riésuwhereas Mechanical Engineering
returns 102 results. Note that the search did set Mechatronics, as it is not a search
category by itself. From the fact that Mechatrorgosirses are not commonly offered, it is
possible to deduce that the students who choosédfienics degree are really interested
to develop in this field. Most of the Mechatronissudents have secondary school
qualification. They may not have practical expecies on Mechatronics, as compared to
those who came from technical school or vocati@eabol, but are determined to choose
this field. This in return might influence the aitles the students have towards their study.
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Graduation Requirements:

The Computer Science students are expected to etargi least 180 credits and maximum
240 credits for the Bachelor degree. The studem®rpected to complete 129 credits in
the foundation years and another 57 credits irathance years. Additionally, the students
are required to complete another 12 credits foctpral and another 12 credits for bachelor
project [Le04].

The Mechatronics students need to complete 210tsried their Diplom |, 30 credits are
allocated for each semester. The 210 credits algave 15 credits for practical work and
another 15 credits for bachelor project [SKO7]. Adechatronics Diplom is an
interdisciplinary degree, the students will be tuigj courses in the field of Computer
Science, Mechanical Engineering and Electrical Eegiing. The proposed semesters to
finish the Bachelor and Diplom | degree are 7 seenesHowever, the students can extend
the semesters as long as they do not fail any clsmguexams more than 3 times.

The grading for Computer Science students and teehitronics students are the same.
The grades are categorized into five categoriesry good, good, satisfactory, sufficient,
and fail (Table 2.6). In order to graduate, thalstis should at least score sufficient, which
means not good but sufficient to pass, for allaberses in the foundation level.

Table 2.6 - Grades for the Computer Science anchistegnics students

Grade Range| Possible Grades| Remarks
1.0<x<=15 1.0,13 very good
15<x<=25 1.7,2.0,2.3 good
25<x<=35  27,3.0,3.3 satisfactorny
3.5<x<=4.0 3.7,4.0 sufficient
x>4.0 5.0 failed

Courses Visited:

The Mechatronics degree’s syllabus in University Kidssel consists of courses from
Faculty of Mechanical Engineering (FB15) and theufg of Electrical Engineering and
Computer Science (FB16). Starting from the firstaryethe students will be taking
compulsory courses from the Mechanical Engineeri@@mputer Science and the
Mechanical Engineering disciplines [SKO7].

The Computer Science students do not need to aasitses from Faculty of Mechanical

Engineering (FB15). The compulsory courses for lmhsciplines are as in Table 2.7. The
Software Tools course that will be further elabedain chapter 4.4 is compulsory for the
Mechatronics students in the fourth semester buiomg for the Computer Science

students. Computer Science students and Mechadra@ticlents do share a few same
courses, for example The Basics of Electronics d an Mathematics 1 and 2 and

Embedded System 1 and 2.
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Table 2.7 — Courses covered by Computer Sciencé@etiatronics students in the first four

semesters
Sem Courses for Computer Science Credjts Courses for Matchnics Credits
Digital Technology 4.0 Construction Technology 1 6.0
< [Introduction to C 3.0 Introduction to C++ 6.0
% Introduction to Programming for Computer Scienge 6].JIntroduction to Mechatronics 1.0
g Law and Management 3.0 Mathematics 1 9|0
3 Mathematics 1 9.0 The Basics of Electrotechnics 1 4.0
The Basics of Electrotechnics 1 4.
Total Credits 29.0 Total Credits 26.0
Algorithm and Data Structure 6.0 Constructions Tedbgy 2 6.0
N |Computer Architecture 6.0 Mathematics 2 9.p
% Discrete Structure 1 3.0 Physic 8.0
g Law and Management 3.0 Practical in Electrotechnics 0 2.
3 Mathematics 2 9.0 Technical Mechanics 1 5.0
The Basics of Electrotechnics 2 4. The Basics oftEdéechnics 2 4.0
Total Credits 31.0 | | Total Credits 34.0
Discrete Structure 2 3.0 Digital Technology 4.0
The Fundamentals of Electrotechnics 3/0 Electricagjiigering's Material 4.0
™ |Embedded System 1 3.0 Electrical Measuring Technology 6.0
% Operating System 6.0 Embedded System 1 3.
g Computer Networks 6.0 Manufacturing Technology 3{0
3 Theoretical Computer Science - Logic 6.p Mathemaics 4.0
Presentation 2.0
Technical Mechanics 2 4.0
Total Credits 27.0 | | Total Credits 30.0
Embedded System 2 3.0 Dynamics 40
*Application Course 6.0 Embedded System 2 3|0
¥ |Database 1 6.0 Management for Engineers 3.0
% Methodology to Programming 6.0 Mechanical Engineesiiaterial 3.0
g System Programming 4.0 Sensorics 1 410
o |Theoretical Computer Science (Formal Languagdq) 6.0 ftw@re Tools 3.0
n
System's Model Development 4.(
The Basics of Control Technology 6.(
Total Credits 31.0 | | Total Credits 30.0

Different Cognitive Mind Set between Computer Sciece and Mechatronics students

According to [GHO1], Mechatronics students prefer have interactive mode of
communication. This means that students preferetpdot of the action instead of sitting
and listening as compared to the traditional teagtand learning methods. According to
the research by [EBO3] many Mechatronics courses based on course works. The
students not only develop the control softwarethay also make sure that the software is
compatible with the physical system. Computer Smepourses require less practical
works with physical systems. Most of the assignménit the computer science students on
the other hand can be accomplished using partisolfware installed in a normal personal
computer.
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2.7 Overview on Scope of Research

This research focuses on discovering the suitaBtbaals for a large interdisciplinary class.
The courses in this research are ES1 and ES2. tBetfe courses have interdisciplinary
course content. Sub-chapter 2.3 presented the ¢chedlenges faced by institution of higher
education. This research covers the intersectiail e three challenges (Figure 2.4).

Area of Research: The participants in ES1 and BE82Camputer Science students and
Mechatronics students. From the courses visited@bmputer Science and Mechatronics
students in Table 2.7, it can be observed thafdbes is different and thus developing a
different set of cognitive mind set. The ComputarieSce students are at advantage
because the Computer Science students coveredfghg subjects in ES1 and ES2, which
are Digital Technology, Computer Architecture, Gyierg System and Computer Network,
in the first three semesters. Every semester taereabout 80 participants for both these
courses. From the class size definitions in Tak?e BS1 and ES2 fall into the large class
category. Different methods to involve studentsairmourse are grouped under the term
active learning. Active learning lecture is poplyamplemented for large class size. One
of the challenges in implementing active learnsmthie limitation of resources.

Methods implemented: Section 2.4.1 categorisesvadgarning methods to “in class
implementation” and “out of class implementatiomhe methods that are purely “in class
iImplementation” and are connected to presentatiethaas will be grouped under the term
“motivating lecture”. Another four active learningiethods are group work, exercise
session, pop quizzes, and course coupling. Usimgibéab equipment as a consistent
example is the sixth method implemented in thigaesh. Each of this method can tackle
one or more challenges as shown in Figure 2.4. Mewdhe implementation needs to
consider all the three challenges at the same time.

Methods overcoming Large
Class: EO) ‘
- Motivating Lecture Sl 2% 3 Methods overcoming
- Pop Quiz N & 60'%; LY leferent Cognitive
- 5IMPLe o | Area of % o Mmdse‘t:
Research - Exercise
Methods overcoming N - Group Work
Limited Resources: | \ o 1m1ted ------------ - Bench Scale Equipment
- Bench Scale Equipment R - Course Coupling
- Course Coupling

Figure 2.4 — Area of research and the methods impteed

The resources required for implementation, the @mpn of methods to pedagogic
theories in sub-chapter 2.5, as well as the effenBss of the various methods to the
different disciplines will also be discussed.
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As being introduced in sub-chapter 2.2 Embeddede8yss an interdisciplinary course.
There are many subjects that can be covered incthusse. Through out the years, the
course’s contents for ES1 and ES2 have been sligidified. This chapter presents the
concepts taught to the students. Only the subjeetsare consistently taught through out
the semesters will be discussed here. These ar¢ha&lsubjects taught in ES1 WS0809 and
ES2 SS2009. The first sub-chapter will presentcinerse content for ES1 and the second
sub-chapter the course content for ES2. Each chapt&S1 and ES2 will further be
divided to subjects.

3.1 Course Content for Embedded System 1 (ES1)

ES1 is conducted in the winter semester. As meation chapter 2.6.1, there are 14 weeks
for lectures and exercises in the semester. Thisliswed by almost two months free
lecture period, where the students need to prdpatbe exam. The following sections will
describe the subjects covered in ES1, namely diefinof terms; basics — logics and gates;
typical architecture; scheduling; programming laages — PEARL, assembly language,
VHDL; and bus system.

3.1.1 Definition of Terms

During the first class, the teaching instructorstfiintroduced the different terms in
embedded system. This is important to lay the sanaerstanding for all the students
before further developing the subject.

A few definitions are discussed here. The firshntés a system, the second an embedded
system (eingebettete Systeme), the third a systeorporated with embedded system

(einbettende Systeme), the fourth system incorpdratth embedded system as a product,
and the fifth term a system incorporated with endlgeldsystem as a production system.

o The definition for system is based on DIN 66201NbB6201]. A system is a
structure that consists of different objects. Thdg#&erent objects have unique
characteristics and specific relationship with anether. Each system comprises
of hardware, software and user. Each has its owaifspinterfaces.

0 The term embedded system is as defined in sub-@hapdt. An embedded system
is an embedded hardware/software system that teguk physical device by
sending control signals to actuators in reactionnfmut signals provided by its
users and by sensors capturing the relevant statameters of the systems. An
embedded system needs to meet its real time regemnts. Real time system needs
to execute its processes within the predefined limi [DIN44300].

0 The third term, system incorporated with embeddestesn is defined as a system
that requires and embedded system to function.ré&aletime requirements for the
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embedded systems depend on the system that inatepahem. An example is
the automobile. A car can have different embeddgstem, for example a
navigation system, auto braking system etc. Systeworporated with embedded
system can be further categorised to a productpoo@uction system.

0 The fourth term is system incorporated with embedale a product. Examples of
this system are health care system, automobile &lgbtronic system, aviation
electronics etc. These products are incorporatéid @mnbedded system to perform
the control functions. The users have limited iefloe on the system. They are
only able to use the functions as provided by tfstesn. These systems normally
run on programmable hardware, microcontroller, amécroprocessor. The
common programming languages used here are C, @d-Assembly language.

o The fifth term is system incorporated with embeddgdtem as a production
system. Examples of this system are manufacturystes), process technology
system, logistic system etc. These systems are tospbduce a certain product.
These systems normally run on Programmable LogintrGlers (PLCs),
Distributed Control System (DCS) or Industrial-P@BCs). The programming
language used here are normally based on IEC-6318&ndard, namely Ladder
Diagram (LD), Functional Block Diagram (FBD), Segqtial Function Chart
(SFC), Instruction List (IL), and Structured TeI).

The course ES1 focuses on the fundamentals of dedaed system with a view on the
product incorporated with embedded system. The estbjcovered here include the
common architecture, programming languages, andsgagem for microprocessor and
micro controllers. ES2 on the other hand focusepr@mauction system with incorporated
embedded system. The focus here is the developpreness of such a system, starting
from requirements engineering to test and validadibsuch system.

3.1.2 Basics — Logic and Gates

The next chapter is logics and gates. Logics andsgare the basics of a microprocessor
and microcontroller. The Artist Education Group coissioned by the European
Commission mentioned thabasic notions on logic gates, combinational andyjsential
circuits® should be part of the foundations of computer rem@eand engineering for a
graduate students [CS+05].

Firstly, the students are briefed on the generatbrdigital signals. The students are
introduced with Shannon-Nyquist sampling theory.ar8ton-Nyquist sampling theory
states that in order to reconstruct an analogusakig digital format, the equally spaced
sampling rate should be twice the highest frequeridiie analogue signal.

This then followed by the logical functions of ANDR, XOR, NAND, NOT etc. Different
Boolean algebra axioms for conjunction and disjiemctfunctions are also introduced.
Examples of the axioms are associative, commutatiistributive, and De Morgen
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Theorem. Next, students are taught to simplify Bumlean expression. The algebraic as
well as the Karnaugh-Veith diagram method are thioed.

The students are also introduced to sequentialiitiamd combinatorial circuit. Examples
of sequential circuit are flip-flops and registehereas examples for combinatorial circuit
are full adder and half adder. A combinatorial airés a sequential circuit with delay and
feedback circuit. Among the common flip-flops irdteed to the students are SR flip-flop,
JK flip-flop, T flip-flop, D flip-flop and masterdave flip flop. Finally, examples of flip
flops’ implementation using a traffic light exampke presented. Using this example, the
students start with the truth table based on Jikfftip, followed by the simplification using
Karnaugh-Veith diagram and the drawing of the ctrdiagram.

3.1.3 Typical Architecture

The first subject in the chapter is modelling usiRgtrinet [Gr88]. Petrinet is being
introduced because it can be used to model thevimhaof an operating system, a
communication system, the reading and writing psecesing one channel, and various
other concepts. Only the basics of Petrinet, nanfedydifferent elements in a Petrinet, the
vectors and the matrixes, and the different conmestbetween place and transitions are
introduced to the students. Using the places ansition, the conditions and the flow of an
operating system is modelled.

The second subject introduced is the Flynn Notafidrere are different ways of handling
instruction and data stream. Flynn notation isoidirced to describe how a processor
handles the instruction and the data stream. Ftjassifies it in four categories, namely
single instruction single data (SISD), single instron multiple data (SIMD), multiple
instruction multiple data (MIMD), and multiple imgttion single data (MISD).

The third subject covered is the distinction betwaemicroprocessor, microcomputer and
microcomputer system [WBO05]. A microprocessor ipavates an arithmetic logical unit
(ALU) and a control unit. A microcomputer has omemore microprocessors as its central
processing unit, memory and input-output interfa&emicrocomputer system contains a
microcomputer and the peripheral devices. Thisliewed by introducing architecture for
the microcomputer system, the von-Neumann architeciThe von-Neumann architecture
has a data bus for both the instruction and daktee Jtudents are taught the different
component of a microprocessor. This provides a cbasiderstanding on how a
microprocessor or microcontroller works. This knedde is necessary if the students are
interested to study deeper on the development afomiocessor or microcontroller.

The fourth area covered is timer. The watch dog tsrintroduced. Executing software will
reset the timer to its initial value. If the timsrnot reset and is decremented to zero, then
an alarm will be released.

The last subject discussed is interrupt and pallihgere are two main categories of
interrupts, namely hardware interrupts and softwareerrupts. Interrupt process in
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microprocessor are presented, for example Motd@80xx [Ha03] has 7 levels of interrupt
priorities whereas Intel 8259 on the other hand$hagerrupt request lines. Interrupt will

stop the current task to complete the higher pyiorequest. When the higher priority
request is completed, then the previous task walicbntinued. Polling on the other hand
will continuously ask the different devices if tees any task to be done. It is difficult to
decide when to implement interrupt or polling. Hoee typically interrupt can be

implemented if it happens infrequently, the charsgeme critical, whereas polling should
be implemented when no precise timing is necesmadythe impulses are long.

3.1.4 Scheduling

Two subjects are introduced in this chapter. That fs real-time operating system and the
second is the different scheduling policy [Bu97kaRtime computing is the core for

embedded system. Unlike normal computer softwaretware for embedded system has
real time requirements. The real-time requiremeanés satisfied using various scheduling
policies that will be introduced here.

Firstly, the requirements for real-time operatiggtem are presented. A real-time operating
system needs to correctly fulfil the logical reguments and the time requirements
(timeliness).

The properties of a real-time operating system anmtbrmal operating system were also
presented. The definition of an operating systetvased on DIN 44300 [DIN44300]. The
operating system is defined as “The program of gitali computing that controls and
monitors the execution of programs. The propediss the computing system, which is the
basic of possible computing modes, are taken iotwsideration.” A real-time operating
system needs to fulfil both timeliness (Rechtz&git) and multi tasking (Gleichzeitigkeit).

“Die Programme eines digitalen Rechensystems, dgammen mit den Eigenschaften
dieser Rechenanlage die Basis der moglichen Best@igdén des digitalen Rechensystems
bilden und die insbesondere die Abwicklung von Rmognen steuern und Uberwachen.”
[DIN44300]

The second subject covered is the different sclmglumethods. Here pre-emptive
scheduling and non pre-emptive scheduling are doited. Using a non pre-emptive
scheduler, the system needs to complete the t&f&sebstarting a new one, whereas a pre-
emptive scheduler can be pre-empted any time bghehpriority task. Next, semaphore is
introduced as a synchronisation’s method. Semaplsoee protected variable to access
shared resources. The concept is demonstrated Bsitignet that is being introduced in
chapter “Typical Architecture”. An example whereotwains wanting to access the same
railway track is presented using Petrinet. The sédoain can only use the railway track
after the first train “leave” the track.
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3.1.5 Programming Languages

Many embedded system is real-time critical. Raaktioperating system is needed that
ensure resource access, scheduling and sharingitigduced in 3.1.4. Here, the
programming languages that are suitable for emtedystem will be introduced. The
chapter starts off with introducing the evolutidnpoogramming languages. There are real-
time programming languages, object-oriented progmarg languages, and programming
languages with real time abilities when implemerada real time operating system. The
three languages introduced here are languageseatiiime feature, namely PEARL, and
language to program a microprocessor or microctatraamely Assembly Language and
VHDL.

PEARL:

The first programming language is PEARL [HV05]. F®A stands for “Process
Experiment Automation Real-time Language”. It issé@d on Pascal programming
language. A PEARL program can be divided into meduEach module can be further
divided to system part and problem part. System pavers the declaration with input-
output interface, whereas the problem part inclutiga, tasks and procedures. Among the
areas covered here includes the structure of a kmodeclaring the input and output
interface, the different data types, and commaR@ARL provides different commands
that enable real-time operation like ACTIVATE, SUSWD, CONTINUE, AFTER,
DURING UNTIL, ALL etc. These commands are used eaghe real-time operations are
fulfilled.

The students also implemented semaphore in PEARE.ekample here is built upon the
railway track problem discussed in the previousptéra In order to provide better
understanding, this example is implemented usingranlator. The students can download
RTOS-UH emulator [RTOS-UH] to program in PEARL. Tfew important commands
here are PRESET to preset the variable’s value, BE®Y to request for the semaphore,
RELEASE to release the semaphore when the task let@spand TRY to ask if the
semaphore variable is available.

Finally, the students implemented the BOLT-variaBI®LT is introduced after semaphore
because the BOLT-variable also allows only a certaimber of processes to access the
variable. This helps the student to build their \klemige on BOLT upon what they learnt
for semaphore. Just like semaphore, this is deteunby the keyword PRESET. Similar to
the REQUEST and RELEASE commands for semaphore, B@kes ENTER and
LEAVE. However, BOLT has to extra command and tlRtRESERVE and FREE.
RESERVE command has higher priority than ENTER. RE8SE command will block
other processes from accessing this variable. Fénigble is used in real-time process to
write block other processes from using a value wheis updated. When the writing
process completes, then the FREE command will bd tesfree this variable.
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Assembly Language:

The second programming language in ES1 is the ddgdanguage. Even though other
high level languages, for example C, are being wsgqmogram microcontroller, assembly
language is the earliest language used. As diffenginrocontroller will have its own
instruction sets, the purpose here is to give stisda “feeling” on how to use assembly
language. Therefore, only the basics of assemblyuage are being introduced here. The
commands are based on Motorola 68000 architectda®d]. The first area covered is
register addressing, namely direct addressing tanhaddressing, absolute addressing, and
indirect addressing. These operations can be ctoadidor Byte, Word or Long Word.
Examples for the different addressing methods suteeiow:

o direct addressing: MOVE.W D1, D3 (Move 2 Bytes @mtfrom data register D1
to D3)

0 constant addressing: MOVE.W #$1234, D2 (The condt@xadecimal number
1234 should be moved to D2)

o absolute addressing: MOVE.W $1234, D2 (Move thetaoinfrom the address
1234H to D2)

0 indirect addressing: MOVE.W (A0),DO (move the comtéfom the address in the
address register to DO)

o displacement addressing : MOVE.W D3, $1234(A2) (Twa in the address
1234H will be added to the data in A2, and willdbered in D3)

o0 indirect addressing post increment: MOVE.B (AO0)H) DAfter the operation, in
this case data in memory address in A0 is movdaQiothe address in AO will be
increment 1)

o indirect addressing pre decrement: MOVE.B DO, -(AB¢fore the operation, the
content in AO will be decremented by 1)

Lastly, different types of status register areadtrced. Examples of status register are carry
flag (C), overflow flag (V), zero flag (Z), negaévlag (N), and extend flag (X).

VHDL:

The third programming language is Very high speategrated circuit Hardware

Description Language (VHDL) [Re09]. VHDL is influeed by ADA. VHDL allows one to

describe a digital system at different abstracellefor example the structural and the
behavioural level. This is then followed by synikagy where synthesis tools will translate
the design into real hardware. This topic is introell to provide the basics needed for
hardware programming. Another aspect is to letesttel know that the logics and gates
learnt in the beginning of the course are usefulveirious applications. The students did

35



3 Course Content for Embedded System 1 and 2

not implement synthesising with VHDL. Only the lasf VHDL code is introduced in
ES1.

The VHDL code consists of minimum an entity andhaecture. An entity describes the
structure by defining the interfaces. Through tegvkord port, the input, output and input-
output variables are declared. The architecturecrides behaviour through the
implementation of the program. Architecture alwégdongs to an entity. The architecture
consists of declaration part and definition pareclaration part declares the data types,
constants, components, signals etc. A constanbeassigned a value but this value cannot
be changed during the program run time. A varigblk@lso assigned a value but this value
can be modified during run-time without any del&gnal is a type of variable where the
actualisation of value change can be delayed. Caemis are declared entity that is being
implemented in an entity. Components have the satagaces as its entity. Definition part
starts after the word “begin”, examples of operaiare signal assignments, processes, and
component instantiations.

3.1.6 Bus System

Two important characteristics for data transmissiban embedded system are correctness
and deterministic behaviour of data transmissidnwotigh the areas covered in this chapter,
the students are given an idea on how these twacteaistics can be fulfilled. Among the
subjects are the error identification and errorextion; synchronous and asynchronous
transmission; medium access control, and fielddystem [Ta03].

In order to ensure the correctness of data trassmiserror identification and correction
are introduced. Two error identification methods entroduced here, namely the checking
using parity bits and polynomial code checksum g®o known as cyclic redundancy
check). Parity bit is a bit that is added to anstrof 7 bits. This eight bit determined if the
string is an even parity bit or odd parity bit. énder to check the correctness of data
transferred, the number of 1s will be comparedhatrecipient side. However, it is also
possible for one error to cancel the other andrnare will be identified. Therefore, cyclic
redundancy check is introduced. In cyclic redunglaciceck, the string is divided by a
polynomial. The balance of the division will berjed to the string and be sent to the
recipient. At the recipient, the received stringl Wwe divided with the same polynomial and
if the balance is 0, then the received string isrem. One error correction method is
introduced. It is the Hamming-Code. Using the HangrnCode, the bits with error can be
identified and thus corrected. The students aresgmted with examples on how the
correction takes place and the calculation of hamgndistance for number of bits to be
identified and corrected.

Embedded systems have deterministic behaviour.efdrer, the communication between
the devices should also be timely and determinidtie students are taught two types of
real-time communication mechanism. They are carsemse multiple access (CSMA),
collision detection (CD), and collision avoidanc€A). CSMA/CA avoids collision,
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whereas CSMA/CD detects the collision and thenansimits the data. Therefore,
CSMA/CA is more suitable for hard real-time appiicas, for example the data
transmission in a car. CSMA/CA is implemented ia ®ontroller Area Network (CAN),
whereas CSMA/CD is implemented in Ethernet.

As mentioned in chapter 2.2.1, an embedded syssambe a product or a production
system. Fieldbuses are implemented in factory aatiom (a production system) to
minimise cabling effort. Therefore, the students also given a short introduction in this
area. Examples on how fieldbus can be connectecottrollers, groups of input and
outputs terminals, or directly to the sensors actdeadors, and the organisation of cables
using backplanes (Klemmkasten) are presented. N#fterent standards for fieldbus
communications are introduced. They are the RS d8BBPROFIBUS, Interbus etc; RS-232
as interface between data terminal equipment (Carig)data circuit-terminating equipment
(DCE); and the IEEE-488 general purpose inter face (GPIB) for short range (within 20
meters) communication.

3.2 Course Content for Embedded System 2 (ES2)

The subjects in ES2 focus on the production systemrporated with embedded system.
The chapters in ES2 are requirements engineeringrftoedded system, modelling for
embedded system, automation technology, programmimgembedded system, and
verification, validation and test.

3.2.1 Requirements Engineering for Embedded System

There are a few areas covered in this chapteexXample methods to collect requirements,
lifecycle model of a system, and agile development.

Firstly, there are different methods that can bplémented to collect ideas. Two methods
are introduced here, namely, the group and indaliduethod. Students are highlighted
with the strength and weakness for each methodtt@dmpacts of wrong requirements.
Poorly defined requirements will give the systeraaedepers room to develop a system that
does not fulfil the user’s requirements.

Next, lifecycle phases according to V-Model [BeG&fe introduced to the students.
Through this V-Model the Computer Science studamd the Mechatronics students are
able to see the interaction between the disciplir@gire 3.1).
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Figure 3.1 — V-model showing interaction betweetisBiplines — mechanical, electrical and
software engineering (modified from [Be05])

The course content for ES2 does not cover the dprednt of hardware and electrical
components, but the students are taught concethenmterface between these disciplines.
In the chapter requirements engineering for embeédgstem, the areas concerning users’
requirements and system requirements are discu8selitecture design is covered in the
chapter modelling for embedded system. Componemtgeldpment in the chapter
programming for embedded system using IEC 6113k&lly, the chapter verification,
validation and test cover components test, vetiboawith the design and validation
against the users’ requirements.

The first area covered in gathering user requirésnés to identify the stakeholders.
Examples of stakeholders of a system include manage personnel, user, system
developer, maintenance personnel, etc. The soupcerity, urgency, ownership,
requirements, stability of each requirement need$a documented. Requirements are
normally documented in text form. System requiretmenclude identifying the solution
systems, the technology that can be implementetl tfaan information flow of the system.
Prototyping is one of the methods to collect bofleruand system requirements. Using
prototyping the users are able to identify if treveloper and the user have the same view
on the system. Quick changes and additional reqpeinégs can be made on the prototype.
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Different examples on requirements documents aesegmted using a hydraulic press
example.

3.2.2 Modelling for Embedded System — SA/RT

Structured Analysis with Real-Time requirements 8B is an evolution from Structured
Analysis and Design Techniques, Structured Analysisl Structured Analysis and System
Specification. Petrinet as introduced in ES1 (sde33is able to model the behaviour of a
system. With this foundation SA/RT is introducedd/BT not only can describe the
process flow, it is also able to describe the aechire of the systems. SA/RT can be
divided to system model and architecture model [BB}+System flows consist of process
model and control model. The first level or levelra@ of both models is known as the
context diagram. The following levels are knowndasa flow diagram (DFD) and control
flow diagram (CFD) respectively. The architectutewf diagram presents the data and
control flow in the system, whereas the architextumterconnect diagram shows the
physical connection between the different parthefsystem (Figure 3.2).

Data - Terminator q-------mmmmeeee- Controk===1
D2t g— A e e e cnnccccccces Control ==+ !
N
HE
CSPEC  feccce--. Control Flow» =, H H
] ] .
Process [ A ! ¢+ Control
model Y J ' ¥ V  model
[}
Data Flow Diagram ~-@———Process Control *Control Flow======1 Control Flow Diagram
A ] T
Data Flow H H
Data Flow PSPEC = |e=cc---- Control Flow==1 :
:
[}
.
Data Flow » Data Dictionary (e=-=======e----- Control Flows===4

Process Model : :
Control Model

Figure 3.2 — System model and architecture modedraiing to Hatley and Pirbhdivo03]

User Interface

Main Function —
mainly from Process models
and Control models

Input
Processing

Output
Processing

Support

Both process model and control model include teaman process, storage and (data or
control) flow. Terminator is an external elementthe system. SA/RT takes note of the
external elements that interact with the systerauth terminators. A terminator can be a
user, organisation, a physical machine, anothdgesystc. A process will change the input
to another output. Each process has a name andemutorage stores the information,
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energy or material. The same storage can be upedteslly through out the model. (Data-
or Control) Flow shows the direction, an informatianaterial or energy flow. Each flow

has a name. Both process specifications (PSPEC}yamigol specifications (CSPEC) are
the final refinement for the process model and rmdnnodel respectively. PSEC and
CSPEC can be represented in mathematical formend, table, graph, automata etc. The
real-time requirements can also be described sagpécification. Data dictionary describe
all the data that are implemented in the processeirend control model.

An architecture flow diagram comprises of architeetmodule(s), architecture flows and
terminator(s). Architecture flow diagram shows #xehange of data between the different
modules. It can also be represented in a table.fAmarchitecture interconnect diagram
describes the physical connection between the reodsbkues like time requirements,
compatibility requirements and security need todoasidered here. Both architecture
models consist of user interface, input processigput processing, main functions and
support. Finally, these concepts are presentedgutiea same hydraulic press that is
elaborated in the requirements engineering chapter.

3.2.3 Modelling for Embedded System — SysML

SysML is a general purpose modelling language fgstesn engineering application
[SysML]. SysML has 9 different diagrams. They cam divided into three categories,
namely requirements diagram, structural diagram laelgavioural diagram. There are 4
types of structural diagram and 4 types of behawaiodiagram. There is only one diagram
to represent the requirements and it is the remane diagram (Figure 3.3). SysML is
selected over UML as SysML caters for the desaiptif a system. It also has two new
diagrams, namely “Requirement Diagram” and “Paraim&iagram”.

The structural diagram describes the physical sysiéhe 4 types of diagram are package
diagram, block definition diagram, internal blockagram, and parametric diagram.

Package diagram is used to organise the elemeili inystem. Using block diagram and
internal block diagram, ES2 introduces the conaéphheritance to the students. This is
necessary when considering the possibility of imq@ating object oriented in embedded
system [V008]. As an embedded system comprisesotf hardware and software, the

students are introduced to the concept that a btmok represent both hardware and
software. Internal block diagram describes thermakstructure of an element that can be
represented by a block diagram. Through the diffeperts in the internal block diagram,

information or energy that flows from one block ttee other can be represented. The
parametric diagram can further describe the relatietween the different properties in the
system block.
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Figure 3.3 — Diagrams in SysML [SysML]

The behavioural diagram describes the behaviouh®mprocesses in a system. They are
activity diagram, sequence diagram, state machiamgraim, and use case diagram. During
the SA/RT classes, the students are taught prasdscontrol flow diagrams. Activity
diagram has similar function as the process andraofliow diagrams as it describes the
turning of an activity. Activity diagrams have swianes that can allocate the activity to
the responsible module. The responsible modulebeathe system or external elements
(terminators in SA/RT). The sequence diagram dessrthe communication between two
or more modules in a sequential manner. The léslinepresent the communication’s
partners and the messages will be exchanged bettvese lifelines. Using state machine
diagram, one can describe the conditions for aquéar event to happen, this is also similar
to the state chart as control specification in SA/RIse case diagram is an abstraction of
the communications between the different modulessgstem.

3.2.4 Automation Technology

Having introduced the different methodology to mode system, the students are
introduced to the architecture of an embedded sy$&eitomation system). In this chapter
the students are first introduced with the comptheri a process automation system.
Among the different components are the input-ouipigrfaces, the communication system
and the automation computer systems (Figure 3.4yo8ess signal is captured by a sensor.
An analogue signal needs to be converted to aafligignal. It will then be transported
across the communication system, for example a dystem. Following, it will be
processed in the automation computer system. Ttamation computer system includes
both the hardware of the system and the softwaertins on the hardware. After process,

41



3 Course Content for Embedded System 1 and 2

a value will be returned to the actuator for thetnaction. This will go through a bus
system and then the digital value will be convetiedanalogue value. The actuator will
then perform the action based on the analogue value
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Engineering Sensor ‘E- § | System ,
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Figure 3.4 — Transmission of process signal betwaephysical process and an automation computer
system [Vo09]

Next, 3 types of automation computer system arediced. The objective is to enable the
students “roughly decide” which automation systeiss suitable for the defined
requirements. They are distributed control syst®@%), programmable logic controller
(PLC) and soft programmable logic controller (d8EC).

The control of the DCS system is distributed acdifferent controllers. DCS is typically
implemented in process engineering that involvegiocaous/batch processes. Examples of
process engineering industry are refinery, pharoaza manufacturing, power grid etc.
The architecture and the relevant bus system fob @f2 also introduced. The students are
also get to know the different DCS systems thatimthe market, for example SIMATIC
PCS7 from Siemens [PCS7], Delta-V from Emerson Mannt [DeltaV] and CENTUM
from Yokogawa [CENTUM].

The definition of a PLC as according to [DIN6113lisl“a digital system ... with internal
memory ... is able to execute logical, process serpieiiming, counter, and arithmetical
functions and ... control different types of machiaesl processes”

“ein digital arbeitendes elektronisches System termen Speicherung ... Funktionen wie
Logik, Ablauf, Zeit, Zahlen, und Arithmetik ausiuwéin und ...verschiedenen Typen von
Maschinen oder Prozessen zu steuern[DIN61131-1]
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PLC is normally implemented for the control of dete processes. Examples of such
processes are control in logistic warehouse, adyeinbs etc. The focus in this section is
to highlight the cyclic operation of a PLC. A PLdlIwirst read the input, process the
signal, and then write to the output. As compaced teal-time operating system, PLC does
not “react directly” to event triggered problemnkeds to reach the “input phase” before it
can react to the event. The respond time for a BLsborter as compared to the DCS. The
typical communication system are Ethernet connecti)fEEE802.3], PROFIBUS
[PROFIBUS], or Coaxial Cable. One can expand th€ Bystem by adding new rack.

Soft-PLC can be implemented on applications thagésdmot have “hard real-time”
requirements. Soft-PLC is usually executed usirdustry Personal Computer (Industry-
PC) or Embedded Personal Computer (Embedded-P@)rékt time requirements are met
by using a normal operating system with real tieesion. Percentage of CPU resources
can be allocated according to the control actisitiehe advantage of Soft-PLC is being
able to run PLC without hardware controller. Howeuae real time requirements might
not be fulfilled all the time.

3.2.5 Programming in Embedded System — IEC 61131-3

Having introduced the sequence processing of aiRl@e previous chapter, the influence
of this sequence processing towards the programnanguage is introduced here.
Automation control software is developed using phegramming languages mentioned in
IEC 61131-3 [DIN61131-3]. The programs are orgashisedifferent Program Organisation
Units (POUs). The POUs can be programs, functiockd and functions. A program can
consist of function block(s) and/or function(s).fénction block can further contain other
function block(s) and/or function(s), whereas action can only consist of other
function(s). Both function block and program carvdnanany inputs and many outputs. It
can be instantiated many times and in between salae be saved. A function cannot save
any in-between value and may not use any globabhias. A function can have many
inputs but it will only return one output.

There are 5 types of programming languages und€ 6&131-3 (Figure 3.5). The
programming languages can be grouped into two oatsy graphical and textual. The
textual languages are Instruction List (IL) anduStared Text (ST). The graphical
languages are ladder diagram (LD), and FunctionclBl®iagram (FBD). Sequential
function chart (SFC) can be presented in both &dx&nd graphical form. By briefly
introducing the 5 languages, the students are tabéelect which language they are most
comfortable with when implementing a PLC, whiclnisoduced in the previous chapter.
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IEC 61131-3
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Figure 3.5 — Different programming languages in HEBC131-3

Instruction List (IL) is similar to assembly langyea Every command begins with a new
line and is executed one after another. Identificatabel can be labelled using a colon ..
Commands can jump to the different identificatiabdl. Structured Text (ST) is a high
level language and is similar to PASCAL. ST is asecuted line by line with conditional
statements, mathematical calculation, and iterafdnis more readable as compared to IL.
Ladder diagram (LD) looks like an electrical pldnis read from left to right. Using the
“ON” and “OFF” sign, the “TRUE” and “FALSE” valuera being assigned. Function
blocks can also be assigned to a LD. Function Blbckgram (FBD) is a graphical
programming language based on logical blocks aherotunction blocks. Logic gates
taught in ES1 is similar to the implementation &0F Sequential Function Chart (SFC)
consists of steps and transitions. The conceptaté sharts in “modelling of embedded
system” can be mapped to SFC, as the transitiodittoms need to be fulfilled before steps
are executed. SFC is able to describe the dynaemavwour of a system. The instructions
in SFC can also be represented using text. Thestsbgovered in previous chapter became
the foundation to implement IEC 61131-3.

3.2.6 Verification, Validation and Test

Having covered the development lifecycle of an esaleel system, the last chapter covers
verification, validation and test. Firstly, the féifent types of errors are highlighted so that
students will know “where to look” for the erroistrors that may happen in an embedded
system can be categorised to physical errors dudhdoelectrical or mechanical part;
inherited error due to the errors made in the dgoreknt or design stage; and non-inherited
error for example operational error, maintenanaereor vandalism [LG99]. There are
different standards for embedded software, for giann the automotive industry the
standards are based on the state of the art ®rspgecific product, whereas in areas like
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medical engineering, aviation, and other dangerimaiistry, they are controlled by
standards like ISO 9000, ISO/IEC 12207 and IEC Bl@&ifferent standards according to
IEC 51608 are also introduced [Li02].

Next, the distinction between verification and dation is highlighted. From Balzert’s
[Ba09] definition, verification checks if the pra@wh is correctly solved, whereas validation
checks if the problem is correctly formulated adiog to the users’ requirements. It is
possible that a problem is correctly solved, megutie program runs correctly; but it is not
according to the users’ requirement. This agairnligbt the importance of “requirements
engineering” covered in the beginning of ES2. Nexg types of tests to verify the systems
are introduced. They are static test and dynanst t8tatic test are mainly based on
analysing the codes, going through the data flod &rifying if the problem are solved
correctly using automata techniques. Dynamic testdane by running the software. Two
types of tests are introduced here, white boxrtgstind black box testing. White box
testing is a structured oriented test, whereasklibax testing is function oriented test. For
very expensive application, back to back test aandnducted. The specifications are given
to two programmers and their program will be corapap see if it is the same.

Embedded system needs to meet its real-time regems and consists of electrical,
mechanical and software parts. Therefore, apar ffonctionality test, timing test and
interface test are also necessary. Timing testueate$ the timing behaviour and
synchronisation of data access. Interface testbeadivided to human machine interface,
input-output interface, system to system interfate Didactically, the subjects for one
chapter build upon the chapters before. This hielfmiild the different layer of knowledge
required to tackle a new subject.
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Chapter 3 presented the subjects covered in ESE&Ad This chapter is going to present

the methods implemented to teach these subjects.midthods implemented in ES1 and

ES2 can be divided into two categories. They aréhous implemented in the class and

methods implemented outside the class. Methodsem@hted in the class are methods
conducted during the class session, be it duriadetture or the exercise session. Methods
implemented outside the class, are methods thaireeqtudents to participate apart from

class hours. Methods implemented outside the céapsre the students to meet apart from
the class session to complete the assignments,givéa attend another class to help them
with the subjects. Apart from methods implementedhie class and methods outside the
class, another step taken was to use the same bealehequipment as example for all the
learning pertaining to the course.

Firstly, the implementation of bench scale equiph@nconsistent example for ES2 will be
presented. Next, in the class methods for actigenlag will be described. This is then

followed by active learning implemented partiallytside the class, namely group work.
The fourth sub chapter will discuss on the methmatse coupling. These different methods
will be reviewed against AK’s taxonomy and Gardedheory of intelligence (sub-chapter
2.5), whenever appropriate. The last sub-chaptiémpwivide a systematic overview on all

the methods implemented to the learning pedagogies.

4.1 Bench Scale Equipment as Example

Throughout ES2 exercise, bench scale equipmentrizdiuced. This bench scale equipment
belongs to the Department of Embedded System.atdiscrete system. The main function
of this system is to stamp the work pieces and goaccordingly. This bench scale
equipment can be divided to 4 different moduless Will be elaborated in section 4.1.2.

The bench scale equipment is selected to be impidein ES2 as it relates to the
characteristics of an embedded system. It is momapticated than a common embedded
system like calculator, coffee machine etc, buisinot too complicated to be covered
within the course. This discrete system is a rneadtsystem where the co-ordination
between the different modules is necessary. Theabhbus system plans are also available
for the class. For organisation purposes, the mgblor the sensors and actuators are
grouped according the module. As there are difteremdules in this system, interactions
and interfaces between the different modules camdbeelled. Apart from that, there are
actuators that plays different roles, or softwdrat ttan be implemented for the different
hardware. This characteristic is useful to intraglucodularity and re-usability [VWO7].
This bench scale equipment is programmed using@ET31-3 that is covered in ES2.

The same bench scale equipment is used for botttisgeand coupled course to help
students further develop the understanding thegniga the exercise, in the application
using a tool. Apart from that, this also reduces pineparation time for both exercise and
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coupled course. Students do not need to get to kanaew application for the different
exercises. Instead they can spend more time lepemd implementing the theory. Using a
consistent example, the students can also follomutfh the different chapters and
connections with each other. Hopefully, this willjn the students to understand the course
content better. The details on how this bench seglepment is implemented across ES2
will be elaborated in section 4.1.3.

Figure 4.1 — Bench scale equipment: Stamping antthgomachine from Department of Embedded
System

4.1.1 Reviews on Available Implementations

From the conducted literature review, there argepts where equipment is introduced to
help students understand the course content b&liere are also examples where the same
resources are being shared to overcome limitediress. However, each implementation is
different from the implementation in ES1 and ES2.

University of Stuttgart and Technical University Bérlin implemented Lego Mindstorms
Roboters [Lego] as a teaching medium in their Wdk+08]. The purpose is to encourage
secondary school students, as well as female dsidentake interest in engineering
courses. The program is known as Roberta®. Uniyeo$iStuttgart introduced new project
oriented courses base on the Roberta® program. cDoueses are related to medical
engineering, natural and science engineering, anthahities and social sciences.
University of Duisburg-Essen also implemented L&tjndstorms Roboters in the software
engineering courses [HL+09]. The courses introduicethis research do not have this
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luxury. Apart from this, the graphical programmitagnguage for the Roboters is not the
standards implemented in the industry.

4.1.2 Modules for the Bench Scale Equipment

The bench scale equipment can be divided to fowdutes, namely the storage module, the
crane module, the stamping module, and the sorindule. Each module has a list of
sensors and actuators. The functions for each moduwk accomplished through
combination of these sensors and actuators. Afisensors and actuators can be referred
in Table 4.1.

Table 4.1 - List of sensors and actuators for besgdle equipment

Hardware
Inductive Sensor
Optical Sensor

Sensor Actuator
Inductive Sensor -

Optical Sensor --

Capacitive Sensor

Capacitive Sensor --

Pressure Sensor

Pressure Sensor

Cylinder retract
Cylinder extend
Cylinder retract
Cylinder extend

Spring Cylinder Cylinder extender

Cylinder retractor

P ti li
neumatic Cylindey Cylinder extender

Motor Step Counter Rotation Motor
Vacuum Vacuum Status Vacuum
i I
— | = ==
Crane Module Storage Module Stamping Module Sorting Module

Figure 4.2 — Modules in the bench scale equipment

Crane Module:

The crane module co-ordinates the work pieces leetvtiee storage module, the stamping
module and the sorting module. When the capacismsor senses a work piece in the
storage module’s container, the crane will pick thg work piece and place it in the

stamping module’s container for stamping. After Wk piece is stamped, the crane will

pick it up and place it on the conveyer belt of $beting module.
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Storage Module:

The storage module is the simplest module. The wmdces are put into the shaft

manually. A capacitive sensor will sense if theseaiwork piece to be pushed out. The
cylinder is a spring cylinder. A command will bevgn to the actuator, which is the

cylinder extender, to extend the cylinder and ghushing the work piece out from the shaft
into a container. Sensing a work piece in the doatathe crane will be commanded to

pick up the work piece. As soon as the work piees¢s the container, another work piece
will be pushed out from the shatft.

Stamping Module:

The stamping module stamps the work pieces acaprdirtheir type. The metallic work

piece will be stamped with 10 bar pressure; thelbfdastic work piece with 5 bar pressure
and the white plastic work piece will not be stacthp@/hen the capacitive sensor of the
stamping module’s container senses a work pieeecaimtainer will be retracted using the
pneumatic cylinder. The amount of pressure to haieg is controlled by the stamp’s

pneumatic cylinder. After the stamping, the corgds cylinder will extend and place the
work piece for the crane to pick up.

Sorting Module:

The sorting module will sort the work pieces acoagty. The capacitive sensor will sense
a work piece on the conveyer belt. The first sgrstation has an inductive sensor that will
sense if the work piece is a metallic work piedeit is a metallic work piece, then the
spring cylinder will be extended to push out therkvpiece. If this is not a metallic work
piece, the work piece will follow along the conveyelt. The next sorting station, sorts the
white plastic work pieces. An optical sensor, whieturns a true value when identifying a
light coloured object, is stationed here to idgntife white plastic work pieces. The spring
cylinder will be extended to push out the whitesptawork piece. The black plastic work
piece that was not pushed out by the first or #heosd sorting station will continue to
move to the end of the conveyer belt and land endbntainer at the end of the conveyer
belt.

4.1.3 Bench Scale Equipment in ES2 Course Content

ES2 course content revolves around the developofeart embedded system. The purpose
is to guide the students through the developmeanambedded system. It begins with the
requirements engineering where the systems regeiremill be gathered, prioritised and
confirmed. Next, the requirements are modelledgiSIA/RT and SysML. After the system
design, the system will be developed using IEC 6133 The students are taught to
program using “Instruction List”, “Function Blocki@gram”, “Sequential Function Chart”,
“Structured Text” and “Ladder Diagram”. Next, metlsoto develop test cases are
introduced.
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During the first class, the students are introduttedhe different modules and how the
equipments work together. Next, a list of hardwanplemented in the bench scale is
tabulated. It is also highlighted that the samedWare can have different functions. The
students need to always pay attention to the reduirnctions before proceeding to solve
the problem. Therefore, the same hardware can pemented in ES2 exercise, ES2 group
work and Software Tools that will be further eladterin sub-chapter 4.4.

Bench Scale Equipment in Requirements Engineering:

During the group work for ES2 SS2009, the studergsequested to develop a new system
using the hardware listed in the bench scale eqmpiardware list. The students are free
to add any hardware. During this group work, thedshts learn to list down the
requirements and functions for this new system. fdguirements need to be recorded
clearly as another group will develop this systesma the specified requirements. Apart
from that, the students also get an opportunityniplement the resource planning and
timeline planning learnt in the class. They neeglam the timeline for the necessary task
and also to assign these tasks to different mendfehe group according to their skills and
availability.

Bench Scale Equipment in System Design:

Two modelling methods, which are SA/RT and SysMte @troduced in the chapter

system design. Both these modelling methods coweida range of area. The focus area
selected for SA/RT is the hierarchical developnwra system. SysML is not only used to
describe the process of a system, but reusabitity rmodularity are also covered here.
Reusability and modularity are covered here as ithia possible way to improve the

programming for embedded systems.

SA/RT:

There are two major areas in SA/RT, namely the fidlagram and the architecture

diagram. The flow diagrams are then refined to egbent level until no more refinement

IS necessary. Refining the process by hierarchyplesahe students to solve the problem
“little by little”. The last level will be descrilteusing process specifications (PSPEC) or
control specifications (CSPEC). Architecture diagreon the hand describes the

architecture of the system, the flow of the datnfrone physical system to the other
through specific bus systems.
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ContextDiagram_Stamping-

SortingMachine
B IV_Sensors._
SV_Shutdown
0 Stamping- Stamping-
Rporaicy Sorting_Control SortingMachine

M

e SViActuat(‘)/r

Figure 4.3 — Context diagram for the bench scalgiggent’s control software.

In the exercise session, the students are firstesiqd to first draw a context diagram. As
observed in Figure 4.3 there are two external elesnéOne is the operator, who will put
the work pieces into the shaft or press the emesgentton if anything goes wrong. The
other external element is the physical system eflinch scale equipment. The control
software is downloaded to a controller. The commatn between the controller and the
bench scale equipment happens through a bus systeite beginning, the students have
difficulty separating the control software from tpaysical system. However, using the
context diagram this idea can be clearly presented.

The next exercise requests the students to refieeel 0 Stamping-Sorting_Control”. The
“Level 1 Stamping-Sorting_Control” is as shown iguie 4.4.

Stamping-Sorting_Control

Operator [T]

2
Crane
Control

3
Stamping
Control

4
Sorting
Control

SV_Sﬁutdown
|

5
Emergency
_Control

Slot_Available

WorkpiécefPickup

———SV_Actuators___

Stamping-SortingMachine [T]
I

Workpiece Type

IV_Sensors

Figure 4.4 — Level 1 for the bench scale equipment
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As this is the first refinement process, “Leveltar8ping-Sorting_Control” is completed on
the board with the students. According to the dpson of the bench scale equipment,
there would be at least 4 modules. Figure 4.4 shihasthere are 5 modules; the extra
module is the emergency stop module. The data anttat flows for the storage module
are discussed. The storage module will send a Istgrnthe crane module informing that
there is a work piece to be picked up. After thanerpicked up the work piece, the crane
module will send a message to indicate that theaooer is available for new work piece.
Through the capacitive sensor from the physicalesysthe storage module will identify if
there is a work piece that needs to be pushedfdbe container is available and there is a
work piece to be pushed out, a command will be setite physical system requesting the
cylinder to extend and push the work piece to thetainer. As the subject SA/RT is
explained using the hydraulic press example inl¢bture, it is a new context to apply the
knowledge in this bench scale equipment. This col@rel 3 in AK’s taxonomy (section
2.5.1).

The fourth level of AK’s taxonomy is the ability t@organise the knowledge in order to
understand it better. To enforce this point, anotive levels of refinements are conducted
with the students. This also order to provide a @ete view on the implementation of
SA/RT, the students are guided. The level 2 refemand PSPEC for module “1
Storage_Control” is further developed with the std. The students are supposed to
complete the refinement for the other 4 modulese Emphasis on different levels of
refinements are the abstraction level in each |sveifferent, the consistencies of input and
output for the different processes are necessadyttee modules in the SA/RT diagram can
be mapped to a module or function in the program.

Next, the students were given a text descriptiod #mey are required to draw the
architecture diagram for the bench scale equipmBEmere are two types of architecture
diagram, namely architecture flow diagram and aechire interconnect diagram. As the
topic on bus system architecture design is notispaity covered in ES2, the students are
given the bus structure in text description. Usihg specifications, the architecture
diagram is drawn. In the previous exercise, theeastis identified the information that is
being sent to/received by specific actuators/senddsing this information they need to
connect the data flow in the software, namely tysesn, to the hardware involved. This
presents an important aspect of embedded systdns ttie coupling between software and
hardware.

SysML:

Object oriented programming is slowly getting thiertion of control software developers
[VoO08]. The benefits of object oriented programmarg inheritance and reusability. As the
design of process had been covered in the SA/Ricisee the SysML exercise will focus

on introducing the inheritance and reusability @pido the students.
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Actuator_Retract=0  Actuator_Extended = 1

Actuator Extended =0 Air pumped in
L -y |
Sensor_isExtended  Sensor_isRetracted Sensor_isExtended Sensor_isRetracted
Spring Cylinder Spring "\ Pneumatic Cylinder Spring M

Figure 4.5 — How a spring cylinder and a pneumatitinder works

Before reusability can be achieved, the studened e understand on how to design
modules. Therefore, the concept of modularity rstfintroduced to the students. The
students are requested to list down the similariteterms of physical construction of the
different actuators and sensors. The list of pdss#oftware functions to achieve the
different actions is also listed. The purpose her® help the students to develop a list of
basic modules. The basic modules are modules tbatdwbe re-use by other modules.
Further modules can be developed using basic medibeamples of basic modules are
motor, cylinder, and sensors.

The concept inheritance, which is known in objecterted programming, is also
introduced here. There are two types of cylindéigure 4.5) in the bench scale equipment,
the spring cylinder and the pneumatic cylinder [VENOThe spring cylinder only has an
actuator that is the cylinder extender. The pneicnetinder on the other hand has two
types of actuators, the cylinder extender and tlmder retractor. The spring cylinders
only requires the function to dispose the extenohroand. Here a basic module for the
spring cylinder constructed. The pneumatic cylindan inherit all the feature of a spring
cylinder and on top of that has another functiordigpose the retract command. Another
option is to construct two types of basic modules éor the spring cylinder and one for the
pneumatic cylinder. There are different issues Ive in designing a module; among them
are software maintenance and company’s organisafAmother concept introduced is
generalisation. A basic module can represent haelwar example the inductive sensor,
optical sensor and capacitive sensor are categoasdinary sensor. Figure 4.6 shows the
representation of these basic modules in blockndein diagram. The box in the middle
represents the functions, whereas the lower boR thié flow ports shows the incoming
command and the out going values from the sensors.
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bdd [Package] Stamping-SortingMachine
[Library Basic_Modules]

<<block>> <<block>> <<block>>
Cylinder_Spring Motor binarySensor
extend():boolean operation():boolean
E)I extend:boolean E)I operation:boolean value:boolean Ezl

isExtended:boolean
isRetracted:boolean

Figure 4.6 — Block definition diagram representihg basic modules for the bench scale equipment

Next, the students implemented the “reusabilityficept by assembling the sorting module
using the existing basic modules. The sorting mnedain be refined to three sub-modules
“the conveyer belt control”, “sorting station foretallic work piece”, and “sorting station
for white plastic work piece”. Firstly, the studsnare requested to design these sub-
modules. For example the “conveyer belt control’dule consists of a motor and a
capacitive sensor. As the basic module “motor” aorg the function “run”, the “conveyer
belt control” module also inherits this function.réceives the command to run or to stay,
and returns the capacitive sensor value to theaosaftware. Through designing different
modules using ready basic modules, the students &i@experience on how to practise the
concept modularity and reusability.

Having practised a few modules with the studeriisytare then requested to further
develop the sub-modules for the “storage moduletarie module” and “stamping
module”. This allows the third level of AK’s taxomy to be achieved, namely applying the
information in a new setting. The students neecdatrthe whole exercise session to work
out the problems. This is the benefit of using $hene bench scale equipment for all the
exercises, as there will not be enough time forstadents to implement the theory if a new
application system is introduced instead.

Bench Scale Equipment in System Development:

As mentioned in section 3.2.5, IEC 61131-3 is usedevelop the application programs in
the automation system. There are five programmamguiages in this standard. The focus
languages during the exercise session are fundtiock diagram, ladder diagram and
structured text. The basic of the exercise is tbdetling diagrams designed in the previous
exercise session. The objectives in using modeliieggrams from previous exercise are
save time as introduction to new application is metessary, and the students are able to
see the importance of designing “implementable” et®d

54



4 Implementation of Teaching and Learning Methods

In the first question, the students are requested implement the “1.1
Work_Piece_ldentification” module using functiorotk diagram. The information used is
the PSPEC table. The function blocks are easy peiment. The students implemented the
sub-module using “and” block. Different possibégi as in Figure 4.7 are discussed. The
students have done digital technology. Therefdnes, implementation is not new to them.
Next, the implementation was shown using TrySinmyfim]. Using different led lights to
represent the different sensor value and the sestile students compared the Function
Block Diagram in TrySim with the answer worked outthe board.

— Inductive Sensor—| & —Inductive Sensor—| &
—Optical Sensor— ~Metallic— —Optical Sensor— —White Plastic—
—Capacitive Sensor— —Capacitive Sensor—

— Inductive Sensor—o| &
—Optical Sensor—o ~Black Plastic—
—Capacitive Sensor—

Figure 4.7 —Implementation of “1.1 Work_Piece_|diécation” using Function Block Diagram

The next part of the exercise requires the studenisnplement the “storage module”.
Using the activity diagram developed in the presi@xercise, the students implemented
the “storage module” using sequential function tligigure 4.8). Different functions for
the “sorting module” are also discussed, for exangtarting the conveyer belt when the
capacitive sensor sense a work piece is on theegan\belt, or starting the conveyer belt
with a start button. A sorting application in TrySiis demonstrated to the students.
Similarities between the two systems are drawn,kdacdks that can be implemented using
TrySim are also discussed. By demonstrating thenples in TrySim, the students are able
to visualise the answer, this will appeal to studevho are spatially (visually) intelligent as
mentioned in “Gardner’s theory of multiple inteligces” (section 2.5.2). Apart from that,
students are also able to test their programs ntb@ding TrySim and implementing the
other modules. This may work as an incentive ferstudents to try out the other modules
practically.
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START

—— CapacitiveSensor

Conveyer_Start —{ N ‘ StartMotor

InductiveSensorl _ NOT InductiveSensorl | NOT InductiveSensorl
& OpticalSensorl & OpticalSensorl & NOT OpticalSensorl

M e
\ \ ‘

Figure 4.8 — Implementing “sorting module” based axtivity diagram, using sequential function
chart

Bench Scale Equipment in System Testing:

In ES2, 2 types of testing are taught, black bating and white box testing. Two areas
covered in the exercise for white box testing aséstéad complexity measure and McCabe
complexity measure [MW96]. These two testing methate related to testing of
application programs for embedded system. The areasred in black box testing are
parameter test and requirements testing.

White box testing:

Halstead complexity metrics can be directly appbedthe Structured Text. Structure text
supports iteration loops, and conditional execwitimat can be mapped to the function
point cyclomatic complexity. A different programused for this exercise, as the structured
text developed in the previous exercise is veryptmMcCabe complexity measure
depends on the control flow path. The modellinggchans taught in previous chapters,
namely the process and control flow diagram in SB/&nd the activity diagram and state
machine diagram in SysML; are based on flow of &vend data. Therefore, McCabe
complexity of measure, which is normally appliedtl® conventional software program,
can be applied here. The exercise for McCabe codtplmeasure is based on the activity
diagram developed in the previous exercise, amul ldter on the sequential function block
diagram for the control software. The calculatisnvalid when the development of the
application program is based on the designed modkls again highlights the importance
of modelling diagrams that are informative, usednd can be applied for not only the
design process, but the development and testingepsoas well. Interested students can try
to implement the McCabe complexity measure on fondblock diagram. Here, the third
level of AK’s taxonomy is achieved. The studentplegal testing method for conventional
software program in the context of embedded sys$éstmg using not only the application
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programs but the modelling diagrams as well. Asgrevious lifecycle, the students can
also apply it in modules that are not discussdtiénclass.

Black box testing:

Black box testing focuses on the input and the wugs the control software. The first
exercise requests the students to give the diff@@mbinations of values from sensors and
the expected output. In the group work for ES2 $92@he students are requested to
develop different test cases based on the useireeggnts.

Didactically, the chapter “Testing” brings a cloge the development of an application
program for embedded system. The students aret@liddlow through the whole lifecycle
development of an application program for embedsieiem. Using the same bench scale
equipment, the students are able to relate theriapce of the information acquired and
provided in the different phases.

4.2  Active Learning Methods Implemented — In the Class

As mentioned in sub-chapter 2.4, active learninghows require the involvement of

students in the class. There are different metigodsped under the term “active learning”
(Table 2.4). In this sub-chapter “in class impleta#ion” active learning methods that are
implemented in ES1 and ES2 will be presented. lteresteps for different active learning

methods will be introduced. Two active learning neels namely pop quizzes and muddy
card will be discussed separately, as these twdadstwill be evaluated separately in
chapter 6.

4.2.1 Reviews on Available Implementations

There are many researches that look into implertientaof active learning methods.
[Mi99] mentioned that the students welcomed thedusfevisual aid the most. The second
highest feedback is for traditional lecture, tisiespecially useful for students who learn by
listening.

Pop quiz is another method implemented in thisarese [Sn06] mentioned that pop quiz
can be considered as practise test. The scheduleeftests is made known to the students.
It can be at the beginning of every class, at tiek & every chapter, or at a specific date
[CROO0], [Ha03], [Mi99], [St74]. Pop quizzes as piise test may improve the students’
grade for the exam. [Ha03] mentioned that pop aszamproved the students result even
though not significant, [Sn06] see improved resaftsr practise test. Apart from using pop
quizzes as practice test, ES1 and ES2 tested ifquigzes would encourage students’
attendance. [DF96] mentioned that “to discouragseateeism, instructors may want to
consider giving short quizzes at the beginning wérg class period”. Therefore, the
implementations of the pop quizzes in this researehat random and not known by the
students. The idea is since the students do rmw kmhen pop quizzes will be conducted,
they will be coming to class frequently, hoping tatch” the pop quizzes.
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The third area that will be discussed is the imgetation of muddy card. Muddy card is
implemented to get students’ feedback on the tdpi least understand. [HW+02]
implemented the “muddiest-point in lecture cardt'.is conducted after every lecture, and
students are given two minutes to write their r&an&@ome of the instructors do ask
students to identify the most important point of fecture too. In the implementation by
[KNO2] also request students to write down possdsiecism and positive remarks on the
A7 card. This implementation is done before onedthof the course is conducted.
Spontaneous feedbacks on the comments are givéreligourse leader” after the lecture.
Response for comments that are not answered inlalss will be uploaded on the course
web page. This also serves as “informal” coursdéuati@n within the semester.

4.2.2 Methods Implemented in the Lecture and Exercise

The students are provided with lecture slides akwesdore the lecture. The students can
download the slides, print it and make necessatgsngduring the class. As the class setting
Is a large class, intensive discussion betweemetiehing instructor and the students cannot
take place during the class. Questions that aerdsting to one might not interest other

students. The level of understanding between tbdests differs. There are questions

posed that are so simple that it bores the othuelesits upon second iteration. On the other
hand, there are also difficult questions that ggobd the understanding of most of the

students.

Due to the reasons above, discussion in a clagsryslimited. The teaching instructor will
need to discuss the “too simple” questions or the difficult” questions privately with the
students. These also influence other studentsytaaslay from participating in the class.
The passivity in class will cause students to oserest and attention [SV10]. In order to
effectively present the course content to the sttgjethe teaching instructor needs to
maintain the students’ attention. Among the methogdement in the class are:

0 in class demonstration,
o asking questions to the students without embamgsbem, and
0 presenting the idea visually on the board.

These methods are selected based on the avaisularces for the course. Other methods
for “in class implementation” in Table 2.4, for emple PBL, team teaching, flash card,
concept test are not implemented. PBL requiresceitédor for each teams, the students
need to have some knowledge to begin with the problES1 and ES2 are foundation
courses for embedded systems, therefore it is lplesgiat these students do not have the
basic knowledge required to tackle an embeddecesygtroblem. Team teaching is not
implemented due to the limited human resource §sldepartment is responsible for this
course. Flash card and concept test are not implisiedue to the limitation of physical
resource, as there is no lecture hall equipped wothputerised personal response system
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and distributing coloured cards for each lecturee@ious. Apart from that, muddy card is
implemented to get the in between feedback fronsthdents.

The active learning methods implemented in ES1 B68@, taps into different types of
intelligence as proposed by Gardner. The diffemeteiligences involved will be elaborated
in the sub-sections explaining the methods.

In Class Demonstration:

Students are asked to participate in a demongtratieen the teaching instructor explains a
particular concept. Examples of demonstration armaparison of technical processes with
daily events, and the demonstration of a systern élp from students.

Comparison of technical processes with daily evahesconcepts of priorities and deadline
were presented using a dentist — patient systen®9.GPatients who register with the

doctor and wait in turns to see the doctor arelamio the processes of the same priority
waiting in queue. This reflects the “first-in-fireut” scheduling policy. Then, suddenly

there is an emergency case patient who needswue \eigh an international train. The time

available for this patient to receive treatmensh®rter and the problem is shorter. This
presents the “earliest-deadline-first” problem. sTparticular patient then cuts the queue
and is given treatment without waiting in the queDéer scheduling processes like least
laxity deadline, non-preemptive with fixed priorigtc can also be explained using this
“dentist-patient system” example. Other known exisphat also demonstrate the problem
of resource sharing, concurrency and multi-tasksrige “dining philosopher” problem.

Demonstration of a system with help from studeStsidents are requested to role play in
the class. They can be part of a concept or pag cdbmputer system. For example the
concept of place, token and the transition wasampd with the help of four students. One
student holds the pen cover, and the other the Pegse students are the places with the
pen and the cover as the tokens. Next, the pethancbver will be passed to a student who
plays the “transition” role. The student will pdttet pen and the cover together, and then
passed the covered pen as a single token to theshadent. Different role plays are
conducted to explain the different process thatte&e place in a Petrinet. By involving
students to demonstrate the different conceptshdaiy-kinaesthetic intelligence is being
tapped into. Students with this intelligence wid able to digest the concepts better when
they “act out” the concepts.

Asking Questions:

Students are asked question during the lecturesép khe students attentive. During the
exercise session the students are also asked twigmte in answering the questions

presented in the question sheets. Students careams@stion from their seat or they can
work out the solution on the board. There are bffé question asking techniques that were
implemented in ES1 and ES2
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Cold calling: There are two types of cold callimgplemented. The first is the round robin
guestioning. Similar to the round robin schedulmgcess, the students are asked one after
the other. If the student is not able to answerdgihestion, then the person next to him/her
will be the next in row to answer this questioneThethod can randomly start at any row
in the class. The back row, or students who welienta between themselves are good
places to start. The second method is cold callsigg specific description, for example,
“the young man with a red T-Shirt in the last rowft, “the lady with the laptop” etc. The
waiting period for a student to come out with tnewer for both methods should not be too
long to avoid embarrassment. The average waitmg 8pent in ES1 and ES2 are within 5
to 10 seconds.

Calling by name: In order to create personal tomctine class, the teaching assistant tried
to remember as many names as possible. The stugientsalled by name to answer the
guestions posed during the exercise. This creatsgiye rapport between the teaching
assistant and the students. The students aregvibinvork out the problem on the board or
to answer a particular question posed. Howeverntimber of names remembered is very
limited. At most only 15 names are remembered ensiimester. It is also not exactly fair to
call upon the same students all the time. Therefoesecond method is implemented. The
second method uses the students’ name list. Nareesaled from the list of participants.
There is a mix response to this method. Some o$tilndents do participate but some of the
students pretend that they were absent and dighnooked to work out the problem even
though they are in the class! It is possible fa students to pretend to be absent as there
are 90 names on the list but only 50 studentsitiregsin the class, the absent rate is almost
50% and the teaching assistant does not knowealtients by name.

Random throwing: In summer semester 2009, the tega&ssistant tried a new approach in
the exercise. The tool is a packet of facial tispaper. The teaching assistant posed a
guestion and threw the packet to the first studdm is supposed to answer the question.
The student then in turn can throw the packet sgug to another student for the next
qguestion. The waiting period here is similar tottivuen “cold calling” is implemented,
which is within 5 to 10 seconds. Using this methtte students get to participate in
involving other students. As compared to the cgllny name method, this method is more
welcomed. This also brought some fun factors ihtodlass.

Informal Group Discussion: Apart from asking studeas individuals, another alternative
is informal group discussion. During the exercigsston, the students are required to work
out the questions that were uploaded the week &dfor exercise session. However, the
response has not always been positive. Sometingesttidents will come into the class
totally unprepared. The students will be then bguested to turn to their neighbour to
discuss and solve the problems. Depending on tifieulty of the question, the students
are given 2 to 5 minutes to discuss the problene Jitoup representative will then work
out the problem on the board. These few minutedisifussion with the neighbour, helps
the student to answer the question asked. Disauisenideas with peers help students with
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interpersonal intelligence. These students are @bleemember and digest the concept
better when ideas are being exchanged when distutssies place.

Presenting the Idea Visually on Board:

Even though the information is available in the dwuts for the students, it helps to draw
the students’ attention when this information i€®more presented on the board. Instead
of referring to the slides directly, it is good a@specially illustrate processes on the board.
For example, explaining the concepts of semaphdre.concept of semaphore is explained
using a railway track example. Only one train cam the track at a time. When the train
leaves the track (releases the track), then ther aithin may use the track. Another example
is drawing a microprocessor part by part, and emplthe functions of each component as
they are drawn on the board. The control unit, camgation unit and the arithmetic
logical unit are first drawn. Then the componentghese units are added to the diagram.
This helps the student to group and organise thepoaents. Another example is the
presentation of preemptive scheduling to the stisdasing the overhead projector. The
students are asked to work out the problems usifigreht colours of pen for different
levels of priority. Working through the schedulipgocess step by step, using different
colours, help students to understand the concegperbéd/isual representation motivates
students’ with spatial intelligence.

However, it is necessary to highlight here thatrien medium in ES1 and ES2 are still

slides and not board like “Mathematics” and “Cohirbeory” classes. The usage of board

for “Mathematics” and “Control Theory” may be highas the board is used not only to

present new ideas, but also to solve and discesprttblems. The purposes to present the
idea visually on board are:

o a change to the normal medium,

o students get to follow the ideas step by step.etheguiding them through their
thinking process, and

o providing an opportunity for the student to papate in the discussion.

Remarks to Motivating Lecture for ES2 SS2009:

During ES2 SS2009 a new teaching instructor toakr alre class. However, the teaching
assistant remains the same. The new teaching dtstris very detailed and capable in
explaining the slides, but there is almost no comigation with the students. Unlike the
previous semesters where motivating lecture is emginted, the involvement from the
students is low.

From the 3 categories mentioned above, namely fassc demonstration”, “asking
questions” and “presenting the idea visually onlibard”, only little is done. No “in class
demonstration” with students are conducted. The t®&aehing instructor do bring learning
objects to class. One of them is a UML/SysML mugirdpthe SysML class. The mug is
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being passed around during the lecture session. oflmer is reference books that the
students can use. Demonstration objects are imitggelsut the impact is not as good as
when the students are part of the demonstrationfofAs‘asking questions”, the new
teaching instructor does ask if the students hayeqaestion. However, most of the time
there is only silence and the new teaching instrugill continue on with the next slide.
Cold calling is not implemented here. No studemés specifically questioned, or asked to
solve a specific problem on the board. The sammatsin does happen with the previous
lecturer. However, by asking specific students,tdrelency for the students to respond to
the question is higher. The third point “presenting idea visually on the board”. There are
a few times when the black board is being usedsioelly present an idea, but the drawings
on the board are often very light and difficult tead. There is little or almost none
motivating lecture for ES2 SS2009. Therefore, ES2M®9 will not be included in the
semester that implemented motivating lecture ferdiscussion on impact of implemented
methods in chapter 6.

The methods implemented during exercise sessibbimstlve the participation of students
as the previous semesters.

4.2.3 Pop Quizzes

Pop quizzes are impromptu quiz conducted at thenbew of the class. The purpose of
pop quizzes in ES1 and ES2 is to encourage stuagdtegedance and to have an in between
overview on how much did the students understodterprevious lectures.

As the pop quiz schedule is not known, students lavattend the class consistently to
participate in all the pop quizzes. Two or thre@ poizzes will be conducted through out
the semesters. Pop quizzes are conducted in thenleg) of the class. Students who come
in late to the class can also participate in th dput they are required to hand up the
quizzes the same time as other students. The éecturxercise will resume as normal after
the pop quizzes. It is also possible that the stisdenly participate in one from the two or
three pop quizzes offered. Students who partictpatethe pop quiz have a chance to get
additional (bonus) points for the final exam. Ex1%% score for the final exam can be
accumulated through pop quizzes. The calculatich@fxtra score is as follows:

acquired _ score _ for : PopQuizl + PopQuiz2 + PopQuiz3
extra _ score = * 015

full _ score _ for : PopQuizl + PopQuiz2 + PopQuiz3

The extra score should not be that high that theesit can do “almost nothing” in the final
exam and yet still pass. The passing grade is diymM&%. Meaning if the students
acquired full score in the pop quiz, they still dde have at least score 30% in the exam to
pass. From this perspective the extra score cdretveeen 10% and 15%. However, 10%
extra score has little impact on the grade and gt be “attractive enough” for the
students. Therefore, it is decided to award 15%¢oextra score. Another alternative is to

62



4 Implementation of Teaching and Learning Methods

award the score only if the student passed the eXam then again might put off student
who are not sure if they can pass the final exam.

Pop quizzes will usually cover the topic from thstlpop quiz to the latest exercise. This
means that the subjects will only be tested onaengithe pop quizzes and once again
during the final exam. The students need to undedsthe course content in order to do
well for the pop quiz. This will serve as practisst for the students. The difficulty of each

pop quiz increases in the course of the semestemd@the first pop quiz, the questions are
mainly knowledge and comprehension level questiQuestions based on the third level of
AK’s taxonomy, namely application level, are usyal the second or third pop quizzes.

This also shows the increase of difficulty for tigpe of question. Therefore, even though
the same 15 to 20 minutes are allocated, studewes Imore questions to complete and the
questions are also more difficult. This prepares dtudents to estimate the time available
for them to answer the exam question.

4.2.4 Muddy Card - 5 Important and Muddiest Points in the
Lecture (5IMPLe)

The muddy card (section 2.4.1) implemented in E&d BS2 does not focus only on the
“muddiest part of the lecture”. The other focuseh& the “most important part of the
lecture”. The students are requested to write d8wa 5 feedbacks concerning these two
areas. Therefore the name “5 Important and MuddResgtts in the Lecture” (5IMPLe) is
given. The differences between muddy cards fromaipus research to 5IMPLe are:

o the muddy card is usually conducted at a considtasis, for example after each
lecture [M089],

o itisimplemented in a small card to limit what gtedents can write [KNO2], and

o the feedbacks are either presented in the clasgplmaded onto the internet
[HW+02].

5IMPLe is implemented for the first time in ES1 W889. During the last lecture, the
students are requested to write down what they deeimportant and the subjects that they
have difficulty understanding through out the sewrresThis is to prepare for the revision
session before the final exam. The students speatesty tear a piece of paper from their
notepad to write down their opinion and hand ittaghe teaching assistant before leaving
the class. The responds are filtered and arrargedtégories. Subjects where the students
have difficulties understanding are tackled in¢bening exercise.

The following semesters ES2 SS2009, 5IMPLe is imgleted twice. The students in ES2
SS2009 are the same group of students who patecpa ES1 WS0809. This means that
they are familiar with 5IMPLe. The 5IMPLe implemahbns for ES2 SS2009 are more
organised. Instead of asking students to justdgaiece of paper from their writing block,
printed forms are distributed. In this form there &eld for name, matric number, and the
subjects for evaluation. The first 5IMPLe coversurfotopics — “Bus System”,
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“Requirements Engineering”, “System Modelling — BAT, and “System Modelling —
SysML”. The second 5IMPLe covers three topics —utthnation Architecture”,
“Programming in Embedded System”, and “Verificatiovialidation and Test”. The
students are given the forms after the lecturethed need to hand it up before leaving the
class. There are two purposes in preparing thesaesfoFirstly, the topics printed on the
form serve as a reminder on the subjects coverecbrisily, the matric number is for data
collection purposes. As the subjects covered amiraglated across few classes, the
students are given 5 to 10 minutes as comparedeimormal 2 [HW+02] to 5 [KNO2]
minutes for a class.

4.3 Active Learning Methods Implemented — Partially Ouside
the Class

In this sub-chapter, an active learning method tlestds extra effort from the students and
teaching instructor or teaching assistant to mpattdrom the lecture or exercise hours will
be presented. This method is known as group woska different types of implementation
from group work will be explained in this sub-chaptThe first type is group work that
covers only part of the lifecycle development. Tim#i be known as “group work — A”
(GWA) as this is the first version. The second typ@group work that covers the whole
lifecycle development. This will be known as “growmrk — B” (GWB) as this is the
second version. As an incentive for students’ pgpdtion, students who participate in
GWA or GWB have the opportunity to accumulate addal 15% for the final exam.
Students who did not participate in GWA or GWBI dtdve the opportunity to score 100%
based on the final exam.

4.3.1 Reviews on Available Implementations

Group work is one of the most common methods fdivadearning [SV09]. Different
terms that can be associated to group work arelgmolbased learning, group projects,
industrial projects, and cooperative learning. Mokthe group works require extensive
supervision. Problem based learning and final yeajects are conducted for students at
higher semesters, with 3 to 4 person in a group9Bi[KC+05]. The participants for ES2
are normally in their fourth semester, and nothia sixth or seventh semesters. Unlike the
group size in other researches, the group sizeibdngger. The group works described in
Table 2.3 have either more departments than disegl or the same number of
contributing departments to the disciplines to eeerthe work. This means that more
resources are available for them. For group workigher semester, the group work is
supervised by 1 or more teaching assistants [JK-4B&H09]. The usual group size in ES2
is between 6 to 10 members. This group size mayeaiptimal for group work in lower
semesters, as the students not only have to ddakaiirse content but they might have to
deal with different problems that comes along wgtoup work, for example group
coordination and job distribution. However, thiscdéon is made based on the available
resources to oversee the group. There is only emehing assistant responsible for all the
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groups. Apart from this, projects in other reseaand a subject itself where students earn
not only grades but credits. The participation B2Egroup work is voluntary and students
are awarded with extra points. Therefore, the naditv to participate in ES2 group work is

also lower.

4.3.2 Group Work with Partial Lifecycle Development (GWA)

As the content of ES2 focuses on the developmeandimbedded System, the idea is to
allow the students to go through the differentcifele phases using group work. In ES2
SS2007, the students are divided into 9 groupsh asup has about 10 members and is
responsible for a chapter covered in the courserder to encourage communications from
the different disciplines, it is a pre-requisitatlhe group should be 70% Computer science
students and 30% Mechatronics students. The ratiwvden Computer Science and
Mechatronics students is based on the ratio derik@d the “informal registration list”.
Figure 4.9 describes the different tasks undertéyesach group.

| Chapters | Group Works |

Requirements
Engineering for
Embedded System

Project Management methods —
1 Group - Time, Finance and Human Resource

Sorting Machine Modeling
1 Group — Summary of SA/RT SysML
1 Group — SART Modelling
1 Group — SysML Modelling

Embedded System
Modeling
(SART/SysML)

Embedded System Programming
1 Group — evaluation based on SART Model
1 Group — evaluation based on SysML Model
1 Group — evaluation based on Text Description

Embedded System
Programming
(IEC 61131-3)

Verification, Validation and Test
1 Group — Halstead Method
1 Group — McCabe Method

Legend: — ———- Input for next group
Figure 4.9 — Description for GWA

Verification,
Validation and Test

AR RR

The first group presented a selected range of foolgroject management. The focus is on
managing the project resources and handling desgdlifhe students are given a few tips on
what to look for, but they need to work indepentietd come out with a list of available
tools and select one for presentation. This trdims students to think and work
independently.

The second group presented the summary of SysMLSA®RT. The basic modelling
notations for both these method are presentedeirtitiss during the exercise session. Two
other groups who modelled the bench scale equipreanh using SA/RT and SysML, did
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not present their models in the class. Instead @yt out their models and are the
facilitators for the programming exercise. Durirge texercise for “Embedded System
Programming”, the class is divided into nine grqugpsee groups each for programming
based on SA/RT model, SysML model and text desorniptThe group members who

prepared the SA/RT models and SysML models famlitae students who developed the
programming based on their models. This is bec#lusestudents who are supposed to
develop the programs may not understand the mod&is. also helps the facilitator to

identify the weaknesses in the model prepared $éi group.

The results from this programming exercise are fyessed to another three groups who are
responsible for the evaluation of these programgrdAip evaluates the programming based
on SA/RT model, another the programs based on Syshddel, and the third group
evaluates the program based on text descriptiosh Emoup evaluates the number of
functions that are fulfilled, the functions thaean the program code but not in the model
or text description, and functions that are nahm program code. The group also observed
if there is any reusability in the programming code

The results are then presented during the nextciseeisession. The last two groups
evaluate the structured text code using Halsteathadeand McCabe method. The
complexities of each program functions are presente

No specific tool is implemented in GWA. This isawoid the extra burden that might come
along in learning and applying a new tool. The nafective here is to observe what the
students can understand from the modelling diagfdma.students can select tools that they
know or ordinary drawing tools to model the systeam SA/RT or SysML. The
programming is conducted in the exercise sessionwhying the program either in
structured text or in function block.

Each group has a fix appointment with the teachasgistant two weeks before the

presentation session. This ensures that the smidemton the right track and well-prepared
for the presentation. They can make extra appoinisn&@hen necessary. The presentation
session from each group takes about 10 to 15 naniiteerefore, almost 30 minutes from

each exercise session are allocated for the peggsrg from the different groups. Even

though it is not a pre-requisite that every menddayuld participate in the presentation,

almost every group members presented a small sectithe group work. The students are
also reminded that the purpose of presenting intfod the class is to train their confidence

and it is an opportunity for them to learn publmeaking. In order to keep within the time

limit, the number of questions addressed to thegmng group is limited.

During the implementation of GWA, cooperation withthe group can be observed during
the group presentation. Almost all members pauigg in the discussion. This shows that
interpersonal intelligence is being tapped intcehépart from this, GWA also reaches the
fourth level in AK’s taxonomy, the analysis level. order to prepare for the presentation,
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the students need to be able to organise the dsniera way that they can understand
before presenting it to the class.

4.3.3 Group Work with Whole Lifecycle Development (GWB)

In summer semester 2009, a different concept aigreork is implemented. In this group
work (GWB), each group needs to follow through Wieole lifecycle development of an
embedded system. In GWA students who worked inraicpéar phase knows more about
that particular phase. Therefore, it is perceivhdt tGWB should help the students
understand every phase in the lifecycle developroéan embedded system better. There
are two main differences between this group workN@} with the group work
implemented in ES2 SS2007 (GWA). They are as fdtow

o in GWA a group is responsible for one phase oflifeeycle, whereas in GWB a
group needs to cover the whole lifecycle phases, an

o in GWA the students present during the exercissieeswhereas in GWB extra
appointments after the semesters are made forrmjatien.

Due to the same resource constraint in GWA, thdestis are divided into groups of tens.
This time instead of making it a pre-requisite, siedents are encouraged to have a group
with members from both disciplines. This is to téshe students will grouped into group
of Computer Science and Mechatronics students. Hneytold that different disciplines
tend to solve problem differently and have différémcus. They can make use of this
opportunity to integrate with students from othecglines. However, apart from the two
groups that are organized by the teaching assisGorputer Science students grouped
automatically with the Computer Science and the M&onics with the Mechatronics.
This shows that students are still more comfortablevork with the people that they are
familiar with. This is supported by the studentsriiselves. When asked why they did not
make an effort to form a group with students frotheo disciplines. The answer is it is
easier to work with the people you already know ah@m you can trust. This shows that
in order to encourage interdisciplinary communmatiand group work, the group
distribution with students from different discipdis needs to be intentional.

As the bench scale equipment is known to the stsdenhsaves time when the same

actuators and sensors are also applied in GWBsfldents are required to develop a new
system based on the Mechatronics parts with diffesensors and actuators found in the
bench scale equipment. The mechatronics parts tinenbench scale equipment serve as a
guideline for the students. The students are fsraemplement any other mechatronics parts

deemed necessary for their new system. Table 4&epts the different assignments in

GWB. This achieves the third level of AK’s taxonomy the students are able to apply the
same mechatronics parts in a new system.
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Table 4.2 - Different lifecycle phases’ assignmémts$s\WB

Project Assignment Description
Part A: Requirements Engineering 1) Decide on the job description of each member
6 points (or 2.3%) 2) Requirement document for the system

Part B: System Modelling (SA/RT)
8 points (or 3.0%)
Part C: System Modelling (SysML
5 points (or 1.9%)

1) System modelling document

1) Report on modules that can be reuse

Part D: System Development 1) System simulation
(Own Group) 6 points (or 2.3%) | 2) Report on document evaluation from part Ato C
Part E: System Development 1) System simulation

(Another Group) 6 points (or 2.3%) 2) Report on document evaluation from part A to C
Part F: Test and Validation

4 points (or 1.5%)

Part G: Group Work Evaluation
3 points (or 1.1%)

1) Test cases and test result for own system

1) Evaluation report

Individual points: 2 points (or 0'8%)21\:\/;{8/6(1 by teaching assistant for individual work

In order to make sure that there are progresses dlte semesters and the work are not
completed last minute, different milestones arengpeset up. The different part of the
project assignment in Table 4.2 serves as milestortee different project assignment will
be referred to as “Part A, B, C, D etc” as desdibeTable 4.2. Firstly in “Part A”, the
group members decide on the functions of the nestegy. They are to describe the system
using two dimension diagrams and text descriptidext in “Part B”, the functionalities in
this new system are modelled using SA/RT. Usingptueess flow diagram and control
flow diagrams, the students specified the flow wformation from/to the sensors and
actuators. Following this in “Part C”, the studetdke notes on the modules that can be
reused. For “Part A” to “Part C”, an appointmentswaade with the teaching assistant after
each mile stone. During the appointment, the temchassistant will review the
documentation, and discuss with the students ifiapyovements are required to make the
information more useful and understandable. Theestts are free to use any drawing tools
that they are familiar. However, the students axearaged to draw the SA/RT diagrams
using Innovator software [MID], whereas the SysMagifam are drawn using MagicDraw
UML [Magic Draw]. Both these software are also amek in another coupled course
Software Tools that will be discussed in sub-chagté.

It is important to guide the students during frorRaft A” to “Part C”, as the
documentations here will be used in the developraadtthe validation phase (“Part D” to
“Part F”). During GWA, the team who developed thedwlling diagrams assisted as
facilitator during the exercise session for progmang. In GWB a higher challenge is
given, namely the documentation should be compéetd understandable so that the
intended system can be developed. In order toftdst documentations are understandable
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and suitable to develop a system, the documentataye given to another group for
evaluation and development. This represent didgiddevelopment in the industry, where
the design team and the development team may dédfament location and it is not that
easy to just “walk over” and iron out the ambigupoits. The group representatives draw
blind lots to decide on the group that is to bel@at®d. Only the teaching assistant knows
which group is evaluating which group. As the grodp no know who created the
documents, they will not have a chance to quesiroiscuss the documentations with the
author. They can only develop the system basedhendbcumentations provided. The
group will also evaluate the documentations frorother group. This is a form of peer
assessment. Research on peer assessment showsh#ratusing a blind process, the
students are able to access their peers imparfRdl99]. Using peer assessment evaluation,
the peer from another group views the documentditam a neutral point of view.

During the second half of the group work, from “PBF to “Part F”, the students are
expected to develop the system and the test casdlsef system. Both “Part D” and “Part
E” develops the system in TrySim and evaluatesitt®imentation from “Part A” to “Part
C”. Part D requires the students to develop thein ®ystem and to evaluate their own
documentations. The students working on part E aellelop the system and evaluate the
documentation from the anonymous group. This meath system and documentations
will be developed and evaluated by two groups. $hives as comparison. A system that is
successfully developed by the original group butthe anonymous group may have poor
documentations. If the system developed by botlumrare identical, this means that the
documentations are complete and understandablesy&tem development is implemented
using the software TrySim [TrySim]. This softwaseimtroduced in the exercise and taught
in the coupling course Software Tools. The studangsprovided with an evaluation form
to evaluate the documentations. There are fourogecin this evaluation form, the first part
evaluates the sketches and description of the rysters; the second part evaluates the
SA/RT documents — if the diagrams are consistdnthe processes extends the text
description of the system; the third part evaludhes SysML documents; and the fourth
part requests the students to gives an overviewhach document helped them the most.

The students working on part F will develop the tzses for their own system. Here the
third level of AK’s taxonomy is also achieved ae #@pplication of knowledge acquired for
testing is applied in a new setting. As “Part D'ddfiPart E” evaluate and develop the
system based on the documentations, no milestgoasirament is conducted. This is to
make sure that the students are not influencedé&ydaching assistant. The students need
to make decision on which documentation is mostfullsr the development. This
achieved the fifth level of AK’s taxonomy, whereetetudents need to evaluate the different
methods. With the activities in GWB, the studenésénthe opportunity to learn which
documentation is suitable for what purpose. Finalhe group needs to make a final
appointment with the teaching assistant to pregentdeveloped system. During this final
appointment, the group representative will desctiteesimulated system and also the test
cases. As the final appointment is during the sé&ndsealk, it is not compulsory for all the
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group members to attend. However, at least oneeseptative who is able to present the
system should be around.

The last part of the group work requires the stitglém hand in the group work evaluation
form. There are four sections to this evaluatiamfe- the evaluation of team members, the
contribution of lecture and exercises to the growgrk, own contribution, and specific
guestions concerning part of the project that thveye working on. This is to evaluate the
implementation of GWB and to see if GWB benefited self development of the students.
The results and findings will be further discusgedhapter 6. The students are not graded
base on the feedback. Every student who complbeteg\valuation form gets 3 points for
the individual score. The form can be handed ingpeail or in hard copy.

4.4  Active Learning Methods Implemented — Outside the (ass
(Coupling with another Course)

The course ES2 provides the foundation for the ldpweent of an embedded system.
However, due to time and teaching resource comstnai practical classes can be offered to
the students. According to the “cone of learnirggdry described in section 2.5.3, practical
learning is important to help students remembertvihay learnt. Therefore, if practical
classes can be offered to the students, they wilitlle to apply, analyse, and evaluate the
lessons learnt in class. Through the practicalselss misunderstanding due to different
cognitive mind set may also be ironed out when yapgl the theory/concept on the
software tools.

There is a course in the department that focusespptication of software tools that can
assist the engineering process. This course is RrasySoftware Tools and has the course
code FB16-6959 (SWT). It is introduced in SS200fisTis a two semester hour's week
course, meaning the students need to attend ar@itesiclass/lab session each week. This
course is compulsory for the Mechatronics studentsoptional to the Computer Science
students. As these different software tools cammbaeped into the different development
lifecycle phases of an embedded system, SWT andaES@oupled together.

The coupling between SWT and ES2 benefits bothsasurFirstly, the theory needed in
SWT can be introduced in ES2. Secondly, the pralcgession that will help students
remember the course content better can be conduc®d/T. Thirdly, course coupling did
not add much new work load for the teaching agssistalrherefore, course coupling not
only able to overcome the different cognitive mset problem, it also solve the limited
resources problem.

4.4.1 Reviews on Available Implementations

From the conducted research, there is no coursplingumethod to found. Examples of

coupling work available are team-teaching, where professionals are coupled to teach a
class [Da95]; project coupling, where bachelor stid are coupled with master students to
work in a project [WW+08]; and course coupling, héhe course content shares the basic
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information [JK+08]. The closest implementationB82 and SWT course coupling is the
course coupling by [JK+08]. However, the courseptiog by [JK+08] only shares the

basic course content. The progress in one couree dot effect the implementation of
another course and the students in both coursediffegeent. The course coupling between
ES2 and SWT requires co-ordination as the courseenbis inter-related.

4.4.2 Loosely coupled Software Tools

During the first semester where SWT is introdudée, teaching assistants for SWT and
ES2 discussed the content and schedule for bottse€otlihe schedule is coordinated in a
way that the subject will be first taught in EShdathen followed by the exercise, and
finally the practical work in SWT. Table 4.3 shot® coupled subjects between ES2 and
SWT.

Table 4.3 - Subjects covered by ES2 and SWT dsumgner semester 2007

Subjects in ES2 SS2007 Tools taught in SWT SS2007
Requirements Engineering for Embeddgdequirements Engineering -
System IBM Rational® RequisitePro®
Embedded System in Automation Contfel

V-Model and Cost Analysis in SWT introduction lecture *
System Modelling using SA/RT in SWT introduction lecture *
System Modelling using UML/SysML UML - Enterprisechitect for UML
Programming using IEC 61131-3 IEC 61131-3 - TrySim
Verification, Validation and Test in SWT introduction lecture *

Petrinet simulation - Visual Object Net++

Legends:* but no tools are implemented for the practicasien in SWT

As SWT is a new course, only a few selected subjace implemented for this course
coupling. In ES2 the students are taught the diffemethods to gather requirements for a
system, the different stake holders, the resournedves and how to manage the deadline.
Using IBM Rational® RequisitePro® [ReqPro], thedsuats learnt to gather and organise
data for the project, manage the resources, amdatixiy the necessary data from the tool.
These few functions are only a few from what Retpiso® can do. Due to the tight
schedule only these few aspects of RequisitePre@némoduced to the students.

The next tool introduced is Enterprise Architeat (ML [EntArch]. The same bench scale
equipment but with different sorting functions ised. Instead of sorting according to one
work piece type to a station, the sorting requihese different work pieces to be sorted to
each station (Figure 4.10). The students defineddtfierent objects, and the relationships
between these objects. With these in mind, thewdtlass diagrams and composition
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diagrams to represent the objects. In order to intde behaviour of this bench scale
equipment, the students implemented sequence diagnd state diagram.

Sorting module for SWT, each station contains Sorting module for ES2, each station contains
three different work pieces three same work pieces
Station 1 . . Station 2 Station 3 | Station 1 O O Station 2 Station 3

Figure 4.10 — Sorting module for SWT vs. ES2

A subject that was not covered in ES2 SS2007 bsttanaght in SWT SS2007 is Petrinet.
The tool used to implement Petrinet is Visual Objdet++ [VON++] for Petrinet. The
students are requested to model the movement @fvavbrk pieces on the conveyer belt.
The last tool introduced in SWT SS2007 is TrySimyHim]. TrySim is used to implement
IEC 61131-3 programming. TrySim is a simulationltddhe teaching assistant provided a
draft with all the necessary objects to simulagelibnch scale model. The students work in
pairs to program the functions required. There aswritten test for SWT SS2007, the
students grade are assigned based on the praggighments in this course.

SWT SS2007 is considered as loosely coupled toERD07 because:

0 no other discussion to align the course conterbarse schedule is done after the
semester began. Each course took its own way dthrengemester, and

0 Petrinet was covered in SWT SS2007 but it wasawgght in ES SS2007.

A few lessons to improve the course coupling weeerit through the course feedback in
ES2 SS2007. The comments taken into considerattenttee course scheduling, the
confusion between SysML and UML, and the softwawmcfions for bench scale
equipment.

In loosely coupled SWT SS2007, the schedule fosthgects in SWT SS2007 and ES2 are
not discussed during the semester. This caused gwoldems, as at times due to

unforeseen circumstances, the lectures for ES2 kakger to finish, or the schedule

between the lecture and exercise in ES2 are resldtedrhis caused the practical in SWT
to be conducted before the lecture or exercise $2.EThe highest feedback from the
students is the confusion caused by this intertugighedule, as they did not learn the
theory before the implementation of the practicatkv

Both SysML and UML modelling languages share a nemds similar points though they
are different. Introducing two similar modellingniguages at the same time causes the
students to mix up the notations and the nameseodiifferent diagrams.
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The students are confused with the software funstio ES2 and SWT because in their
mind, the same hardware should be doing the sanwidm. They are irritated when the
sorting module function for ES2 and SWT differs.

4.4.3 Closely coupled Software Tools

Based on the feedback from SWT SS2007, adjustnaeatsnade to SWT SS2008. For the
course coupling in SS2008, SWT SS2008 started teeks later than ES2. The first two
weeks, are used for organizational work. The sttedarranged themselves in groups. A
brief introduction on the different lifecycle phasand the different tools is conducted
during the second week. The practical session Wi Starts with the ILC150 Starter Kit
from Phoenix Contact [ILC150a].

The second highest comment is the students araisethfbetween SysML and UML. In
response to this comment, only SysML is introdugedS2 SS2008 and SWT SS2008.
SysML is selected over UML because SysML is ablentmlel the hardware as well as the
software.

The third feedback from the students is using #u@es bench scale equipment for both
courses confuse the students. During summer semi318, the difference is emphasised
in the class. The teaching assistants for bothsesumentioned right from the beginning
that the hardware is the same but the softwaretiimg can differ depending on the way
we program the system (Figure 4.10). There are dtudents, who “reminded” the ES2
teaching assistant that the sorting functions inTSMé different. However, this confusion

is quickly put to rest. Apart from the both teaghassistants also update each other on the
progress and feedback of the students after ea2leiScise and SWT practical session.

As compared to SWT SS2007, which is consideredoasely coupled to ES2, SWT
SS2008 and SWT 2009 are considered as closelyedtuplES2 because:

o there are continuous feedback between the teadssiptants for both courses
concerning the schedule and progress of the stsicemd

o only the courses that are covered in ES2 will bglémented in SWT.

The subjects covered by ES2 and SWT during sumsraester 2008 are as in Table 4.4.
The tool IBM Rational® RequisitePro® is excludedrfr SWT SS2008 because the
students require at least three practical sesdiorfamiliarised with the tool. It is not
possible to allocate more time to learn and use tihol. As compared to ES2 SS2007,
Petrinet is introduced as one of the modelling metogy in ES2 SS2008. Using Petrinet
the students can model a system process. Thispiemented using Visual Object Net++.
During SWT SS2007, UML was implemented using EntsepArchitecture. The focus for
ES2 SS2008 and SWT SS2008 is SysML. SWT SS200&8dimted Magic Draw [Magic
Draw] to the class. Magic Draw has a SysML pludearsupport the SysML diagram. The
tool used to implement programming using IEC 6133itemains the same, namely
TrySim.
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Table 4.4 - Subjects covered by ES2 and SWT dsumgner semester 2008

Subjects in ES2 SS2008 Tools taught in SWT SS2008

Bus System (brought forward from ES1) Bus Syst&tarterkit ILC150

Requirements Engineering and V-Modelin SWT introduction lecture *

Embedded System in Automation Contfol

System Modelling using Petrinet Petrinet simulatidfisual Object Net++
System Modelling using SA/RT SA/RT - Innovator 2007

System Modelling using SysML SysML - Magic Draw

Programming using IEC 61131-3 IEC 61131-3 - TrySim

Verification, Validation and Test in SWT introduction lecture *

Legends:* but no tools are implemented for the practicassen in SWT

One new tool introduced during SWT SS2008 is tleet&tkit ILC 150 ETH from Phoenix
Contact (Starterkit) [ILC150a]. The first reasonibtzlude this in SWT SS2008 is ES1
WS0708 did not manage to cover the subject bugsyand it has to be brought forward to
ES2 SS2008. The second reason is during that sermést department received 6 sets of
Starterkit. The students are able to setup the exiivity between the computer and the
controller. This gives the students an opportutotgxperience the different elements, for
example the controller, the computer, the cabld, the software, involved in setting up a
bus system. During this practical session, theesttgllearnt how to assign an IP address to
the controller and set up ftp connection betweenW@x and the controller. As the
Starterkit comes with a ready program, the studaists have the opportunity to make/build
the program, load the program to the controllexywthe variables in debug mode etc.

During SWT SS2009, a few minor adjustments are d&wtrinet is not part of SWT
SS2009 because it is also not included in ES2 SB20é&ble 4.5 presents the course in
SWT 2008 and SWT 2009.

There are two lecture sessions during SWT SS2008,to introduce the different tools
selection and another to introduce SysML. DuringTS852009, the teaching instructor
could only make it for one session of lecture. Efi@e, SysML is not part of the lecture
subject for SWT SS2009. This means that there areaBable practical sessions for SWT
SS2009 as compared to SWT SS2008, one from theréeon SysML and two from the
practical session for Petrinet. These three pralcsiessions are then distributed among bus
system, SA/RT, and IEC 61131-3. From the arrangémeschedules in Table 4.5, it is
observed that the arrangement in SS2009 is bé&ttes.is due to the following 2 reasons:

o The students have more time to work on the spetofits. For example, only 2
practical sessions are allocated for SysML and I&E(131-3 in SS2008 as
compared to 3 practical sessions in SS2009.
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o The SysML practical for SS2008 is interrupted bylpuholiday in week 8. The
practical sessions for SS2009 are not interrupyeplblic holidays.

Table 4.5 - Course schedule for SWT SS2008 andSS2009

Week SWT SS2008 SWT SS2009
1 | Arrangement of Appointments L: Introduction amabls Selection
2 | L: Introduction and Tools Selection | Arrangement of Appointments
3 | Lecture: SysML Public Holiday Break
4 | P: Bus System - Starterkits (ILC 150 :
l.JS y§ il arterkits ( ) P: Bus System - Starterkits (ILC 150)
5 | Public Holiday Break
6 | P: SA/RT (Innovator) Public Holiday Break
7 P: ML — BDD (MagicD
Sys . (MagicDraw) P: SA/RT (Innovator)
8 | Public Holiday Break
9 :
10 P: SysML - BDD (MagicDraw) P: SysML - Block Definition Diagram
1 (MagicDraw)
12 P: Petri net (Visual Object Net ++)
1 . P: IEC 61131-3 (TrySi
12 P: IEC 61131-3 (TrySim) (TrySim)

Legends:L - Lecture; P — Practical; BDD — Block Definitidbiagram

For the last assignment during SWT SS2009, theestschave the options to choose either
to complete the assignment or to participate irexgperiment to evaluate a modelling and
programming tool. 1 or 2 students mentioned thay ttaced difficulty in developing the
program for GWB as they participated in the expenirand did not take part in practical
session for TrySim. This disadvantage should benlighted earlier to the students.
However, on the other hand this feedback also shbatsthe participation in SWT helped
the students in GWB.

45 Comparison of Implemented Methods to Learning
Pedagogies

The various methods discussed in chapter 4 haverelit impacts on the students.

Throughout the presentation of implemented methodhapter 4, some discussion on the

impact of the methods as compared to AK'’s taxon@mg Gardner’s theory of multiple

intelligences are presented. This sub-chapter syiitematically organise the impacts
together.

Table 4.6 shows an overview of the methods impleéateacross the different semesters.
5IMPLe will not be compared to the learning pedage@s it is a method to get feedback
from the students, and not a method to pass kngeldd the students. Lab bench
equipment will also not be accessed against AKi®riamy as it is a tool used in the
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exercise session. The impact of using lab benclipeeant depends on the context it is
implemented. Actuators and sensors from bench smpl@ment are also implemented in
GWB, but the impact of GWB implementation diffecs that of exercise. However, this
will be evaluated against Gardner’s theory of npldtiintelligences, as a physical system
with simulation can be applicable to the differgrtélligences.

As the changes for loosely coupled SWT and closelypled SWT only involve the course
content and the co-ordination between the teachssystant, both these methods will be
grouped under “course coupling”. The students ithboosely coupled SWT and tightly
coupled SWT both use specific engineering tookoloe the exercises presented in SWT.

Table 4.6 — Implemented methods across the sermester

Methods Implemente Objectives

WS0607
SS2007
SS2008
SS2009

Bench scale provide consistent example to
equipment assist students' understanding

> | WS0708
= | WS0809

X
X
X

.| involve students in the class to

Motivating Lecture XXX XX understand concepts better

deepen students understanding

Exercise X|X| X XXX through participation
Pop Quizzes B IR Y I I practise test for the students,
P encouragement for attendance

collect students' feedback on

SIMPLe ol e e e R IR subjects presented

B | | _| _[focuson asingle phase of lifecygle
Group Work (GWA) X for embedded system
Group Work (GWB) S o o x provide opportunity to develop an

embedded system

Loosely Coupled provide opportunity to implement
SWT software tools

provide opportunity to implement

Closely Coupled SWT -- | - | - | X | - | X | o o tools

Legends: X applicable to the semester, -- not applicablehtosemester

* motivating lecture not implemented as change edching instructor and thus the
teaching style also changes

4.5.1 Comparison of Methods to Anderson and Krathwohl's
taxonomy (AK’s taxonomy)

The implemented methods are compared to AK’s tawgnto see the level of impact the
method has on the students. AK’s taxonomy hasesigls. They are remember, understand,
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apply, analyse, evaluation and create. It is olezkrthat methods that require more
participation from the students achieve higher ll@fghe taxonomy. Methods that require
the students to work independently and come up thigir own solution achieve higher
level in the taxonomy. Table 4.7 shows the leveieced by the different methods.

Table 4.7 — Comparison of methods implemented deson and Krathwohl's taxonomy

Motivating Exercise Ppp Group Group Courfse

Lecture Quizzes | Work A Work B | Coupling
Create -- -- - -- - -
Evaluation -- -- -- X X -
Analyse - - - X X -

Apply -- X -- X X X

Understand X X X X X X
Remember X X X X X X

Legends: X applicable to the semester, -- not applicablehtosemester

Motivating lecture in large class environment casttonly satisfy the first two levels in the
hierarchy. The students are able to formulate ttr@ughts and understanding to answer
guestions thrown during the cold-calling sessidrgey are also able to pose questions for
the points that they do not understand. The appiicaof the theory or knowledge learnt
seldom happens in the lecture, as there is notggnbme in the lecture and secondly, the
main of the lecture is to lay the foundation neefdedhe exercise session later.

Exercise enable students to recall the informatleey learnt in the class to answer the
guestion. If the questions for exercise requirestinglents to explain (a term, trend, process
etc), then the students have the opportunity tonfikaite their understanding in their own

words. Giving questions where the students neempfdy their knowledge in a new area

achieves the third level — application level. Thkarmaples in the lecture should be different
as the one in the exercise. This will require ttuelents to apply their knowledge in a new

context.

The levels achieved in pop quizzes depend on tlestimuns. The questions are influenced
by the course content and the time allocated. As guizzes normally take 15 to 20

minutes, the questions designed are also withmtthie frame. During the first pop quiz

more knowledge based questions are being set. @tin@ second or third pop quizzes,
there might be one question that requests the stside explain a concept using their own
words. This achieve the understand level. As theetis limited, the questions in pop

quizzes are mostly based on the lecture contents.

GWA and GWB both allow student to recall the coucsatent and to apply it in the
specific assignment that they are supposed to ampln order for discussion to take
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place, the students need to be able to put thes itetheir own words. Depending on the
assignment given different levels are achieved.

In GWA, the group who introduced different tools faroject management will need to
evaluate and compared the different tools availakelere deciding on which to introduce
to the class. The level analysis is being achieagdhe students need to organise the
information and present it to the class.

In GWB, the students used the modelling notatianmbdel their own their system. The
analysis level is achieved by organising the beabte to organise it to understand the
different modelling notation better. The studen&n crganise the different modelling
notations or the different descriptions method RBPEC and CSPEC according to its
functionality. For example both activity diagramdaprocess and control flow diagram are
able to represent the process in a system; or 8REE or CSPEC can be written in text
form, table form, graph from etc. In the evaluatienel, the students should be able to
evaluate the strength and the weaknesses of tteeadif modelling notations.

Course coupling focuses on the implementation eb learnt in ES2 using the software
tools. The first two levels remember and understared covered through discussion and
comparison on what is taught in the class and hwosv dpecific software fulfils these
requirements. Even though the same bench scalereqat is being used, different
software functions are implemented. Here the stisddrave a chance to apply the
knowledge in a new setting. The analyse level isimduded for course coupling, as the
modelling notation that the students should impletrege predefined. The students need
not to compare the different modelling notationsdescription methods to determine the
best option that should be implemented.

4.5.2 Comparison of Methods to Gardner's Theory of Multiple
Intelligences

Gardner’s theory of multiple intelligences in 1983as 7 elements. They are musical
intelligence, intrapersonal intelligence, intermeval intelligence, bodily-kinaesthetically
intelligence, spatial intelligence, logical-matheiva intelligence, and linguistic
intelligence. The different methods implemented ehahfferent impacts for the different
intelligences. One person may have multiple irgelices at varying degrees. Table 4.8
shows the comparison of methods implemented to inieligences as described by
Gardner.

78



4 Implementation of Teaching and Learning Methods

Table 4.8 — Comparison of methods implemented tdr@&a's theory of multiple intelligences

o < o)
S| & | 8| 5§ || 2
S = = o Q 2= )
e 8 | X | ¢ |30 8
@uw | 2 “ s 3
o e O
= 0]

Musical Intelligence -- -- -- -- - --
Intrapersonal Intelligence -- X X X X --
Interpersonal Intelligence -- X X -- X X

Bodily-kinaesthetically Intelligence - X X -- -- --

Spatial Intelligence X X X -- X X

Logical-Mathematical Intelligence X X X X X X
Linguistic Intelligence X X X X X X

The physical bench scale equipment is not presentix class. However, the students can
see the bench scale equipment in the lab. A thmeergion simulation for this bench scale
equipment is available and is used in the classh Wis the spatial intelligence is covered.
Students with spatial intelligences are more seesib visual factors, like depth, space,
colour and movement. The description for the sysikenm text and the process requires
logical steps. These cover the linguistic intelige and logical-mathematical intelligence.

Much can be done in a motivating lecture. By usstiges, with flows and logics and
diagrams, to explain a certain concepts, the dpatialligence, logical-mathematical
intelligence, and linguistic intelligence are bermyered. Apart from using slides, in class
demonstration students’ participation allow bodilgaesthetically intelligence students to
remember the concept presented using body movemiémsvolunteers who demonstrated
a certain concept might not be the students witdilfpdinaesthetically intelligence.
However, this intelligence is included in motivafitecture, as this can potentially happen.
During motivating lecture with active learning, teidents are given the chance to pause
and think about the idea or to discuss it withiformal group learning. This covers the
students with intrapersonal intelligences or inéespnal intelligences.

During the exercise session, the students alsa ghaince to either work out the problems
individually or with a partner. Therefore, intrapenal intelligence and interpersonal
intelligence are covered here. They can do thisndutheir own time as the exercise
questions are uploaded a week before the exeressosis. Apart from that, the students
are also given a few minutes to prepare for thestijues before the discussion on the
questions starts. The students are also at tintgpgeséed to participate in demonstrating a
certain concept. For example during the exercisésicheduling”, the “sleeping barber” is
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demonstrated with participation from students. €fme, bodily-kinaesthetically
intelligence is covered here. Diagrams to explaffeint concepts are also implemented
during the exercise session. This provides theigdpatelligence students the opportunity
to digest the information better. The need for ¢dagfmathematical intelligence and
linguistic intelligence students are catered byimguogical-mathematical questions and
qguestions posed in textual form.

The pop quizzes should be completed individuallereHtaps into the intrapersonal
intelligence as it provides the room for one tovecdnd digest the problem on its own. As
no discussion is allowed, the interpersonal irgeltice is not covered here. The pop quizzes
implemented did not require students to neitherwdreor model. Therefore, spatial
intelligence skill is not considered as being cadenere. Logical-mathematical intelligence
and linguistic intelligence are covered as the etisl are required to understand the
guestions and solve the basic problems.

Group work and course coupling are very similaterms on how the methods influence
the students with different intelligences. The odifference between group work and
course coupling is course coupling does not “ddflgl’ include intrapersonal intelligence.
Students in a group work can choose to completassgnment with other members or to
solve the problem on their own. However, the stisléncourse coupling have to work in
team; the room to work alone is not officially prded. Therefore, the intrapersonal
intelligence is not included in course coupling.eT$patial intelligence student is able to
visualise the system that they are going to devetmpv the system functions, and the
simulation in TrySim. The logical-mathematical ifiteence student is able to write down
the functions step by step, model it in SA/RT cetgsitly, and describe the details using
tables and other types of specifications. The listipistudent has the chance to describe the
modules involved in text description.

Musical intelligence is not catered in any of thethods implemented. Example on how
students with musical intelligence can be catesecemembering the information through
music. The second least catered intelligence islypkthaesthetically intelligence. Only
motivating lecture and exercise tap into this ilgehce by having concept demonstration
with participations from students. Methods that eolarger range of intelligences may
appeal to bigger group of students. However, asishan engineering course, most students
who are here may have logical-mathematical intetige. This is intelligence is covered by
all the methods implemented. The linguistic ingahce is also fulfilled by all the methods,
as communication through spoken words and writéeth s most common in discussing
and passing on knowledge.
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5 The Design of Techniques to Evaluate the Implemende
Methods

In order to assess the effectiveness of the diftemeethods implemented in ES1 and ES2,
different techniques to ensure correct and failyamaneed to be identified or designed.
One of the approaches to measure the effectivaeeggdbacks from involving parties.

This involves the students, teaching instructors aching assistants. In order to collect
feedback from the students departments’ courseuattrah and group work course

evaluation is being designed. The feedbacks froathiag instructors and teaching

assistants are conducted through discussion aadnaf reviews of the methods. However,
as this is not officially recorded, they would oty used for heuristics discussion.

As it is expected that the implemented methods lélp students to understand the course
content better; the next option is to use the sttgldinal exam grade for evaluation. As
different methods are implemented in the differggresters, it is believed that the impact
of each method will be reflected in the final exgrade. However, comparing the grade
from the different semesters might pose a problens also possible that one group of
students are “naturally” better than the other.r&fare, the improvement might not due to
the methods implemented but rather the “naturd€ntathat they have. In order to have a
fair and justifiable comparison, the final examdga for other courses in the semester are
used as control data. This will eliminate the fadtat a particular batch of student has
good final exam result for ES1 and ES2 because dheyespecially good and not because
the implemented methods are effective.

As the implementation of 5IMPLe itself is an evdiaa, it is not noted in the departments’
course evaluation. This method also does not dyrectpact the students’ final exam.
Therefore, the technique to assess this methoaisisdoon the response for 5IMPLe itself.

As described in section 2.3.3, one of the probl&mned by institutes of higher education is
limited resources. Therefore, it is also importamtknow the effort required for each
method. In order to achieve this, the teachingstmsi who is responsible for the
implementations recorded the hours spent for eathad using a time sheet.

Each technique is only suitable to evaluate cema@thods Table 5.1 presents the list of
techniques that are implemented to evaluate thierdift methods across the different
semesters. The following sub-chapters will elaledch technique one by one. First the
evaluation, then followed by the final exams focleaemester, the feedback from 5IMPLe
and finally the time sheet for efforts required Tdrealysis from these different techniques
will be presented in chapter 6.
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Table 5.1 - Different techniques to evaluate théhoas according to the semesters

N~ N~ o] o0 o) o))

| 2/ 8|2|8|8]8

Techniques for = S = S 9 S

(Methods Implemented) n ) n 0 n n

= | 0| =2 | 0| 2|0

Department's Course Evaluation B X . X X X

(Lecture and Exercise)
Group Work Evaluation
(Pop Quizzes, GWB, Bench Scale Equipment,-- - -- -- -- X
Lecture and Exercise)

Control Data Exam Result
(GWA, GWB, Pop Quizzes, Course Coupling)
Course Exam Result
(GWA, GWB, Pop Quizzes, Course Coupling)
5IMPLe Feedback (5IMPLe) -- - -- -- X X

Time Sheet for Effort
(All Methods Implemented) - X X X X X

Legends: X implemented in the semester, -- not implementéki semester

5.1 Using Department’'s Course Evaluation as Evaluation
Technique

The university conducts a course evaluation duevgyy summer semester. This evaluation
is prepared by the “Study and Learning Departméhtiversity of Kassel. However, this
evaluation is not suitable to evaluate the methogdemented. Therefore, the department
course evaluation is being used to evaluate théemmgnted methods. There are 2 reasons
why the department’s evaluation is being used aubtef the university’s evaluation.
Firstly, the university evaluation is conducted tee middle of the semester and the
questions asked are limited. The department’s ewialu is conducted at the end of the
semester and so the students might have a begeview about the course. Secondly, the
University decided to use electronic evaluation $ammer semester 2007. During this
evaluation, each student is given a unique loginly@5 students responded to ES2
evaluation and the feedbacks are poor. The deparsnevaluation on the other hand has
44 respondents and the feed is between modergteoth

The sections below will first discuss on the evabra categories, namely the areas of
evaluation. During winter semester 2008/2009, tapattment’s evaluation form is being
modified to acquire information needed for thiseash. This will be presented in section
5.1.2. Finally, the process to conduct this coarsduation will be presented.

5.1.1 Evaluation Categories

The evaluation form has 8 categories. The firsiceams personal information, for example
age, sex, discipline, and semester. The secondargtes the motivation, this evaluates if
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the students are interested in the course. The taitegory evaluates the difficulty of the
course. The fourth category evaluates the lectassign. This includes the presentation
method, clarity and understandability of the leefuthe coordination between lecture,
exercise and practical etc. The fifth category eatds the exercise session, whereas the
sixth category evaluates the practical sessions Thtegory caused some confusion with
the students, as there are no practical sessidaSar The “practical” session for ES2 is the
course coupling with SWT. There are students whiigygated in SWT who answered this
section according to their learning experience \MTS There are also students in summer
semester 2008 who mentioned “there was no practeakion”. Students have less
confusion after they are told that only the studemho participated in SWT need to give
feedback to this question. However, this also higté that the result on practical session
in summer semester 2007 cannot be used for theai@ of SWT as the students might
have misconception. The seventh category conchmpliysical setting of the lecture hall,
for example tables, chair, light, temperature Ei81 takes place in the same lecture hall
every winter semester. The same applies to ESRansummer semester but in another
lecture hall. The feedbacks from the students esdlexternal elements will be used as the
bench mark for assessment when necessary. Ashiles tahairs and the lighting system in
the lecture hall did not change through out thergethe evaluation for these external
settings should be similar for all the evaluatidihe ninth category is evaluation on
personal commitment. This category evaluates howyrh@urs the students spent revising
for their studies, how often they visited the césssand how often the students visit the
lecture during the semester.

Likert scale [Li32] is used in the evaluation. Degmg on the question the scale for
answer can be as in Table 5.2.

Table 5.2 — Likert scale for the evaluation

always 1 2 3 4 5 never
sufficient 1 2 3 4 5 insufficient
very useful 1 2 3 4 5 very unuseful
almost never 1 2 3 4 5 almost too often
lively 1 2 3 4 5 boring
too slow -2 -1 0 1 2 too fast
too little -2 -1 0 1 2 too much
too seldom -2 -1 0 1 2 too often

The first type of Likert scale has the value betwéeand 5. 1 represents the most positive
answer while 5 is the most negative answer. Thestqures are positively formatted.
Depending on the question different options of arswill be available as selection. For
example to the question “does the course contemelate to your interest?” The second
type of scale in the evaluation form is betweeand 2. -2 and 2 represents extremism. The
most positive selection here is 0, followed by rtl 4.
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5.1.2

Amendments on the Evaluation Form

A few changes were done on the general departmeatisse evaluation form to gather
more information. During the evaluation for ES1 V889, a few extra questions were

added.

(0]

Students are asked if they participated in therotbeommended courses for the
semester. This is to evaluate if it is fair to ube overall result from the

“recommended courses” as the control data. 57%hef €omputer Science

students and 97% of the Mechatronics studentswadl® semester plan.

Students are asked if they have any working expeeeThis is to evaluate if the
study behaviour is anyhow influenced by working emgnce. Section 2.6.3

mentioned that higher percentage of ComputernSeiestudents have technical
school qualification, namely 48% as compared to 38%echatronics students.

However, when comparing the working experience, department evaluation

shows that Mechatronics students have more workxperience. From the 21

Mechatronics students who replied 14% worked adestuassistant (Studentische
Hilfskraft), 52% had apprenticeship (AusbildungB% had hands-on training

(Praktikum), and 43% had other jobs before. Theg@nages for the 32 Computer
Science students are at 9%, 28%, 25%, and 28%oatesgi.

The age is also asked. This is to investigate i lgpoups of students are of the
same age. The average age for Computer Sciencenssud 22.5 and 23.6 for the
Mechatronics students. The age is not significaaififerent with 20% actual
confidence level.

The questions are asked more precisely. For exathplestudents should only
evaluate the consultation session with teachingguo®r or teaching assistant if
they have been to one of the consultation hoursti#er example is instead of
asking “How many hours in a week do you spend negifor your study?” it is
changed to “How many hours in a week do you spending for this course?”
The answers provided to the former question rabgéseen 2 hours and 40 hours
a week. It is possible to say that the students armswered 40 hours, meant the
total hours spent for all the courses and the stisdeho answered 2 hours meant
the hours spent for this course. However, the twéen answers like 5 to 10 hours
are difficult to judge if it is the total hours fall the course or if it is the hours
spent for this course.

The options provided are more precise. Instead iohg the scale “regular-
seldom” to the question “How often did you attehd tcourse in this semester?”,
another set of answer with the scale “1-3”, “4-§59”, “10-12”, and “13-15" was
provided.

With these different amendments, a more accuratelgsion can be drawn for the
evaluation.
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The evaluation form for ES1 WS0809 is printed ipdes per page and is 3 pages long.
The students sigh and moan when filling up thigten evaluation form. The evaluation
form is reduced to 2 pages using 2 pages per pagéng for ES2 SS2009. The
demographic questions are reduced, and the qusst@rterning the recommended subject
are also left out.

In order to get possible connections between tladuation responds and the exam result,
each evaluation form has a form number. The stsdard requested to mail (or write the
grade on the department’s board) their final ESrégarade with the unique form number.
Part of the evaluation form with the form numben dae torn away for the students’
keeping. This can remind the students of its formsnber. This evaluation will not
influence their exam grade.

5.1.3 Conducting the Evaluation

The department’s course evaluations are normallydected in the summer semester,
namely ES2 SS2007, ES2 SS2008, ES1 WS0809 (the wmiter semester), and
ES2SS2009. Except for ES2 SS2009, the respondamtsef evaluation are more than 50%
of the course participants. The evaluations arenally being conducted between theé"11
and the 18 week of the semester. The students will not béiedtbefore hand on when
the evaluation will take place. Students who pgrdited in the evaluation are the students
who attend the class for “normal learning” purposasd not especially to evaluate the
class. Evaluation forms are distributed at the ma&gig or at the end of the class. The
students are given 10 to 15 minutes to completestfaduation form. The evaluation form
will be collected directly when the time is up. Ttiepartment evaluation will be analysed
internally. Result from the evaluation will be peesed to the students during the last
exercise session and whenever possible, the fekslvalt be integrated into the coming
semester.

5.2 Using Group Work Evaluation as Evaluation Technigue

Through out ES2 course, two group works are comaliciThe first group work is
conducted in ES2 SS2007 (GWA), whereas the se®rdnducted during ES2 SS2009
(GWB). The feedbacks on GWA are through the comméaim the department’s course
evaluation form. The GWB implemented in ES2 SS2@08ifferent from GWA. In order
to cover more grounds to evaluate if GWA or GWBniere suitable for the students, a
group work evaluation form is designed. Aspectgmiup work that are too tedious to be
covered in the department’s course evaluation areexample team work, and lessons
learnt from group work. The group work evaluationni will be discussed in the following
sections. Firstly, the evaluation categories walscussed. Next, the method on how this
evaluation is conducted will be presented.
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5.2.1 Evaluation Categories

In order to evaluate the different aspects of tloeig work, four categories are designed for
the group work evaluation. The first category easds the co-operation between the team
members. The student first evaluates the group workhe whole and followed by the
specific members in the group. Following this, sedents describe what they learnt from
other team members and what other team membenst lgtam them. This provides the
room for the students to reflect on contributiohsa@ch team member.

The second category evaluates the relevance afoinese content for the group work. The
students evaluate if the lecture, exercise or teecbh lab equipment helped them to
progress in the group work. The students also ewlif the appointments with the
teaching assistant was effective for them to conthee group work. Lastly, the students
need to decide if the current lecture to exercam ris sufficient to help them understand
the course content.

In order to evaluate the impact of group work tadvatudents’ understanding on course
content and the commitment they have. The thircegmly requests the students to
comment on both this aspects. The number of hquestgevising ES1 from last semester,
when pop quiz was conducted, as compared to thébauwf hours spent revising ES2,
when group work was conducted, are also asked. sibgents are also free to give
comments on what they like about the group world, \ehat can be improved.

The fourth category is subjective questions thatdivided according to the group work’s
assignment. The students only need to answer thstiquns for the assignment part that
they are responsible for. Depending on the assighmpart, the students might be asked
what do they find most useful, most difficult, anecommendations to overcome the
challenges they faced when doing this assignment.

The evaluation scales are mostly based on Likateseith the scale “totally agree — totally
disagree”. The statements are positively formedalloagree is the best rating, whereas
totally disagree is the poorest rating. Apart frdms another two scales were used. One is
to evaluate the ratio between lecture and exeraise the other is the scale for hours spent
working on ES2 subjects. The scales implementedsie Figure 5.1.

totally totally
agree disagree
The lecture content is sufficient for me D D D D

to start off with the group work.
The number of hours (Std.) spent fox1Std 1<Std.<: 2<Std.<? 3<Std.<¢ >4 Std

ES2 ] [] [] N

The ration between lecture (V) with  4v:2U0  3v:i2U 2v:i20 2Vv:3U 2Vv:4U

exercise (U) [] [] L] [] []

Figure 5.1 — Scales used for group work evaluation
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5.2.2 Conducting the Evaluation

As described in section 4.3.3, there are severs mdrassignment for GWB. The group
work evaluation is the last assignment. The groopkvevaluation is not anonymous. Three
points will be awarded to the students who handkenevaluation report. This is individual
points. Each group member receives the evaluatom through Email; the students can
fill up the form and send it back to the teachisgistant by Email or hand in the form in
hard copy.

5.3 Using Exam Results from Other Courses as Evaluation
Technique

Control data is needed to have a fair comparisoosacdhe semesters. It is possible that a
certain batch of students are smarter than ther,oitel therefore the improvements of
exam results are not due to the implementation mdréicular method, but simply because
the students are smarter. The average for contéttal @ill be known as “average control
grade”. The exam results from other courses ard asecontrol data here. The following
section will describe the criteria used in selagtime relevant courses for comparison.

5.3.1 Determining the Criteria to Select Courses for Confol
Data

There are many courses offered in a semester. Hawewut all the courses are relevant to
the students participating in ES1 and ES2. In otddrave more accurate comparison only
courses that are relevant should be used. Tworiaritge used. Firstly, both Computer
Science and Mechatronics students have a course “pbgommending” the suitable
subjects that they should take each semester. Thesas selected here are the
‘recommended” compulsory courses for the Computeertee and Mechatronics students
for the particular semester. For example the Coerpgbitiences students in ES1 are those in
their third semester, and therefore only the “rec@mded” Computer Science courses in
the third semester will be considered. The samdiespf the Mechatronics students and
the ES2 course in the fourth semester. Even thdaugmot compulsory for the students to
follow the semester plan, 57% of the Computer Smestudents and 97% of the
Mechatronics students do follow the semesters glais information is collected through
one of the course evaluation. Therefore, it isarable to use the final exam grade from
these courses for the particular semester as dalaia.

Secondly, the suitable class size needs to bedmnesi. Even though the courses selected
are all “recommended” courses, some classes mald lesser students attending than the
other. Section 2.3.2 mentioned that exam resulteelade positively with the class size.
This is also observed from the final exam resuit tfte courses mentioned above. For
example the class “Theoretical Computer ScienceormBil Language” (Theoretische
Informatik — Formale Sprache” has average grade5,2&nd the class “System
Programming” (System Programmierung” with 42 studdras average grade 2.3. Bigger
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classes like “Programming Methodology” (Programmiethodik) with 71 students has
average grade 3.2, and “Database |” (Datenbankeith) 89 students has 3.3 as average
grade. Therefore, only courses with more than G€@esits are taken into consideration for
control data.

Students participating in the “compulsory courseséntioned that extra points for
participating in classes, handing in exercisedjanding in assignments are also awarded.
However, as it is not possible to determine thenegaade without these extra points, the
final exam grade from the “Student’'s Centre” of tlaeulty will be used as it is. The
average grade for control data will be known astage control grade”.

5.4 Using Final Exam Result for ES1 and ES2 as Evaluamn
Technique

In order to evaluate the effectiveness of methddd are directly involved with the
students’ grade, the final exam result from ES1 BS2 is being used. Firstly, a short
introduction on the course exam result will be prged. Next, techniques to meaningfully
analyse these results in chapter 6 will be presente

5.4.1 Background for ES1 and ES2 Exam Result

The course exam results are the results from tfa test conducted for ES1 and ES2. Each
written test takes 60 minutes, and the studentscare maximum 60 points. The points are

then changed to percentage and will be graded giidmes that can be assigned to students
are as in Table 2.6.

Students who participated in pop quizzes or groagkvwave the opportunity to accumulate
15% extra points for the final exam (see sectich3for pop quizzes, section 4.3.2 for
GWA and section 4.3.3 for GWB). The final gradestfte students are determined using
the following steps:

o Final exam points based on the exam results acelestd for the students.
0 The exam grade’s curve is determined based orirtakeixam grade.

0 The extra 15% is added to the final exam pointsd&its who participated in pop
guizzes or group work will get the “upgraded” exgrade based on this new final
exam points.

5.4.2 Using ES1 and ES2 Exam Result Meaningfully

In order to assess the implemented methods corréicts necessary to compare the exam
result meaningfully. Based on the description abdkiere are two types of points here,
namely “No Extra Point” (NEP) and “With Extra P@hi{WEP). NEP is the score without

the extra points and WEP is the score with theaegtiints. The average for the course
exam result will be known as NEP average gradeVdB& average grade.
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The following techniques are used when comparing éixam result to evaluate the
implemented methods:

o No direct inter semester comparison using NEP oiPVdierage grade should be
conducted. This is because the students might bdfefent “quality”.

0 Assessment on effectiveness of a method shouldabedbon the difference and
the significance of difference with average contypade.

o When comparing the grade with control data, WEPaye grade will be used.
This is because the WEP average grade is the ialffigrade” and some
“compulsory courses” in control data also have raxioints”. Comparison with
control data will gauge the performance of ES1 B8@& to other relevant courses.

o When comparing the grade between students whocppatied in a particular
method with those did not, the NEP score will bedisThis comparison will
enable the assessment of the direct impact of th#ads implemented on the
students who participated in them.

0 The average grade between students in the sersésigid use NEP average grade
if “soft skills” obtained in group work are not tak into consideration.

5.5 Using 5IMPLe Feedbacks to Evaluate 5IMPLe

As described in section 4.2.4, 5IMPLe is implemdrtace in winter semester 2008/2009,
and twice in summer semester 2009. As the depatsnewurse evaluation only caters for
lecture, exercise and practical work, it is notguole to evaluate 5IMPLe using this source.
On top of that 5IMPLe is an evaluation itself. Frtéme course of this research, it has yet to
determine the relation between students’ evaluadiothe courses with their exam results;
therefore, it is deemed as inappropriate to eval®d¥iPLe using the final exam’s grade.
Another factor that influences this decision is thember of time 5IMPLe is being
implemented. If 5IMPLe had been implemented moexjdently, for example for the
assessment of each chapter, then it might be mossitge to look for a relationship
between both aspects. However, this is not the. ddserefore, the evaluation on 5IMPLe
will base on the feedbacks received through thigementation.

5.6 Time Sheet for Implemented Methods

In order to estimate the required effort for eadthod, time sheet recorder by the teaching
assistant is used. The time sheet is half hourlsisbdaily record on the work being
completed for each working day. Any activities tmatjuire more than 15 minutes to
accomplish will be recorded as one half hour dlag any activities that require less than
15 minutes will not be recorded. This simplifiee thecording process. However, it is
necessary to take note that this time sheet daeimclade the time needed to conceive the
ideas, for example the idea on GWA and GWB. Thelsas are sketched and planned
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irregardless if its office hour or non office ho@nly the “official” discussion hours with
colleagues, when the idea is “about mature” arerchsd.

Using this time sheet the number of hours neededbeacalculated. The time sheet is
recorded through out the 6 semesters, where tHerelit methods are implemented.
Therefore, it is possible to compare what are fi@rts needed when the method is first
implemented and what are the effort required whes lbeing implemented for the second
time etc. Even though, the hours recorded is net“#xact hours” spent, but this is the
closest approximation available.
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Chapter 5 presented the techniques to evaluatenjplemented methods. Using the data
collected from these different techniques, the w@shas summarised in Table 4.6 will be
analysed.

In order to provide a clearer view on how the stetal analysis is conducted, the first sub-
chapter will introduce the foundation of statistiemalysis. This is then followed by the
analysis on the effectiveness of each implementethod. The analysis begins with the
implementation of bench scale equipment, followgdib class implementation” for active
learning, then active learning methods implemefipedtially outside the class” and lastly
active learning by “coupling with another coursg€his out line is similar to that in chapter
4. Each sub-chapter will present the statisticadifigs for the particular method, followed
by discussion of the results. The last sub-chagpiiecalculate the number of hours spent to
prepare and implement the different methods.

6.1 Foundation of Statistical Analysis

The data had been analysed using SPSS [SPSS] &mdha normal. Therefore, it is valid
to use 2- tail t-test, analysis of variant (ANOVAnd correlation analysis to affirm or
disprove the hypothesis. The probability of errtangs ata = 0.05 unless other wise
mentioned.

The tables in the following sub-chapters/secticmgetthe following legends:
0 CS or Computer Science — Computer Science students
0 M or Mechatronics — Mechatronics Students
o N —number of input (students, exam results, evalng feedbacks etc),
o Avg. or Average — average value for data set,
0 Std. Dev. — standard deviation for data set,
o Sig. — significance (2-tailed) between data ingame row,

o0 Sig. (Hor.) — significance (2-tailed) between omeitontal (same row) data in the
table (similar to Sig.),

o Sig. (Ver.) — significance (2-tailed) between twartical data (same column) in a
table, and

o Corr. — correlations between data sets.

Most of the fields in the evaluation use Likertlscanging from 1 to 5, with 1 as strongly
agree and 5 as strongly disagree. The questionpaaed in positive form, meaning the
option strongly agrees shows a positive resporm® the students. The exam results are
also graded in similar way, with 1 as the best graad 5 as failing the subject (Table 2.6).
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As the data collected here are evaluated accorinits semesters and there are only 6
semesters available. A simple method to identithdéfre is any dependence is implemented.
The simplest relationship between two elementseal relationship. This can be evaluated
using Pearson correlation. Techniques of compaifigothe following analysis in order to
accept or disprove a hypothesis are as describelbipter 5.

6.2 Evaluation on Implementation of Bench Scale Equipma

6.2.1 Findings on Bench Scale Equipment

As mentioned in sub-chapter 4.1, one of the reasonsmplementing bench scale
equipment is to provide a consistent example fer gstudents. The objective of using a
consistent example through out ES2 and also graarg 8 to help students understand the
course content better. The implementation of tlesdh scale equipment is refined across
the semesters. In ES2 SS2007, the bench scaleneenpiifs implemented in the group work
and SysML exercise. In the following ES2 SS2008jsitimplemented in the whole
modelling chapter using SA/RT and SysML, and thegpamming exercise. In ES2
SS2009, apart from using the bench scale equipmethie exercise session, the students
also use the parts mentioned in the bench scaipraqat to develop their own systems. A
study that agrees with this idea is [CB89]. Accogito [CB89] students learn better when
given an example, instead of only learning the themd solving the problem. This leads to
Hypothesis 1.

Hypothesis 1 — Implementation of consistent benciale equipment will help student to
understand the course content

Table 6.1shows the student’s feedback on using the samehtmrade equipment for ES2
SS2009's exercises and in the group work.

Table 6.1 - Students’ feedback on usability otitrech scale equipment and the pairing with the
grade from the respective students (Data from ES2089)

Usability of the same Bench Scale Equipment
Exam 1.0 2.0 3.0 4.0 5.0
Grade | (very useful)| (useful) (neutral) | (not useful) | (not useful at all)
CS| M CS| M | CS| M CS M CS M
5.0 2 1 2 0 0 0 0 0 0 0
4.0 1 0 1 0 1 0 0 0 0 0
3.0-3.7 2 1 1 0 2 0 0 0 1 0
2.0-2.7 0 1 4 1 1 0 0 0 1 0
1.0-1.7 2 1 1 1 1 4 1 1 0 0
No Exam 2 0 0 0 0 0 1 0 0 0
Total 9 4 9 2 5 4 2 1 2 0
GrandTotal 13 11 9 3 2
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40 students participated in the group work evatumatior ES2 SS2009. 2 Computer
Sciences students did not answer to the questlon ench lab equipment helped me to
understand the course content better”, and an@&hgho answered the question did not
participate in the exam. The ratings from the Com@p&cience and Mechatronics students
tend to favour the implementation of bench scaleigrgent. The highest ratings for

Computer Science students are “very useful” andeftls whereas the Mechatronics

students rated “very useful” and “neutral” highe®3.16% of the students agree that the

bench scale equipment does help them to underthientburse content better by voting for
“very useful” and “useful”.

Table 6.2 presents the average grade for the dwiadro rated the usability of the bench

scale equipment. 2 students who rated “very usefol 1 who rate “not useful” did not
participate in the final exam.

Table 6.2 — Average grade for each category usiigPW

Usability of the WEP

same Bench Scalg N Sig. To | Sig. To | Sig. To| Sig. To
Equipment Average Std'DeV' "1.0" ||2.0|| ||3.0|| ||4.0 & 5.0"

1.0 (very useful) |11| 3.22 1.47 | 1.000| 0.491 0.058 0.198
2.0 (useful)  |11| 2.79 1.39 | 0491 1.000 0.197 0.446
3.0 (neutral) | 9| 2.03 1.14 | 0.058 | 0.197| 1.000 0.749

40 (notuseu & | , | 5 ¢ 1.05 | 0198 0.4 0.749 1.000

5.0 (not useful at all

Legends:*“not useful” and “not useful at all” are combineds N is less than 3

When comparing the significant differences of agergrades between the different ratings,
the categories “very useful” and “useful” have a#tn60% probability to be the same. The
students who favoured the implementation of beradlesequipment than students who
viewed it neutrally or students who rated it “ngetul” and “not useful at all”. The average

grade difference for category “useful” is not sfggant as compared to other categories
except for category “neutral”. Students who evadathe bench scale equipment as
“neutral” have the best average grade. This shbasdven though the students rated that
the bench scale equipment is useful to understamadurse content better; this might not
be reflected in the final exam grade.

Hypothesis 1 is acceptable because 24 out of 38estts rated it as “very useful” or

“useful”. However, the understanding is not refleed in the final exam
result.
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Other Findings on Bench Scale Equipment:

Apart from overcoming the different cognitive mieti®f the students, the other purpose of
implementing the same bench scale equipment forettercises in ES2 and also the

coupled course SWT is to overcome the limited resesi available for the course. The

usage of bench scale equipment saved preparatien As the same bench scale equipment
is applied in both SWT and ES2, the slides prepaged be used for both courses. The
slides need to be only prepared once and be usebicourses. Apart from that, no extra

time is required to explain a new system before gshalents can proceed to solve the
exercises. The initial introduction of bench scadplipment in ES2 and SWT is about 30

minutes. By using the same bench scale equipment tme can be spent at solving more

challenging questions.

6.2.2 Discussion on Bench Scale Equipment

The students who rated the bench scale equipmef¥eag useful” and “useful” have
poorer average grade as compared to the othetsathsstudents who graded the bench
scale equipment as “neutral” have the best avegagege. A probability might be bench
scale equipment has more impact on students wharally” have difficulty understanding
the course content. Students who are able to uadershe course content on its own do
not need the bench scale equipment to assist theamderstanding the course content.
However, this is only a proposed explanation asetlae no control groups that can be
compared to in this research. Even though the bsoale equipment did not influence the
students’ final exam grade, implementation of bemschle equipment as a consistent
example through out the whole course is still bgingposed. This is because majority of
the students agreed that it is useful or at leabtndt go against this implementation.
Secondly, the implementation of bench scale equippreaved preparation time and time
spent on explaining the system to students.

6.3  Evaluation on Implementation of “In the Class” Methods

6.3.1 Findings on Methods Implemented in the Lecture and
Exercise

As mentioned in section 2.3.2, one of the challenfgeed by large class size is the
attendance problem. According to [CRO00], the atéer@ in large classes usually dwindles
to 40% or 30% at the end of the semester. [DF9&Gjtimeed that in order to combat

absenteeism a learning environment that “promofgsodunities for student interaction

and critical thinking” should be created. Three manethods are implemented in the
lecture and exercise, namely “in class demonstratitasking questions” and “presenting

the idea visually on board”. These different methack described in section 4.2.2.

The next hypothesis will investigate if the methddgplemented in the lectures and
exercises are able to encourage students’ atteaddhe evaluation cannot be conducted
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for the exercise sessions, as the methods are nmpked for all the six semesters.
However, this is possible for the lecture sessmthase methods are barely implemented in
ES2 SS2009 (section 4.2.2).

Hypothesis 2 — Motivating lectures encourage stutgmattendance

The different active learning methods implementedthe lecture, involve students’

participation. The effectiveness of these implemgomns will be assessed using the
department’s course evaluation. In the departmerdigrse evaluation, there is a field
requesting students to evaluate the lecture praent The scale given is 1 for motivating,
to 5 for not motivating. This category is selectad lectures that involve students’
participation (interactive lecture) should be moretivating as compared to lectures where
no interaction takes place. Table 6.3 shows theageerating for lecture’s presentation
across 4 semesters. As the department’s coursaiaghaal is not conducted during

WSO0708, there is no available data for this semeste

Table 6.3 — The average rating from departmentigse evaluation across 4 semesters for lecture

presentation
ES2 Semester| N Average Std. Dev. Sig. to SS2009
Lecture SS2007 | 42 3.429 1.0393 0.564
Presentation SS2008 | 34 2.735 0.9312 0.004
Motivating — Not| WS0809 | 51 2.745 0.7961 0.006
Motivating S$S2009 | 20 3.600 1.1877 -

The presentation of lecture in SS2007 is not gradedell as SS2008 and WS0809. This is
because SS2007 is the first semester where newseaantents are being introduced
(section 2.6.1). The rating for lecture presentatiothe following 2 semesters improved as
However the rating for SS2009 dropped to 3.600iardalso the poorest among all the 4
semesters. The ratings between SS2009, and SS2aD8N&0809, are significantly
different at 0.004 for SS2008 and 0.006 for WSO08U8s shows that lecture that does not
implement active learning methods are rated ashedating.

As there is no official attendance list, the at@smek in this table is compiled through the
participation in pop quizzes and department coasauation. The number of students
participating in pop quizzes or evaluation may rtalty with the number of students
participating in the final exam. This is becausealsnhts who attend class can skip the final
exam if they are not ready and students who dattend the class may take the final exam
if they feel they are ready. However, the normalecs students who sit for the final exam
also attend the class. Neither pop quizzes norrttepat’s course evaluation is conducted
in WS0607. Therefore, it is not possible to evaudie average attendance percentage for
WS0607. Table 6.4 shows the average students atieadcross the different semesters.
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Table 6.4 - Students’ attendance across differemesters

Semester
(Participations Data Source CS M Average SEMESEL
in Exam) Average
SS2007 . i ! 0 0
(CS=50, M=24) Department_Course Evaluation 49 1% 59% 59%
Pop quiz 1 29 21 59%
WS0708 . 5 0
(CS=52, M=34) Pop quiz 2 22 16 45% 45%
Pop quiz 3 11 15 31%
Pop quiz 1 23 18 56%
SS2008 . . .
(CS=46, M=27) Pop quiz 2 . 20 12 44% 58%
Department_Course Evaluation 24 29 73%
WS0809 Pop quiz 1 25 15 53%
i 0 0
(CS=47, M=29) Pop quiz 2 . 20 12 42% 55%
Department_Course Evaluation 32 21 70%
SS2009 . 0 0
(CS=56, M=24) Department_Course Evaluation 11 9 25% 25%

As shown in Table 6.4, the attendance for ES1 e&amely 49%. The average attendance
for SS2007 and SS2008 is about 58%. The normaldsdtee for the students looks like a
valley. The trend observed for the past 5 semestews that more students will attend the
lecture in the beginning and at the end of the st&eneTherefore, it can be observed that
the highest percentage of attendance happens whpartthent course evaluation is
conducted. The evaluation is conducted normallynduthe fifth to the third last class.
However, this is not reflected in the departmenirse evaluation for SS2009.

As observed in Table 6.4, the attendance acrossetimesters is rather consistent except for
SS2009. The class settings, course contents, ated $br ES2 SS2009 are based on ES2
SS2008. There are two differences for ES2 SS200$apared to ES2 SS2008. Firstly,
the method for extra point, pop quizzes is impleteénn ES2 SS2008 and GWB in ES2
SS2009. However, the attendance for ES2 SS2007ewleepop quizzes are implemented
and GWA is implemented is not as low as 25%. Peylitap these situations that cause one
student to comment that “the new teaching instrudt®s not seem to be familiar with the
course content”. The students start to lose inténethe class. This is being reflected in the
class attendance. The attendance for SS2009 drappstcally when compared to other
semesters. There are time when only 20 out of @fesits attended lecture. This shows that
the interest to attend the lecture dwindles for ES22009. From observation, the
attendance for ES2 SS2009 has been around 25%%od8@ing the second half of the
semester.

From Table 6.3, it is observed that ES2 SS2009thaspoorest rating for motivating
presentation. The attendance for ES2 SS2009 isthisgoorest. Other semesters with
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better attendance have better motivating presentatating. When comparing the
attendance during department’s course evaluatiba, highest attendance is SS2008,
followed by WS0809, SS2007 and finally SS2009. Tdteng for motivating presentation
also follows the same order. Therefore, it is ataigp that motivating presentation does
influence the students’ attendance.

Hypothesis 2 is acceptable. Motivating lectures (implementing in the class active
learning methods) do encourage students’ attendance

According to the “cone of learning” theory, a stnleemembers more when they are
actively involved in the learning process (sect®®.3). Gardner’s theory of multiple
intelligences suggests that students with diffenetaligences respond to different methods
(section 2.5.2). As interactive lecture includes diass demonstration with students’
participations and presenting an idea on the bdhrslresearch is interested to find out if
interactive lecture also influence the studentsiarstanding on the lecture and also the
demonstration presented. Hypothesis 3 will evalttaampact of interactive lecture on the
comprehensibility of lecture, whereas Hypothesmaldinvestigate the impact on perceived
usefulness of demonstration presented.

Hypothesis 3 — Motivating lectures will influenceéuslents’ comprehensibility of lecture

Hypothesis 4 — Motivating lectures will influencée usefulness of demonstration

In the department’s evaluation form, there are tategories that can be used to analyse
Hypothesis 3 and Hypothesis 4. They are “comprabd#itg of explanation” and
“usefulness of demonstration” in the lecture. Tahke presents the average rating for these
two categories. The number of students for variategories in a semester may differ as
not all the students answer all the questions.

Table 6.5 - The average rating from departmentisree evaluation across 4 semesters for
“comprehensibility of lecture” and “usefulness oémionstration”

ES2 Semester| N | Average | Std. Dev. | Sig.to SS2009
Hypothesis 3 SS2007 | 44 2.568 1.0432 0.086
Comprehensibility of SS2008 | 35 2.457 0.8168 0.021
Lecture WS0809 | 51 2471 0.9456 0.025
(sufficient - insufficient)| ss2009 | 21 3.048 1.0235 _
Hypothesis 4 SS2007 | 34 2.618 1.1014 0.265
Usefulness of SS2008 | 26 2.846 1.0077 0.652
Demonstration WS0809 | 40 2.500 0.9871 0.109
(effective -ineffective) SS2009 | 16 3.000 1.1547 _

From the course work evaluation, it can be obsemddis table that the comprehensibility
of lecture and the usefulness of demonstratiorats@ at its lowest during SS2009. There
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are also significant differences for the ratings fmmprehensibility of lecture. The

difference to SS2007 is significant at p = 0.1, mlas the significant difference to SS2008
is at 0.021, and WS0809 is at 0.025. There is goifgtant difference for usefulness of

demonstration.

Table 6.6 - The correlation between motivating preation with understandability of the lecture and
usefulness of demonstration (using Pearson’s caticat)

Motivatin Hypothesis 3 Hypothesis 4
Presentat%n Comprehensibility of Lecture Usefulness of Demonstration
(sufficient - insufficient) (effective -ineffective)
CSand M Correlations Sig. Correlations Sig.
SS2007 0.459 0.002 0.337 0.055
SS2008 0.275 0.115 0.286 0.157
WS0809 0.561 0.000 0.462 0.003
SS2009 0.523 0.018 0.542 0.030

Based on the Pearson correlation for the three sensein Table 6.6, there is a positive
correlation between motivating presentation andgretmensibility of the lecture. From the
four semesters, only the correlations for SS2008 rawt significant. Therefore, it is

acceptable that motivating presentation do infleeaomprehensibility of lecture and the
perceived usefulness of demonstration.

Table 6.7 presents the correlation of these thae®iffs according to the disciplines. This
will provide a more detailed view if the opinionstlveen the two disciplines are different.

Table 6.7 - The correlation between motivating preation with understandability of the lecture and
usefulness of demonstration according to the dis&p (using Pearson’s correlation)

Hypothesis 3 Hypothesis 4
o Comprehensibility of Lecture Usefulness of Demonstration
Motivating
Presentation| ~Computer Mechatronics SO Mechatronics
Science Science

Corr. | Sig. | Caorr. Sig. Corr. | Sig. Corr. Sig.

SS2007 0.491 |0.009| 0.352 | 0.199 | 0.405| 0.069| 0.330 | 0.295
SS2008 -0.262 [ 0.346| 0.593 | 0.007 | 0.200| 0.579| 0.414 | 0.111
WS0809 0.631 | 0.000| 0.491 | 0.028 | 0.272| 0.178| 0.788 | 0.001
SS2009 0.452 |0.189| 0.401 | 0.284 | 0.866| 0.012| 0.513 | 0.193

Except for SS2008, the Computer Science students pasitive correlations between
motivating presentation and comprehensibility atlee. The correlations for SS2007 and
WS0809 are significant. The Mechatronics studeragehpositive correlations between
motivating presentation and comprehensibility aftiee for all the four semesters. The
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significance for the correlations in SS2008 and B(0are strong at 0.007 for SS2008,
and 0.028 for WS0809.

For the correlations between motivating presentatmd the perceived usefulness of
demonstration, Computer Science students have iysibrrelations for all the four

semesters. The correlation during SS2009 at 0.81&ignificant. The correlations for

Mechatronics students are also positive for all H#eenesters. The correlation during
WS0809 is most significant at 0.001; the correlat®also strong at 0.788.

Other than positive correlations for almost all twrelations, no specific trends can be
observed for Computer Science and Mechatronicsestsd However, when the data are
observed without distinguishing the disciplinesimasTable 6.5, significant correlations
between motivating presentation and comprehensiloli lecture, as well as motivating
presentation and usefulness of demonstration ca$erved.

Hypothesis 3 is acceptable. 3 out of 4 semesteketsmgnificant correlation between
motivating lecture and comprehensibility of lecture

Hypothesis 4 is acceptable. 3 out of 4 semesteketsmgnificant correlation between
motivating lecture and usefulness of demonstration

Heuristics Findings on Visual Aid Used in the Class

Another factor worth mentioning here is the slidesed in the class. The students who
participated in ES1 and ES2 commented that thege“@®mo many slides”. 6 from 15
students who gave feedback on ES2 SS2007 mentibaethere are “too many slides” and
“the scope is too big”. As comparison, other cosiisethe faculty provide lecture notes and
as a result have simpler lecture slides. As thezena prepared lecture notes for ES1 and
ES2, the slides have the function to provide thditamhal related information that the
students need. Efforts to reorganize the slidek pdace in ES2 SS2008. Duplicated slides
for references are removed from the uploaded copyhfe students and sub-chapters are
added to group the slides. However, the studeiiit$irstl the slides and the course content
overwhelming. In the evaluation for ES2 SS2008, f/ercentage of students who
commented and complained about the slide was redoc26.3% as compared to 37.5% in
ES2 SS2007, a reduction of 11.2%. During ES2 SS2B@93same slide from ES2 SS2008
slides but without the in-between chapter slides @ed. 4 students out of 20 responds,
which is 20%), commented that there are too mangsliMore time consuming suggestions
are preparing lecture notes for the students. Eventure notes are not being prepared, the
slides for the class should be kept simple, leksnmation and more explanations [Ca98].
Slides that serve as references should be uplosejgarately from the presentation slides
use for the lecture.
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6.3.2 Discussion on Methods Implemented in the Lecture ah
Exercise

ES1 and ES2 are being conveyed through lecturegxerdises. The students do not know
the schedule for the lecture and exercise. Howeherlecture normally alternates with the
exercise. The slides for both the exercise andileanainly remain the same through out
the six semesters. However, the methods implemehtedgh out the different semesters
are different.

In order to overcome the problems that comes waityd class size. Different active
learning methods are implemented. Among the problenth large class size is dwindling
attendance from students towards the end of theokétltle semester. This may due to the
lack of interaction in the class (section 2.3.2)otMating lecture is implemented to
overcome large class size problem. Using the @iffeactive learning methods as described
in sub-chapter 4.2, one can increase the studemtgagement in the class. The time
required to involve students’ participations mayeied on the creativity of the teaching
instructor. However, there are also methods likéd cralling that do not need any
preparation at all. This is a good method that khdne implemented by the teaching
instructors for large class environment. By implatimgy active learning methods in the
lecture, the presentation is more motivating.

Hypothesis 2 affirmed that motivating lecture walhcourage students’ attendance. One
may argue that the course content is unfamiligh®new teaching instructor who taught

ES2 SS2009. Therefore, the students are not itéekrde attend the class. This can be
easily dismissed as the course content is alsodwemg ES2 SS2007. However, during

this semester, the students’ attendance is stithataverage 49%. The uncertainties with
course content may cause the motivating presentttide rated poorer as in ES2 SS2007
and ES2 SS2009. This may due to unfamiliar slideshe yet to be corrected mistakes on
the slides. However, when motivating lecture is maplemented, the students will lose

interest in attending the class.

By implementing active learning in class, studemdy understand the course content
better. This is demonstrated by the significantitp@s correlation between motivating
lecture and comprehensibility of the lecture. Themdnstrations in the class are also
perceived as more useful when motivating lecturmmgemented.

6.3.3 Findings on Implementations of Pop Quizzes

One of the problems faced by large class sizeasattendance problem. As mentioned in
section 2.3.2, the class size dwindles at the dntheo semester. [DF96] mentioned that
incentives to attend class can be provided by lypsitort quizzes at the beginning of every
class, As pop quizzes enable the students to telkt@a 15% points for the final exam, it is
expected that this motivation will encourage stusleattendance. Pop quizzes in ES1 and
ES2 is held randomly (section 4.2.3). By not makingwn when pop quizzes will be held,
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students need to attend the class regularly to ke in pop quizzes. This leads to
Hypothesis 5, mentioning that pop quizzes will maté students’ attendance.

Hypothesis 5 — Pop quizzes will motivate studeats¢éndance as compared to semesters
without pop quizzes

As shown in Table 6.4, the average percentage tten@dance when pop quizzes are
implemented is 45% during WS0708, 58% during ES2088, and 53% during ES1
WS0809. The average attendance confirms the fisdiof) other research. [CROO]
mentioned that in large classes the attendancélyisiwiaps to 30% to 40% at the end of the
semester, there are also classes with 50% atteadainthe end of the semester. The
attendance when pop quizzes are conducted lieseatgper percentage of attendance,
which is between 45% and 58%. However, during ES2087, where no pop quizzes are
implemented, the attendance at the end of the eoisrs59%. The lowest attendance
percentage when pop quizzes are implemented is @lag the third pop quiz in ES1
WSO0708. The implementation of pop quizzes did notoerage a high increase, for
example 80%, of attendance from the students. Tdrexat is not evident that pop quizzes
motivate the student’s attendance.

Hypothesis 5 is not acceptable. Pop quizzes donmativate students’ attendance as
compared to semesters without pop quizzes.

According to various research, the exam grade idetdes when the class size is bigger
[Ku07], [AWO04], [GL+96]. [DF96] mentioned that onpossible way to overcome this
problem is by providing practise test to the stugen

As mentioned in section 4.2.3, pop quizzes arerm@rgest conducted through out the
semesters. Pop quizzes serves as practise testef@tudents, and also help students to
focus on the core of the subjects instead of ggettost in the numerous details. It is
expected that pop quizzes will benefit the studamd this will be reflected in the final
exam. Hypothesis 6 will investigate if pop quizzis prepare the students to answer the
guestions in the final exam.

Hypothesis 6 — Pop quizzes will prepare the studdot the final exam

Comparison between Pop Quizzes’ Participants amdrGldData:

Table 6.8 shows the average grade comparison foigpizzes participants as compared to
average control grade from the control students.ths courses from control data also
includes extra points from different class actastiaverage grade WEP will be used here.
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Table 6.8 - Average grade comparison for pop qsipaeticipants with control students

Participants (WEP) Control Data
Pop Quizzes N Ave- | Std. | Sig. N Ave- | Std. | Sig. (33')
rage | Dev. | (Ver.) rage | Dev. | (Ver.) '
ES1{WS0708 27| 3.052| 1.0184 258| 3.322| 1.2917 0.294

- 0.004 1 0.804

CS| ES2| SS2008| 26| 2.162| 1.1486 147| 3.354| 1.1637 0.000
ES1|WS0809/ 29| 2.638| 1.411% -- [108| 3.392| 1.3670 -- 0.010
ES1{WS0708 20| 2.260| 1.0748 0.360 140| 2.800| 1.100( 0.239 0.041
M | ES2| SS2008|20| 1.915| 1.2717 149| 2.951| 1.0771 0.000
ES1|WS0809 15| 1.973| 1.3019 -- [173| 3.293| 1.3332 -- 0.000

Pop quizzes are first implemented in ES1 WSO0708irguhis semester, the average grade
for the Computer Science students and the Mechatrastudents are better than the
average control grade, but the difference is nghiBcant. However, for the following
semester ES2 SS2008, the average grade for botp@emScience and Mechatronics
students are significantly better than the aveagerol grade. In fact, the average control
grades are poorer during ES2 SS2008 as compartek teemester before. However, the
opposite is true for average grade. The improvemengignificant for the Computer
Science students. During the implementation in B830809, the Computer Science
performed better than the average control gradesreds the Mechatronics students’
average grade is significantly better than the ayeicontrol grade.

The impact of pop quizzes during the implementaiirieS1 does not show significant
improvement as compared to average control gradianéoComputer Science students. The
Mechatronics students did significantly better dgrthe implementation in ES1 WS0809,
but only better during the implementation in ES10¥&3. However, the implementations
in ES2 SS2008 have significantly better averageleyras compared to average control
grade for both Computer Science and Mechatronicslesits. When comparing the
improvement within a batch for WS0708 and SS2068, improvement for Computer
Science participants is the most significant aD8.0rhis is followed by the Mechatronics
participants at 0.175. The improvements for pgréiots in pop quizzes from ES1 WS0708
to ES2 SS2008 are better than the control data Stows that the impact of pop quizzes
when only implemented in ES1 is not conclusive. ideer, when it is being implemented
in two consecutives semesters, then the resuéttsrb

Comparison between Pop Quizzes’ Participants andMoticipants:

In order to analyse the more “detailed” impact afppquizzes, comparison between
students who took part with pop quizzes and thasendt will be done. For a fair
comparison, NEP average grade will be used hererefdre, the number of participants
will be the same as in Table 6.8, but the averagdegwill be different, as Table 6.8 uses
WEP grade. Table 6.9 compares the participantstedon participants in pop quizzes.
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Table 6.9 - Average grade comparison for particiiggeand non participants in pop quizzes

Participants (NEP) Non-Participants (NEP) Sig

Pop Quizzes Std. | Sig. Std. Sig. '
Pe N | Avg. Dev. (Vegr.) N\ Avg. Dev. (Vegr.) (Hor.)
ES1{ WS0708| 27| 3.248| 1.0024 0.096 25| 3.784| 0.8601 0.290 0.04%
CS|ES2| SS2008| 262.742|1.1673 20| 4.070| 0.9251 0.000
ES1{WS0809 29| 3.069| 1.3696| -- 18| 3.506| 1.2027 -- 0.272
ES1{ WS0708 20| 2.535| 0.9366 0.704 14| 4.193| 0.7205 0.360 0.000

M | ES2| SS2008| 202.400|1.2703 7 | 3.857| 0.8772 0.010
ES1{WS0809 15| 2.320| 1.4047| -- 14| 4.114| 0.9281 -- 0.000

The average grades for pop quizzes participantbetter than the non-participants for all
the semesters. The average grade improvement forp@er Science students between
ES1 WS0708 and ES2 SS2008 is 0.506, which accotdifigble 2.6 is almost equivalent
to 2 levels of grading, and the difference is digant at p = 0.1. The non-participants’
average grade on the other hand declined. The gaegrade improvement for
Mechatronics students between ES1 WS0708 and ESD08Sis 0.135, and is not
significant (0.704). Even though the improvement mon-participants batch is also not
significant (0.360), but it is better than improveamh of the participants. This suggests that
the impact of consecutive implementation of popzges is bigger for Computer Science
students as compared to the Mechatronics students.

The implementation in ES1 WS0809 has positive ihpgac the Computer Science
students, but the improvement is insignificant {@R2for the Computer Science students.
The difference for the Mechatronics students isifitant (0.000). Pop quizzes participants
have average grade 2.320 and non participants 4.114

The results above shows that the participationogf guizzes positively influence the exam

results. The theory here is by doing pop quizzksy thave more “practise test” and

therefore, will be able to do better in the “regshm” or the final exam. If this is the case,

then the number of participations should also grilce their grade, and according to the
“practise test” concept, it should be the morelibter. Table 6.10 presents the correlation
of NEP and WEP average grade with the number aicgzation in pop quizzes.

Table 6.10 — Correlations between number of timgop quizzes participation and average grade
(using Pearson’s correlation)

NEP WEP

Number of Times Correlation -0.305 | -0.351

Participating Pop |  Sig. (2-tailed) 0.000 | 0.000
Quizzes N 142 142

The number of times a student participate in papzgs correlates with the NEP and WEP
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average grades. The participations increase inmamiumber (1, 2, or 3 times); whereas
the smaller the grade (for example 1.0) is considiexr better grade than a bigger number
(for example 4.0). There is a negative correlatimganing the more often a student
participates in pop quizzes, the better the grakleoe: Therefore, it can be concluded that
the participation in pop quizzes will positivelflurence the students’ final exam result.

Hypothesis 6 is acceptable. Students who particoiain pop quizzes do better in the final
exam.

6.3.4 Discussion Implementation of Pop Quizzes

The implementation of pop quizzes is to overcone dtiendance problem in large class
size and to provide “practise test” for the studeRtom the analysis above, it is not evident
that the implementation of pop quizzes encouragedests’ attendance. Even though, the
percentage of attendance for the three semestezsewdop quizzes are implemented is
about 50%, the attendance when pop quiz is notemehted varies too much between
59% for SS2007 and 25% for SS2009. More speciipaads from the students are needed
to draw a strong conclusion if pop quizzes do affiee class attendance.

The implementation of pop quizzes influenced thelshts’ grade positively. Students who
participated in pop quizzes have better averaggegndnen compared to the average control
grade from control data, and average grade frompawticipants. With pop quizzes, the
students prepare themselves for the coming wreteamination. The students are able to
estimate and be familiarised with the pattern oésfions. As mentioned in 4.2.3, the
degree of difficult for pop quiz will increase withthe semester. As the time allocated for
pop quizzes are at most 20 minutes each time, aidse questions designed are based on
knowledge, comprehension and application. Thesetlagefirst three levels in AK’s
taxonomy. The questions in the final exam includeseé three levels and the fourth level
that is analysis. One of the reasons why studehts participated in pop quizzes do better
than those did not in the final exam might be thaty have the opportunity to practise at
least three different levels of questions in the pmiizzes. This also helps the teaching
instructor to convey what are the important aspiectse course and the students can revise
the course work accordingly. Apart from this, reasy the result for each pop quizzes
serves as a reminder that the students should Heeortoes in revising the course content.
This serves as a further motivation for them tdodtier in the next pop quiz or exam.

There are other suggestions why students who peated in pop quizzes will do better

than those did not. One of the suggestions is stadeho attend pop quizzes are normally
students who attend the classes. Students whoatigarticipate in the pop quizzes have
higher absenteeism. However, as the evaluationumted in this research is anonymous,
this point cannot be deduced within this research.
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6.3.5 Findings on Implementation of 5IMPLe

In order to overcome different cognitive mind setdalarge class sizes, 5IMPLe is
implemented in ES1 WS0809 and ES2 SS2009. 5IMPLéeasribed in section 4.2.4 is
feedback card/paper to know what the students gtated, and the subjects that need more
revision. It is a variant of the muddy card concéyding this feedback, the exercises are
tailored. It is hope that this will encourage thedents to attend the class as it meets their
personal needs. Table 6.11 shows the responsesiMPL® through out the two
implementations. As mentioned in section 4.2.4, BLMd is only conducted once in winter
semester 2008/2009 and twice in summer semestér 200

Hypothesis 7 — Course feedback using 5IMPLe will tivate the students to provide
feedback concerning the course content

Table 6.11 - 5IMPLe response as compared to thesecattendance

5IMPLe Implementatior] N N of % of % of meaningful
: of . .
(Number of Students ir] meaningful | meaningful | response to class
: response -
Final Exam) response response size
WS0809 0 0
(CS=47, M=29) 26 26 100% 34.21%
SS2009 17 15 88% 18.75%
(CS=56, M=24) 8 5 63% 6.25%

Table 6.11 shows that the response for the firgiementation is good. 15 out of the 17
feedback forms are meaningful. The 2 not meaningedlbacks are “why would | know?”,
and “everything”. For the second 5IMPLe implemetatonly 5 from the 8 feedbacks are
meaningful. The not meaningful feedbacks are “astjoe mark”, “everything” and the
remark “exam relevant information”.

Even though 5IMPLe is implemented in both semesters observed that the response for
SS2009 is poorer, especially during the second amphtation. The percentage of
meaningful response decrease over the implemensatibe first attempt in WS0809 is the
best, and the second attempt in SS2009 is the glo@ee possible reason is, as proposed
by Hypothesis 2, the students are losing interasthe class. The implementation of
5IMPLe alone is not able to motivate students tovjgle feedback concerning the course
content.

Hypothesis 7 is not acceptable. The percentage e&ningful response for 5IMPLe
decreases over implementations.

6.3.6 Discussions on Implementation of 5IMPLe

The effectiveness of muddy card is not prominenthis research. Higher frequency of
implementation is needed to observe the actualempéuddy card received good feedback
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from [KNO2]. As compared to the implementation ofMPLe, the muddy card
implementations by [KNO2] and [HW+02] are conductgdhigher frequency. They are
conducted almost at the end of every class. Stadeny have 1 to 2 minutes to write their
opinion on an index card. The size of the indexicaso limits the students to write only a
few sentences or key words. As 5IMPLe is not cotetlichat frequently, the scope for
each 5IMPLe is also larger. Students might not s&adly still remember what was being
taught in the previous chapter. For example, dutimg implementation of 5IMPLe in
SS2009, only 9 from the 17 students mentioned oat vehimportant during the first round,
and 1 from the 8 students during the second rojid/+02] who implanted a few rounds
or “muddy cards” with the students mentioned thebrfiments that reflect students’
perceived value of muddy cards declined in the egilbsnt year ... we believe that as other
active learning techniques were implemented mdeztfely ... the muddy cards were less
essential to students as a form of feedbadkis is almost similar with the situation
observed in ES1 and ES2. The first implementat@as ligher response as compared to the
following. However, as there are only 3 implemeta for both ES1 and ES2, no strong
conclusion on 5IMPLe can be drawn.

6.4 Evaluation on Implementation of “Partially Outside the
Class” Methods

6.4.1 Findings on Implementation of Group Work

One of the problems faced by ES1 and ES2 as anlist@linary course is the presentation
of interdisciplinary subject to a group of interinary students. Section 2.3.1 mentioned
that interdisciplinary classes have students wittfier@nt cognitive mindset. The two
groups of students here are Computer Science gwidmmd Mechatronics students,
according to [WT+01] the courses for Mechatroniegdents should b&roblem- based,
product-design oriented, and project-team organise8part from this, according to the
“cone of learning” theory presented in section 2.5tudents will remember 90% of what
they learnt if they practically do what they learftherefore, it is expected that the
implementation of group work will help the studemts understand the course content
better. This will then be reflected in the finalbex grade for the students. These lead to the
following 2 hypotheses. As there are two types mfug work in ES2 (sub-chapter 4.3),
Hypothesis 8 will discuss the implementation of GWskhd Hypothesis 9 on the
implementation of GWB.

Hypothesis 8 — GWA participants will have bettereaage grade than non-participants

Hypothesis 9 — GWB participants will have bettereaage grade than non-participants
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Comparison between Group Work Participants and rébbiata:

Table 6.12 compares the average grade for grouk paticipants to average control grade

from the control data.

Table 6.12 - Average grade comparison for groupkngarticipants with control students

Group Work (Semester Participants (WEP) Control Data Sig
Implemented) N | Average| Std. Dev.] N | Average| Std. Dev. '
GWA ES2 CS 41 2.593 0.8748 139 2.900 1.0476 | 0.089
S5S52007 M 19 3.158 0.8821 91 2.924 1.12601 0.397

GWB ES2 CS 34 2.824 1.1855 129 3.468 1.3187 | 0.01
SS2009 M 17 1.724 1.0533| 128 2.493 1.4392 | 0.013

Group work was conducted for the first time in agé class environment during ES2
SS2007. This is known as GWA. The Computer Scistegents have better average grade
than the average control grade. The differenced®Mand it is significant at p = 0.1. The
Mechatronics students on the other hand, have paorerage grade than the average
control grade, but the difference is not significafhe analysis suggests that GWA seems
to benefit Computer Science students and no sggmfi impact on the Mechatronics
students.

The second implementation of group work, which MWE has more significant impact
than GWA. Both Computer Science and Mechatronigdesits who participated in GWB
have better average grade as compared to the aveoadyol grade from control data and
the differences are significant. The comparison hwitontrol data shows that
implementation of GWB helps both Computer Sciencd Blechatronics participants to
rise above the performance from other coursesdarsémester.

Comparison between Group Work Participants and Rarticipants:

In order to have a more detailed view on the impagroup work within the same class of
students, comparison between participants and adicipants are conducted here. NEP
average grade, which is the average grade withonsidering the extra 15% possible
marks from group work, is being used here. Tabl8 @&ompares the average grade for
group work participants with the average grade frmm-participants.

Table 6.13 - Average grade comparison for partioiggaand non participants in group work

Group Work (Semester  Participants (NEP) Non-Participants (NEP) Sig
Implemented) N | Average| Std. Dev.| N | Average | Std. Dev. '
GWA ES2 CS | 41, 3.029 0.8878 | 9 4.144 0.6966 0.0p1
SS2007 M 19| 3.653 0.9845 5 2.660 1.1082 0.0p3

GWB ES2 CS 34| 3.659 1.0252 | 22 2.891 1.3140| 0.018
SS2009 M 17| 2.394 1.1448 7 3.571 1.5119 0.049
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The Computer Science students who participatedVitAGave significantly better average
grade than non-participants, the difference is 4. However, the average grade from the
Mechatronics who participated is poorer than the-participants, the difference is at
0.993. Even though, the difference is not significéut this is the opposite observation as
compared to the Computer Science students. Itssiple that GWA is more suitable for
the Computer Science students as compared to tbhditenics students.

The opposite trend from GWA happens in GWB. The @at@r Science students who
participated in GWB have significantly poorer awgagrade than non-participants.
However, the average grade for Mechatronics sted&rto participated in GWB is

significantly better than non-participants. It igsgible that GWB is more suitable for the
Mechatronics students as compared to the Computen&: students.

From the comparison with control data, it is obsdrthat GWA benefited the Computer
Science students but the impact on Mechatronictests is not evident. However, through
the comparison with non-participants, the non-pgrénts have significantly better average
grade the patrticipants. Therefore, Hypothesisrbtdotally acceptable.

Hypothesis 8 is not totally acceptable. The implenation of GWA benefited the
Computer Science students significantly but not tiechatronics
students.

When comparing to the control data, GWB participdmve better (WEP) average grade.
When using NEP average grade for comparison, thehBteonics participants have better
average grade than non-participants, but this igrne for Computer Science student. The
difference is caused by the extra points for thenfater Science students. As the
participants and non-participants both participate@&S2, the comparison is closer to the
context of implementation. Therefore, Hypothesis Aot totally acceptable.

Hypothesis 9 is not totally acceptable. The implentation of GWB benefited the
Mechatronics students significantly but no signiaat positive impact can
be concluded for the Computer Science students.

The purpose of group work implementation is to pevpractical work opportunity as
proposed by “cone of learning” theory in sectiob.2. In GWB, the students have the
opportunity to work in more than 1 phase of thedjfcle. Through participation in more
than 1 phase of the lifecycle, the students migivehmore “practical work”. Hypothesis 10
will investigate if students who participated in maadhan 1 phase of the lifecycle have
better grade.

Hypothesis 10 — Students who participated in mdrart 1 lifecycle phase will have better
grade than those who only participated in 1 lifed¢gphase.
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The extra points for group work are awarded basethe whole group work. This includes
contribution from different members. In order toakate the impact on individual
members, NEP average grade that does not consieaontribution from other members
will used for this analysis. Table 6.14 shows tlenparison of average grade between
participants who participated in more than 1 praddecycle to those who only worked in
1 phase.

Table 6.14 — Comparison between GWB participants whrked only in a phase and more than a

phase
GwB Single Phase (NEP) | More than 1 Phase (NEP| .. ..
. Significance
Participants | N | Average| Std. Dev.| N | Average | Std. Dev.
CS 24| 3.708 1.0434 | 10 3.54 1.0244 0.669
M 12| 2.583 1.2074 | 5 1.94 0.9317 0.306

Out of the 65 students who participated in GWB,ydsll students took part in the final

exam. 36 students participated in only one phadelarstudents participated in more than
one phase of the lifecycle. The students who ppdied in more than one phase have
better grade than those in single phase. The diffar for Mechatronics students is bigger
than Computer Science students. However, the differ for both Computer Science and
Mechatronics students are not significant. Theefatypothesis 10 is not conclusively

true.

Hypothesis 10 is not totally acceptable. There ieadency for participants in more than
1 lifecycle phase to have better average grade. ey, the difference is
not significant.

Heuristics Findings on Peer-Influence:

In class presentation conducted in GWA is simitarsbme of the techniques applied in
peer-education [GG76]. Among the benefits of pekreation is the “student-tutor” would
learn more in the process of preparation, and teegmtation is “closer” to the students.
This might be a motivating factor for students tegent before their peers. GWA requires
the students to present the group finding durirgy@se session. Unlike GWA, GWB does
not require the students to present in front ofrtpeers. From observation, students in
GWA are more serious than GWB. The students weree meepared to present during
GWA, whereas in GWB, 3 from the 9 groups did noepgare all the requested
presentations. The very fact that students can rire{eown appointments, and yet are not
prepared for the presentation shows the lack ofnaibment

6.4.2 Discussions on Implementation of Group Work

The implementation of group work is to overcome diifeerent cognitive mindset between
the students. Through group work students also #&blédave practical work that is
“supposed to” help them remember and understanatdahese content better. GWA and
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GWB have different impacts on the different disicips. GWA have significant positive
impact on the Computer Science students and GWBeMechatronics. These may due to
the effort required by GWA and GWB.

From the informal interview with Computer Scienceidents, one reason for not
participating in GWB is the high effort requiredhd Computer Science students prefer to
use the time to study and revise on their owngesbtof working in the group work and has
the possibility to add another 15% extra pointtte final exam. [GHO5] mentioned that
Mechatronics courses have emphasis in practicak.wdhis is also reflected in the
participation of Mechatronics students in GWA and/& The Computer Science students,
participation in GWB dropped to 61% as compare82® in GWA. Unlike the Computer
Science, the participations from Mechatronics stislalid not drop so much with the
increase of effort required. The participation oédatronics students in GWA is 79% and
in GWB is 70%. The drop is only 9% as compared1®& 2y Computer Science students.
Many Mechatronics courses include practical workable 2.3); therefore, even though
GWB requires more effort, they are ready for it.céaling to the department’s course
evaluation, the number of hours spent by Mechatsstudents on GWB in ES2 SS2009
almost doubles the hours spent for pop quizzesSh WS0809. However, the numbers of
hours spent by Computer Science students are alinessame for both semesters. The
Computer Science students “seemed” not ready toirptite extra effort required. The
“effort for practical work” seems to be the keythe difference between Computer Science
and Mechatronics students. With more “practicalki@ements the Mechatronics students
tend to fare better, but the opposite is true fomButer Science students.

According to “cone of learning” theory, practicabik will help students to remember

better. The purpose of GWB is to allow the studémt®llow through each phase of the life
cycle and thus getting more “practical work”. Howevthis did not work as expected.

GWB allows the students to determine the job distion. The intended impact for GWB,

where the students can follow through the wholeclitle development of an embedded
system was not totally achieved. Only 29.4% of ipgénts participated in more than 1

lifecycle phase. The students who participated orarthan one phase of lifecycle have
better average grade than those who participat®nily a single phase. 3 students
commented in the group work evaluation that theywdbknow what is happening in other
phase as they only worked in a particular phaseirfmoposal is to have smaller groups so
that one student can cover more phases in theydilecThe impact of GWB might have

been more positive if more students participate more than phase of lifecycle

development.
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Non Hypothesis Related Discussions for Group Work:

The problem with group size is also being highleghin the group work evaluation for
GWB. Table 6.15 shows the number of respondenhéostrength and opportunities of
GWB.

Table 6.15 — Students feedback on group work in&s2009

What can be improved for the group wol What do you like best about the group wark
Respondent= 31, Non Respondent=9 N | Respondent= 28, Non Respondent=1{ N
Smaller group size 13Tream work 2(
Co-ordination within the group work 8 Understand tourse content better 7
All is good 5| Practical Work 3
Smaller scope for group work 4 Extra point for éh@am 2
When possible, participate in all phages | 3 Nothing 2
Prefer pop quizzes 3
More weight in exam 2

The number of response may be more than the nuofberspondent as the subjective
response can be categorise into multiple categofiee biggest problem faced by the
students is the group size. Students in GWB pteftiave smaller groups and to be able to
work through all the phases in the lifecycle. 18sints prefer to have smaller group size, 8
students mentioned that the group work’s co-orddmaneeds to be improved. The desired
group size is between 4 and 5 person a group. Hemvethis would mean more
appointments and more consultation hours. The meggroup size is between 5 and 6;
whereas group size of 2 or 3 is too small for pesitiscussion [Sm96]. The students in
GWA did not specify any preference for a smalleyugr size. This might due to lower co-
ordination effort required in GWA, as GWA only negd work on a single phase and not a
real system development.

The impact of GWA and GWB will not necessarily leflected in the exam. The side-
benefits of group work, for example team work, aoe¢ evaluated in the final exam. From
the 40 students who participated in the group wenskew, 20 students learnt about the
importance of team work, followed by 7 saying thiaé group work helps them to
understand the course content better. The exantigouesre a combination of theoretical
and application question. Even though the studdintsipply the theory in the group work,
they might not score well as they fail to interpteeé exam questions correctly. Other
positive effects of the group work are not measumetie final exam.

The impact for group work might be more significamthten the weight given for group
work in the final exam is higher. Efforts for growprk can be managed by focusing on the
journey instead of the result. Soft-skills devel@minthrough group work should also be
taken into consideration. Most of the studentsisedlthat co-ordination work is important
and apart from technical skills, communicationlIskiklso prized.
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6.5 Evaluation on Implementation of Methods “Outside tre

Class”

6.5.1 Findings on Course Coupling between ES2 and SWT

As proposed by “cone of learning” theory in sectihf.3, practical works will assist the
learning process of students. Sub-chapter 4.4 itbescthat by coupling ES2 with SWT,
practical works opportunity can be offered to tiedsents The first attempt was loosely
coupled SWT. The implementations in loosely cou@&dT are modified for the following
semesters (section 4.4.3). The implementations #iese changes are known as closely
coupled SWT. Therefore, Hypothesis 11 proposes clegely coupled SWT will have
more positive impact as compared to loosely couShadr .

Hypothesis 11 — Closely coupled software tools seufCC SWT) has more positive
impact as compared to loosely coupled softwaresdblC SWT)

Comparison between Software Tools ParticipantsGoirol Data:

Table 6.16 compares the average grade for pamitsipa SWT as compared to the average
control grade from the control data. WEP averagelgwill be used here. No

Table 6.16 - Average grade comparison for LC SW@G SWT with control students

Participants (WEP) Control Data ,

Software Tools =0 \g. [ Std. Dev.| N | Avg. | Std. Dev.| -9

LC SWT CS| 10f 2.700 0.7318| 139 2.900 1.0476 | 0.554
SS2007 M | 22| 2.968 0.9245| 91 2924 1.1261  0.865
CC SWT CS| 2 3.000 2.8284| 147 3.354 1.1637 --
S$52008 M | 24| 2221 1.4213| 149 2.951 1.0771 0.004
CC SWT CS| 7 3.186 1.4265| 129 3.468 1.3187 | 0.583
SS2009 M | 22| 2014 1.2353| 123 2.493 1.4392 | 0.144

The Computer Science students did better thandh&al data for LC SWT, whereas the
Mechatronics did poorer, but the difference is rsgnificant for both. For the
implementation of CC SWT SS2008, comparison willcbeducted for Computer Science
students in SS2008 as there are only 2 participahts Mechatronics students on the other
hand did significantly better than the control datae Computer Science and Mechatronics
students did better than the average grade in LO S®%2009. However, the differences
are not significant for both. 2 out of the 7 Congyubcience students who participated in
CC SWT SS2009 failed ES2. When the grades fronmethee students are excluded, the
average grade from the other five students toteZs460.

The implementation of LC SWT seems to benefit tlen@uter Science students but not
the Mechatronics students. The implementation of &&T on the other hand seems to
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benefit both disciplines. From the data, it carcbecluded that CC SWT is more effective
than LC SWT for the Mechatronics students.

Comparison between Software Tools ParticipantshNordParticipants:

In order to observe the direct impact of SWT mdeady, ES2 average grade between
participants and non-participants will be compargable 6.17 presents the average grade
comparison for participants and non-participantS\iT.

Table 6.17 - Average grade comparison for partiaifgeand non participants in LC SWT and CC

SWT
Participants (NEP) | Non-Participants (NEP
Software Tools Std. Std. Sig.
N Avg. Dev. N Avg. Dev.
LC SWT CS| 10| 3.200 0.7409 40 3.238 1.0081 0.913
SS2007 M | 22| 3.350 1.0541 2 4.500 0.7071 --
CC SWT CS| 2 3.150 2.6163 44  3.327 1.2138 --
SS2008 M | 24| 2.583 1.2761| 3 4.333 0.5774 0.029
CC SWT Cs| 7 3.857 1.0830 49 3.286 1.2057 0.241
SS2009 M | 22| 2532 1.2029| 2 5.000 0.0000 --

The comparison between participants and non-ppatits is not entirely possible for all the

semesters. Due to poor participation from the Cdep8cience students and that almost
all the Mechatronics students took part in SWT dralomparison for all the categories is

not possible.

The participation of Computer Science studentsathh C SWT and CC SWT are low.

Only 20% (10 out of 50 students) participated i2@%, 4.3% (2 out of 46 students) in
S$S2008, and 12.5% (7 out of 56 students) in SSZDRO.average grade of participants in
LC SWT SS2007 but the opposite is true for CC SVERP®9. However, the differences
are not significant. The participation from the Matronics students is higher. 91.7%
participated in SS2007, 88.9% in SS2008 and 91/7%S32009. The average grades for
participants are better than non-participants. dlference during CC SWT SS2008 is
significant.

As the comparison between participants and nonegaants is not able to provide much
information, another possible comparison is thedgramprovement/decline within the
batch. For this evaluation the average grade in BS&n individual student will be
compared to his/her grade in ES2. The differendevden the average grade in ES1 and
ES2 might be able to provide some information ® aeclearer picture. Table 6.18 shows
the one to one comparison for participants in saféamool as to the average control grade
from the control data. WEP grade will be used here.

For the batch WS0607-SS2007, where LC SWT is imphged during SS2007, the
improvement for Computer Sciences participantotssignificant, whereas the control data
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has significant average control grade improvemerte Mechatronics participants
improvement is significant at p = 0.1, whereasithprovement for the control data is not
significant. This leads to the conclusion that L&/ impact on Computer Science
participants is not evident. However, LC SWT hasifpe impact on Mechatronics
participants.

Table 6.18 - One to one comparison for softwar€gompact as compared to the grade in the

previous semester for ES1

Participants (WEP) Control Data
Std. Sig. Std. Sig.
N'| Avg. Dev. (Ve%.) N | Avg. Dev. (Ve%.)
ES1 WS0607 8 | 2.525| 1.3285 2983.436| 1.2232
LC SWT SS2007 | 8 | 2.500| 0.6698 0.963 139| 2.900| 1.0476 0.000
cs ES1 WS0708 1]3.300) 0.0000] 258| 3.322| 1.2917 0.804
CC SWT SS2008 | 1 | 1.000| 0.0000 147| 3.354| 1.1637]
ES1 WS0809 5 | 3.000| 1.5811 1083.392| 1.3670
CC SWT SS2009 | 5 | 3.200| 1.1576 0.825 129| 3.468| 1.3187 0.662
ES1 WS0607 16 | 3.662 | 1.3446 0.077 78 3.082 1.13200366
LC SWT SS2007 | 16 | 2.894 | 1.0070 91 | 2.924| 1.1261}
M ES1 WS0708 21| 2.405| 1.1698 0.284 140 2.800| 1.1000 0.239
CC SWT SS2008 | 21| 1.986| 1.3275 149| 2.951| 1.0771
ES1 WS0809 20| 2.345| 1.3189 178 3.293| 1.3332
CC SWT SS2009 | 20| 1.815| 1.0604 0.169 123| 2.493| 1.4392 0.000

CC SWT is implemented twice, in SS2008 and SS26@3tly, the participations from
Computer Science students will be analysed. Fob#teh WS0708-SS2008, there are not
enough participants to analyse the impact on Coengbtience participants. For the batch
WS0809-SS2009, both Computer Science participamiistie control data have poorer
average grade during SS2009 as compared to WSQO80@ever, the decline for
participants is less significant (0.825) than thetml data (0.662). CC SWT did benefit the
Computer Science participants.

Secondly, the impact of CC SWT on Mechatronics el will be analysed. The average
grade for Mechatronics participants improved forthodatches WS0708-SS2008 and
WS0809-SS2009. The opposite is true for the avecagé&ol grade from the control data
for batch WS0708-SS2008. The average control gdedéned from 2.800 in WS0708 to
2.951 in SS2008. This shows that CC SWT has saamfi positive impact on the
Mechatronics students.

Using the comparison with control data, LC SWT S&20as the tendency to benefit the
Computer Science students. However, from the onent® comparison the results of
participants improved but it is not significant. efimpact of LCSWT SS2007 on
Mechatronics students is positive but not significa
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The implementation of CC SWT is positive for botbn@puter Science and Mechatronics
students when compared to the control data. Thetormne comparison shows bigger
impact. In the semesters where there is a declitienthe batch; participants in SWT have
improvement of grade. Therefore, CC SWT is bettantLC SWT

Hypothesis 11 is not totally acceptable. The impatCC SWT as compared to LC SWT
IS better but not significant for Computer Scienstudents and
significantly better for Mechatronics students.

6.5.2 Discussion on Course Coupling between ES2 and SWT

The purpose of coupling ES2 with SWT is to providactical opportunities to the students.
The improvements implemented in CC SWT brought tp@sichanges. From the data
analysis, it is observed that CC SWT is better th@nrSWT. These improvements are also
supported by the comments in the department’'s atialu Even though more co-
ordination between took place in CC SWT SS2008vagpared to LC SWT SS2009, there
are still comments concerning the co-ordinatiomeNcomments concerning SWT SS2008
mentioned that the co-ordination between SWT an? &&ss needs to be improved and the
work given was too complex to be solved within felasses. The co-ordination problem
may due to the “public holidays” that interrupt tingplementation of software tools in CC
SWT SS2008 (Table 4.5). In order to reduce the dexity, more time is provided for the
each subject. Coincidently Petrinet is not covare€S2 SS2009; therefore, Petrinet is
removed from SWT SS2009. This gives more time diotsother subjects. No negative
comment is submitted during the evaluation for S\WW$2009. Instead there are two
positive comments, one from a Computer Scienceestuthe other from a Mechatronics
student. The Computer Science student mentionédgsbtiware tool class is good” and the
Mechatronics student mentioned that “software tclalss enables the students to look
deeper into the course content”. Another possiblsan for the positive feedback is the
implementation of group work. All students who papated in SWT SS2009 also
participated in GWB. With the implementation of GWiBe students need to spend more
time on their own to get to know the topic beforepiementing it in the SWT class.
Therefore, they do not need to battle so much thightheoretical concept, instead they can
concentrate in implementing the tool.

The positive impact on Mechatronics students areemwident as compared the Computer
Science students. This may due to the low particpddy Computer Science students. The
participation by Mechatronics students is higheth&sis a compulsory course. SWT on the
other hand, is only a selective course for Comp@&eience students [FB16+06]. The
highest participant from Computer Science studesats 20% during SS2007. There are at
least 8 application courses available for the sitgléo select. The participation for CC
SWT improved from 4.3% in CC SWT SS2008 to 12.5% @ SWT SS2009. The increase
of participants for CC SWT SS2008 might due toithplementation for GWB. The tools
proposed in GWB are also the tools that are taugltC SWT SS2009. Therefore, it will
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be an advantage for the Computer Science studemtarticipate in SWT as compared to
other application courses.

6.6 Evaluation on Learning Preferences

6.6.1 Findings on System Development Preferences

Section 3.2.2 and 3.2.3 described the coming trehdsing system modelling languages a
communication between the different disciplinese Bgstem modelling languages covered
in ES2 are SA/RT and SysML. These methods are piedeuring the lecture, practised in
the exercise and implemented using software in SNET course. An opportunity to
implement the modelling languages “independentypriovided in the group work. During
GWB, the students are guided to describe the impiertheir system using SA/RT. The
process and control diagrams describe the procdssethe system. The diagrams are
described to PSPEC and CPSEC levels. The studantsransform the processes into a
function, and PSPEC and CSPEC can describe th@naah this function. As it is possible
to one to one map the modelling diagrams to théiGgifon program, it is expected that the
students will use the SA/RT diagram or get soms frpm the SysML diagrams when
developing the system. Hypothesis 12 proposedfhieatnodelling diagrams developed will
be used more than the textual description.

Hypothesis 12 — As compared to textual descriptistudents will find the modelling
diagrams in SA/RT or SysML useful for system deymtrent

In GWB, the students are asked to rate which pfatthie information is most essential for
them in developing the system. The students prepidree type of documentation for the
project. The first is a text description of theteys. The second is a system modelling of
the control software using flow diagram and thedhs a block diagrams that emphasizes
on the reusability of different modules. The expéon is since the flow diagram in SA/RT
are so carefully modelled and it represents théegysequirements, the students will use
the flow diagrams, its refinements of control antgoam specification, and the data
dictionary for the system development. Howeverufiaf 6 groups who responded to this
guestion answered that the text description isntiwst useful document to develop the
system. The other two groups missed the questidraaawered “documents from software
tool” and “Google”. There is no mentioning of SA/RF SysML as being helpful to the
system development in any other comments fielthénevaluation form.

Hypothesis 12 is not acceptable. The students ditdfmd the modelling diagrams in
SA/RT or SysML useful for system development.

6.6.2 Discussion on System Development Preferences

The findings from [FV07] mentioned that suitable detiing languages will assist the
development of a system. The students in the exeatirequire lesser time to complete the
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mentioned that modelling languages (UML and ICLlg ased for communication purposes,
but there is no significance in terms of reducin@is as compared to textual description.
This is influenced by the familiarity of the partlar student with the modelling language.
The experiments in [Pa08] show that “a graphicaation can be as precise as a textual one
— and harder to understand”. This is reflectedney“tinused” modelling diagrams in GWB.
The findings from both research is reflected in EE2en though the students are taught
and applied SA/RT in detailed in their project, 8tadents developed their system mainly
based on the text description. There are a feworsafor this development. Firstly, the
students are able to express better in text andrare familiar with text. Taking into
consideration that a student start to understaddwanrk with text since kindergarten, and
the modelling languages only in university or imgher secondary school, the experience
the students have in understanding textual desmmighould be longer Therefore, even
though they may use modelling languages to desthibesystem, but when an option is
given textual description (when suffice) will bdesg#ed. Secondly, the system developed
by the student is not too complex and is still nggable to be described using text. The
text descriptions provided by the groups in GWB arenost 2 pages A4 long. Therefore,
this is still manageable. The development is alad conducted by 1 or 2 members of the
team, and so the co-ordination to development ystem separately or the management of
interfaces between modules are manageable. Thittdymodelling methods are still new
to the students. The students need more time farbdiar with its syntax and semantics
before they can appreciate its usefulness. It ssipée if the students are more familiar with
the modelling notations, or had been implementimgnt in more system developments
project, then they would appreciate its usefulnétswvever, more research is needed to
confirm this.

6.6.3 Findings on Revision Effort

As the weekly lecture and exercise session for &R81LES2 is 1.5 hours, the students are
encouraged to at least have 1.5 to 3 hours oficevpger week. However, no specific record

or the impact of specific methods in revision timeavailable. The WS0809 — SS2009

batch is suitable to evaluate the revision timehwégards to the implemented methods.
This is because methods implemented in both semseste different (Pop Quizzes in ES1

WS0809 and GWB in ES2 SS2009), and the same grbsfudents can answer to this

guestion.

The work load for GWB is higher than pop quizzesidgnts participating in GWB have
fixed appointment where they need to present therk. As for pop quizzes, the students
might learn for the pop quizzes but other than gopoorly, there are no extra
consequences for not preparing. Hypothesis 13 gripahat the students will need to
spend more time working on the course content eir hwn for participating in GWB as

compared to pop quizzes. Table 6.19 presents th&iage time for ES1 WS0809 and ES2
SS20009.
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Hypothesis 13 — Group work encourages studentspersl more time working on the
course content on their own as compared to pop geg

Table 6.19 - Comparison of revision time for ES108{® and ES2 SS2009

PQ (WS0809) GWB (SS2009) _
N | Average| Std. Dev. Average | Std. Dev. S10.
Computer Sciencgl19 | 2.110 1.370 T 2.440 1.086 0.354
Mechatronics 11 1.180 0.405 1 2.090 0.944 0.008

During the GWB evaluation, the students are askedte number of hours they spent
revising the course content outside the lecturthefexercise session. 8 Computer Science
students did not answer the number of hours thepntspevising for pop quizzes in the
previous semester. It is expected that with thelempntation of group work, the students
will be spending more time working on the coursateat on their own. This is true for the
Mechatronics but not for the Computer Science sttgdd here is a significant different for
the Mechatronics students at 99% confidence leMelever, there is no significant
difference between the revision time in ES1 WS0808 ES2 SS2009 for the Computer
Science students. In ES1 WS0809 (with pop quizzlee)Computer Science students spent
averagely 2.440 hours revising the course contamd,2.110 hours in ES2 SS 2009 (with
group work).

Hypothesis 13 is not totally acceptable. Both spertre time for self revision when GWB
Is implemented as compared to Pop Quizzes. Howelierdifference is
significant for Mechatronics students but not ford@@nputer Science
students

6.6.4 Discussion Revision Effort

One possible reason for these phenomena couldebmdbnsistency in attendance for the

Computer Science. Their attendance is generallygpadban Mechatronics students. It is

possible that they have to put in more effort tdenstand the course content. Therefore, the
Computer Science students make up for the misssded by spending more time revising

the course content on their own. The Mechatronicdents on the other hand, had been
consistent with the attendance. By attending tlass;lithe revision process is easier and
therefore, they need to spend less time to relisedntent in ES1 WS0809.

The implementation of group work should increase time for revision. This is because
the work load for GWB is higher. The Mechatronitsdents as expected spent more time
for revision during the implementation of GWB. Theerease of revision time is also
significant. However, interestingly the ComputelieBce students did not increase their
revision time significantly and the attendance ls goorer as compared to the previous
semester as shown in Table 6.4. The number of repest on self revision is higher than
the previous semester but the increase is notfeigni. One possibility might be 2 hours of
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revision is what the students can afford or willimgcommit for a 3 credits subject. This
point needs to be further affirmed in future reshar

6.6.5 Findings on Practical Learning

The different learning behaviour for Computer Sceerand Mechatronics students are
described in section 2.6.3. It is also mentionext pgractical works are helpful in assisting
students to learn and remember. This sub chaptecavnpare the preference of practical
work between Computer Science and MechatronicestadAs exercise session requires
more interactive learning than lecture classes, pitederred ratio between exercise and
lecture will be investigated. Hypothesis 14 suggetstat Mechatronics students will
appreciate to have more exercises as comparecctiarde when compared to Computer
Science students. Table 6.20 shows the evaluatiolecture’s (L) and exercise’s (E)
structure and comprehensibility.

Hypothesis 14 — As Mechatronics students are mar&cgical based, they would
appreciate to have more exercise to lecture ratsocampared to Computer
Science students

Table 6.20 - Comparison of department’s evaluatEsult

. o i . L-Compre- i E-Compre-
Evaluation Criteria | L-Structure hensibility E-Structure hensibility
Discipline CS M CS M CS M CS M
N 29 15 29 15 26 15 26 15
Avg. 2.517| 2.533| 2.621 | 2.467 | 3.349 3.267| 3.423 | 3.267
SS2007
Std. Dev. | 1.090| 0.743| 1.083 0.990| 1.0180.799( 0.902 0.799
Sig. 0.959 0.648 0.797 0.581
N 16 19 16 19 16 17 16 17
Avg. 1.938| 2.632| 2.125 2.737| 2.6842.471| 3.375 | 3.294
SS2008 -
Std. Dev. | 0.680| 1.065| 0.500 0.934| 1.0150.624| 1.500 0.920
Sig. 0.026 0.020 0.462 0.854
N 28 20 31 20 31 19 31 19

Avg. 2.893| 2.800| 2.355 2.650 | 2.323| 2.526| 2.613 | 2.474

WS0809
Std. Dev. | 0.994| 0.952| 0.877 1.040| 0.7910.964| 0.803 1.172
Sig. 0.747 0.281 0.420 0.620
N 11 9 11 9 11 9 11 9

Avg. 2.545| 3.000| 2.455 3.667 | 2.091| 2.556| 2.000 2.556
Std. Dev. | 0.820| 0.707| 0.688 1.000| 0.7010.882| 0.633 0.882
Sig. 0.207 0.005 0.205 0.118

SS2009

For 3 out of the 4 semesters, the Computer Scistuckents rated the lecture’s structure and
comprehensibility better than the Mechatronics smisl The exception for lecture’s
structure happened in WS0809 and in SS2007 for ceimapsibility of lecture. The rating
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between Computer Science and Mechatronics studentbe category lecture’s structure

only significantly differs in SS2008, whereas thaegory lecture’s comprehensibility is

significantly different during SS2008 and SS200BisTshows that there is a tendency for
Computer Science students to prefer lecture.

The rating for exercise’s structure is inconclusiveth Computer Science rating it 2

semesters than Mechatronics, and vice versa. Earategory exercise’s comprehensibility,
the Mechatronics students rated it better tharCitnaputer Science students for 3 out of 4
semesters. However, the differences are not sogmfi When considering exercise’s
structure and comprehensibility on the whole, thisr@ tendency for the Mechatronics
students to prefer exercise.

No department course evaluation is conducted in E$0807, and the university
evaluation shows that the comprehensibility forhbleicture and exercise are rated at 2.7.
However, as the university evaluation does noirdisish the Computer Science students
from the Mechatronics students, no comparison batwé&omputer Science and
Mechatronics students is possible for this semester

With the focus on comprehensibility of lecture amdercise, the course evaluation shows
that the Computer Science students are able torstadd the lecture better than the
Mechatronics students and the opposite is truaifolerstanding the exercise content. Out
of the 4 semesters, Computer Science students hmeteer rating for lecture
comprehensibility as compared to Mechatronics sitsleThe only exceptional case
happens in SS2007, where Mechatronics studentdréetture comprehensibility (at
average rating 2.467) better than Computer Sciestedents (at average rating 2.621).
However, the difference is not significant. The ogpe is true for exercise
comprehensibility. Out of the 4 semesters, Mecmatsostudents rated 3 semesters better
than Computer Science students. The only exceptioase happens in SS2009, with
Mechatronics rating it at 2.556 and Computer Saeaic2.000. The difference is also not
significant for this case. Therefore, in term ofdarstanding the course content, the
delivery in lecture impacted the Computer Scientedents better and the exercise
impacted the Mechatronics students better.

Based on the analysis from Table 6.20, the Com&aemce students tend to prefer lecture
better than the Mechatronics students. The Mechasostudents on the other hand
understand the exercises better than the Compuenc students, but the result on
exercise’s structure is indecisive.

In order to have a clearer answer on the ratio éetwectures and exercise the result from
group work evaluation will be reviewed. During tlggoup work evaluation for ES2
SS2009, the students were asked:

“In order to understand the lecture’s content ettee ration between lecture and exercise
should be ", and the options provided are:
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“4L: 2E”, “3L: 2E”, “2L: 2E”, “2L: 3E”, and “2L: 4F’, where L stands for lecture and E
stands for exercise.

Table 6.21 presents the preferred ratio betwedarkeand exercise.

Table 6.21 - Students’ preferred ratio betweendextand exercise

Computer Valid | Cumulative : Valid | Cumulative
Science N Percenl Percent HEEETERES) L Percen{ Percent
1 2L:4E| 4 | 15.40 15.40 1 2L:4E| O 0.00 0.00

2 2L:3E| 4 | 15.40 30.80 2 |2L:3E| 4 | 33.30 33.30

3 2L:2E| 13 | 50.00 80.80 3 |2L:2E| 5 | 50.00 83.30

4 3L:2E 15.40 96.20 4 |3L:2E| 2 | 16.70| 100.00
5 4L:2E| 1 | 3.80 100.00 5 |4L:2E| O | 0.00 100.00

Total | 26 | 100 Total | 12 | 100

As observed in Table 6.21 the 1 to 1 ratio betwieeture and exercise has the highest
percentage. 50% of the Computer Science studedtS@¥ Mechatronics students selected
1 to 1 ratio. The cumulative percent shows that8B&0% Mechatronics students prefer to
have either the 1 to 1 ratio or more exercise, e&erthe Computer Science students’
percentage stands at 80.80%. As compared to thep@emScience students, there is a
tendency for Mechatronics to have more exercise kbeture.

Table 6.22 compare the preference on lecture aactise ratio for Computer Science and
Mechatronics students statistically.

Table 6.22 — Comparison between the preferenceainre and exercise ratio

Computer Science Mechatronics
Std. Std. | Sig.
N | Average Dev. N | Average) Dev.
Lecture Exercise Ratio 25 3.240 1.052 | 11 3.180 0.751 | 0.87D

Each ratio is given a value. “4L:2E” is assignedhwi, “3L:2E” is assigned with 2 and so

on. This means the higher the average is thanigtehratio for exercise is preferred, and
the opposite is true for lecture with the higheslue at 1. The median is at 3 where the
ratio between lecture and exercise is 1 to 1. Mezame ratios for both are slightly more
than 3, meaning both have the tendency to prefercese more than lecture. Contradicting
to the Hypothesis 14, the average ratio for Comp&eence students is higher than
Mechatronics students. This means that as compardde Mechatronics students, the
Computer Science students tend to prefer exercme.niHowever, the difference is not

significant.
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Hypothesis 14 is not acceptable. The accumulatieegentage for Computer Science to
have more exercise is higher but the differencena significant.

As Mechatronics students have better understandiimopg the exercise session, and the
nature of their study is more practical; the negidthesis tests if the Mechatronics students
are able to solve application questions better thamputer Science students. During the
final exam for ES1 WS0809, there are two questithrag are almost related. One is a
theoretical question and the other an applicatiobastjons. Table 6.23 shows the score
distribution for both questions.

Hypothesis 15 — Mechatronics are able to solve agilon questions better than
Computer Science students

Table 6.23 - Distribution of exam score for ES1 8080

Questions for Average
ES1 WS0809 Discipline N Score | Std. Dev. Sig.
3 Computer Science| 47| 4.790 1.885 0.280
(Theoretical) Mechatronics 29| 4.250 2.372 '
4 Computer Science| 47| 1.480 1.877
: . 0.186
(Practical) Mechatronics 29| 2.070 1.865

Mechatronics students fare better than Computegn8ei students in terms of application
guestions. Question 3 and 4 are both on Petringestipn 3 is more theoretical; the
students are given a Petrinet and should draw #tarting set”, “index matrix”, and
“liveliness graph”. Question 4 on the other handmigre on application; it requests the
students to draw and describe two Petrinet graglash representing the “polling
procedure” and the “interrupt procedure”. The shudavere taught Petrinet in “Chapter 3 —
Typical Architecture”, and polling and interrupt i€@hapter 4 — Scheduling”. Question 4
requires the students to combine both these kngeletb solve the question. Table 6.23
shows that the Computer Science students did bettgrestion 3. As for question 4, only 6
out of 99 students scored 5 points or above; 3fram Computer Science and 3 from
Mechatronics. The difference of score is more ewvid®r the practical question as
compared to the theoretical question.

The next comparison involves the same batch ofesiisd During the ES2 SS2009 final
exam, Question 4,5, and 6 are based on an elesgstem The students are given the
system description, a list of sensors and actuatndsthey are suppose to “design” and
“implement” the system. Question 4 requests thdesits to design the system in SA/RT.
In Question 5, the students should program threduhes for the elevator system in

structured text, function block diagram and laddésgram. Question 6 requests the
students to draw the block definition diagram insM®y, and architecture diagram in

SA/RT. Table 6.24 shows the score distributiontfi@se three questions.
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Table 6.24 - Final exam question result for ES20882

Questions for Average | Std.
ES2 SS2009 Discipline N Score Dev. Sig.
Computer Science | 56 7.087 2.523
4 . 0.492
Mechatronics 24 7.533 2.933
Computer Science | 56 8.319 4.077
5 . 0.116
Mechatronics 24 9.967 4.635
Computer Science | 56 5.844 2.892
6 . 0.850
Mechatronics 24 5.704 3.273

All the 3 questions described above are considasedpplication question according to
Anderson and Krathwohl's taxonomy. The studentsgiwen a new scenario and they are
required to apply the theory they learnt in thisvngtuation. The Mechatronics scored
higher than the Computer Science students for muedtand 5. The difference of average
grade question 4 is 0.446, and for question 5648.. The Computer Science students did
better in question 6 but the average score diffaxresm small, namely 0.14.

Hypothesis 15 is not totally acceptable. Mechatrmsstudents do better in application
questions but the difference is not significant.

6.6.6 Discussion on Practical Learning

Different research proposed that Mechatronics stisderefer practical work. The purpose
of section 6.6.6, is to find the impact of practiearning in relation to Computer Science
and Mechatronics students. The analysis will beddy to impact and preference of
exercises, and answering practical questions.

From the analysis above it is clear that as congpéwethe Mechatronics students, the
Computer Science students gave better rating ®tettture’s structure and understanding.
The Mechatronics students on the other hand caerstahd the exercise better than the
Computer Science students, but the preferencefaatexercise is lower than the Computer
Science. One possible explanation for this treraksishe Mechatronics students are able to
understand the exercise content; therefore, thay finat the current ratio suffices. The
Computer Science students on the other hand, gaarep rating for exercise’s
comprehensibility is lower, and therefore, theyt fare exercise is needed. From these
observations, it can be concluded that exercigap®rtant for both Computer Science and
Mechatronics students.

On the aspects if the Mechatronics students cawenpractical questions better, the
findings show that the Mechatronics fared bettantthe Computer Science. However, this
aspect is not so “cleanly” evaluated as Mechatssiadents also have better average grade
as compared to the Computer Science students tarW&0809 and SS2009. Therefore,
there might be a tendency for Mechatronics studemtdo better at practical questions.
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Generally, the practical aspects in learning arpoitant for both Computer Science and
Mechatronics students. There is no significanted#dhce between both disciplines for
practical learning.

6.6.7 Findings on the Importance of Exam and Attendance

Different methods have been introduced to attractents’ interest towards the course ES1
and ES2. However, it is believed that the main wadion for the students to work on the

course content on their own (personal revisiomosmainly due to personal interest but to
do well for the final exam. Table 6.25 presents #tedents’ respond concerning the

motivation to do revision. The data is from couesaluation in ES2 SS2009.

Hypothesis 16 — The main motivation for studentsr&vise the course content is to do
well for the exam

Table 6.25 - Motivation for students to do revision

Motivation Exam | Exercise | Group Work | Interest | Study Group
CS (11) 8 5 5 3 2
M (9) 9 5 2 3 2
Number of Students| 17 10 7 6 4

Table 6.25 shows that the students selected “Hrepfor exam” as their main motivation

to revise the course content. All together 20 stitelparticipated in this evaluation and 17
selected “preparing for exam” as their motivatidiis is followed by preparing for the

exercise, working on the group work, self — interasd study group. Only 2 out of 9

Mechatronics students selected group work as thivation to revise course content.
There are also positive comments concerning thertypity to accumulate extra points for
the final exam through pop quizzes and group work.

Students will make decisions based on what wilplibem to score better in the final exam.
The students who did not participate in GWB alserded that they can do better when
using the time for group work to revise for the mx& students, both Computer Science
students, who patrticipated in GWB, mentioned thay/twould prefer to have pop quizzes
instead of group work. This is because more efforteeded for group work but the extra
bonus point for the exam is still the same. Durthg beginning of ES1 WS0809, the
students are requested to write down their expgeosibn the course. 4 out of 6 students
who wrote about the expectations for ES1 WS0708tioweed that they would like to learn
what is relevant to the exam; and the lecture axetcese should prepare the students
towards doing well in the exam.

From the statistical data and the comments fronsthdents, it can be concluded that the
focus for the students is to do well in the finahmn. Learning for the sake of interest is
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low. Therefore, the main motivation on revising tt@urse content is doing well in the
exam.

Hypothesis 16 is acceptable. The main motivation $tudents to do revision is to do well
in the final exam.

According to [R093] and [AD+08], students’ attendarcorrelates with the exam’s grades
positively. The students, who have perfect attendanscored averagely a full grade better
than the students who have half the attendancedRb§pothesis 17 will test if this is also
true for the students in ES1 and ES2. Table 6.2@apes the attendance with the student’s
grade.

Hypothesis 17 — Students who attend the class noften will do better in the exam as
compared to students who did not

Table 6.26 - Attendance vs. ES1 WS0809 grade

_ Attendance (Full attendance 15 classes Total
Final Exam Grades
Oto6 7t09 | 10to 12| 13to 15
Better 1.0 0 0 4 4 8
Grade 1.3 0 0 0 1 1
| 23 0 0 1 0 1
GEriée 2.7 0 0 1 0 1
| 3.3 0 0 1 1 2
Poorer 37 l O l 0 2
Grade 4.0 0 1 0 1 2
Total 1 1 8 7 17

As the evaluation data is collected anonymouslydinect comparison can be made for the
whole class or whole evaluation. However, in ES108, a group of 17 students
volunteered and relate their grade to the evalodtom number after the final exam was
made known. As shown in Table 6.27 from the 7 sttglavho have almost perfect
attendance (“13-15" times in a semester), 5 sceeey good grades (1.0 and 1.3), 1 scored
satisfactory grade (3.3), and 1 scored sufficieatlg (4.0). Two students who attended less
than 9 times scored only sufficient grade (3.7 &fj. Another observation is out of the 8
students who scored 1.0, 4 of them have almosepeattendance and the other 4 have the
second highest attendance category.

Table 6.27 — Correlations between ES1 grade andesits’ attendance

Attendance
N Correlations Sig.
ES1 Grade| 1V -0.434 0.082
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As shown in Table 6.27, using Pearson correlatiogre is a negative correlation between
the grades and the attendance. The higher thedatiee, the lower the grades will be. This
means the higher the attendance, the better tltke gvdl be. The correlation is significant
atp=0.1.

Hypothesis 17 is acceptable. There is a significantrelation between the student’'s
attendance and the grade for final exam.

6.6.8 Discussion on the Importance of Exam and Attendance

Even though, the intake requirements for both CdepuScience students and
Mechatronics students are the same in Universitgsila[SKO07], [Le04], the learning
preferences from both groups of students are éifiterES1 and ES2 are for students in
their third and fourth semesters. The charactesdtiat determine the students to choose
the particular discipline and/or the foundation rsas in the first four semesters plays a role
in forming the different cognitive mind set. The rQuouter Science students are more
receptive towards class lectures as compared tM#uhatronics students. However, when
it comes to practical learning, both disciplinesmado place almost the same importance.

As described in section 2.3.2, the attendance itapgae final exam grade positively. This
Is also reflected in this research. Therefores iimportant to motivate students to attend
classes. One of the methods is through the impl&atien of active learning methods. The
most effective method to have motivating clasigngage students’ involvement during
lecture. In class demonstration, round-robin goestg, and cold-calling are the few
methods that can be implemented. The effectivenés®nstant feedback using 5IMPLe
dwindles after being implemented a few times.

6.7 Evaluations on the Efforts for Implemented Methods

6.7.1 Findings on Efforts for Implemented Methods

Having compared the effectiveness of the methogdeimented to the different disciplines.
This sub-chapter will discuss on the efforts neefdeccach method. The efforts recorded
for each method are estimated hours spent by geareher. First time effort indicates the
effort required to prepare the material if no primowledge on the subject is available.
First time efforts include getting to know the setdij sourcing for the information required,
and preparing the materials for the class. One éffeet is the effort required to prepare the
material for the class when the subject is alrdatlywn, materials are already available.
Modifications may be necessary or new informatian be added but the basic information
is readily available. The hours of effort indicatedthe table are the preparation time
needed for 90 minutes of class. Repetitive effoeffort based on the class size. The value
“n” indicates the group of 10 students. If there &0 students, then “n” will be 8.
Occurrences in a semester are the number of tineesurs in the semester.
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Table 6.28 shows the efforts needed for the diffeneethods.

Table 6.28 — Comparison of efforts required for different methods

Method First Time | One Time | Repetitive O_ccurrences
Effort Effort Effort ina Sem.
Group Work
a) GWA - Partial life cycle not recorded 2.0 hrs n(2.0 hrs 1
b) GWB - Whole life cycle not recorded 2.0 hrs n(6.0 hrs 1
Motivating Lecture & Exercise Low Low Low Low
Exercise 9.9 hrs 6.0 hrs (a,b)
Pop Quizzes 3.5 hrs 3.5 hrs n(0.5 hrs) (a,b)
5IMPLe n(0.2 hrs) 2
Bench Scale Equipment 12.0 hrs 4.5 hrs 2
Course Coupling
a) Loosely coupled software toqgls 2.0 hrs
b) Closely coupled software too|s 3.0 hrs c0lhr (b,c)

Legends:hrs — hour, n — groups of students in 10, a — o@nwes of first time effort, b —
occurrences of one time effort, c — occurrencegpétitive effort

The effort needed for group work equals to the satron of first time effort or one time
effort added with repetitive effort, the summatiarll be multiplied with the number of
occurrences. First time effort includes time to gg@nand come up with the idea of the
group work. The exact time needed to come up ghideas for both group works are not
being recorded. The one time effort includes theetfor the group work guidelines. There
is only one occurrence of group work per semester.

effortGroupWork = a(firstTimeEffort)+b(oneTimeEfterepetitiveEffort), where a,b >0

There are usually 14 lectures and exercise weeles samester. Normally, out of the 14
weeks, 7 weeks are for exercises. If the exersisenew subject then the hours needed is
the “first time effort” and if the exercise is ahy available and only modifications are
needed then the “one time effort” will be used. Mpetitive effort is required as the
exercise questions are not marked. The first tiffteteand one time effort also includes the
time needed to prepare the questions and answetssired upload them to the internet.

effortExercise = a(firstTimeEffort)+b(oneTimeEffpnivhere a,b >0

The first time effort and one time effort for popizges are the same as the pop quizzes
implemented so far are not reused. The first tiffierteand one time effort are the hours
required to prepare a 15 to 20 minutes quiz. Prgnéind stapling of the pop quizzes are not
included as this is done automatically by the pbopy machine. The repetitive effort is the
hours needed to grade the pop quizzes. Pop quazeenducted between 2 to 3 times in a
semester.
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effortPopQuiz = a(firstTimeEffort+n(repetitive Efig)y+b(oneTimeEffort+n(repetitive Effort
)) , where a,b >0

The effort needed to implement 5IMPLe depends erfékedback received. If the problems
voiced by the students are almost of the same @gtethen the time needed to prepare for
the feedback might be shorter. The time requiregrepare for the answers will vary

depending on the way it is done, preparing slidefulb answer sheets for upload might

take longer than just taking note of the categoaied spontaneously answering it in the
class. The effort presented here are the hoursedegdgo through the feedback and to
categorise them to its categories. The feedbackuormer semester 2009 is integrated in
the exercise; therefore, the hours to prepareherféedback are already included in the
exercise.

effort5IMPLe = b(n(repetitiveEffort)), where b >0

Bench scale equipment had been used in the exesessgon. In the coupled course SWT,
the same hardware description is used, whereasditare functions are different. The
same hardware descriptions are also given to tigests who participated in GWB. Here
the first time effort to prepare the diagrams, kane lists, text descriptions, slides etc
requires 12 hours. Modifications on current infotima to add or change a new software
function require 4.5 hours. The hours in effort bmnch scale equipment are hours saved.
For example, as bench scale equipment was impleaient3 different contexts, the time
saved is between 24 hours ((3-1)*(12) =24) and @1 {(3-1)*(4.5) =9).

effortSaved = (a-1)(firstTimeEffort)+(b-1)(oneTinféktt), where a,b >0

The effort required for the initial discussion cenuing the schedule to couple two courses
takes about 2 hours. In closely coupled SWT, thditathal hour is for the feedback
between the teaching assistants for both the cewafter each exercise session. Only 5 to
10 minutes of discussion is required. Mainly, tlr@eepts that are difficult to the students
will be discussed. This discussion is not dependarihe class size.

effortCCSWT = b(oneTimeEffort)+c(repetitiveEffomhere b, ¢ >0

The efforts required for each semester differs. Example pop quizzes are at times
implemented 2 or 3 times in a semester. When aswdyject is included in the exercise,
then “first time effort” will be used for calculain instead of “one time effort”. As there are
usually 7 sessions of exercises in the semesteayarage value will be taken. 3 exercises
will be calculated as prepared from scratch. Theeeffirst time effort” will be used here.
The other 4 exercises will be considered as madibas from existing materials; therefore,
“one time effort” will be used here. The calculatiof efforts required are shown in Table
6.29
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Table 6.29 — Estimation of efforts required for lempented methods

Method Efforts Required
Group Work
a) GWA - Partial life cycle effortGroupWork = O(firstTimeEffort)+1(2+7(2.0))=16
b) GWB - Whole life cycle effortGroupWork = O(firstTimeEffort)+1(2+7(6))=44
Motivating Lecture & Exercise | Low
Exercise effortExercise = 3(9.9)+4(6)=53.7
Pop Quizzes effortPopQuiz = 2(3.5+5(0.5))=12.0
5IMPLe effortsIMPLe = 2(2(0.2))=0.8
Bench Scale Equipment effortSaved = (2-1)(12)=12.0
Course Coupling
a) Loosely coupled software toolseffortLCSWT = 2
b) Closely coupled software tools effort CCSWT = 1(3)+12(0.2)=5.4

6.7.2 Discussion on Efforts for Implemented Methods

From Table 6.28, it is observed that motivatingtlee requires the least effort to
implement. There might be some preparation timevéi@r, this depends on the teaching
instructor or teaching assistant. Some people aiftetl” in having interaction with
students.

The next effort that requires least effort is tligling with software tools. The only time
required is for discussion on the course timelieéole semester starts and short updates
after each session of exercise.

The third placing is pop quizzes. However, thisetefs on the number of students in the
class. From the context of ES1 and ES2 this is léodowever, classes with more than
150 students would not be practical especially wtneme is only one teaching instructor
and teaching assistant handling the class. Angtbssibility is the installation or personal

response system for pop quizzes.

The next in row is group work. The effort to implems GWA is lesser than GWB. From
the analysis conducted for group work in sub-chaptd, the implementation of GWB
positively influence both Computer Science and Mexanics students as compared to
GWA. However, the effort required is also higheneTimplementation of exercise requires
the highest effort. From the feedback in sectidh%.this is part of the core in ES1 and
ES2. Both Computer Science and Mechatronics stadgive the same importance to
exercise as to lecture.

The implementation of 5IMPLe does not require mueffort. However, it is only
implemented twice in this research. As discussddyipothesis 7, the impact of 5IMPLe is
not visible. If this is conducted after every claphen about 5 to 10 hours are required to
implement 5IMPLe at higher frequency.
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7 Conclusion on Methods Implemented

Chapter 6 evaluated the different implementationthogs according to bench scale
equipment, lecture and exercise, 5IMPLe, pop quizgeoup work and course coupling.
Different research found on the course of this asde focuses only on a certain group of
students. This research has the opportunity ofrebeetwo different groups of students,

working with the same set of course content, malterand methods. This is a good
opportunity to compare one group of students fraffierént disciplines. [HW+02] suggest

that the implementation of an active learning mdihior example muddy card, may be
influence by another method. Therefore, an aspetivtill be investigated in this chapter is
the dynamics between the implemented methods.

In order to have a clearer view between the dynsrafcmethods implemented, the first
sub-chapter will discuss the analysis based oermifit combinations of methods. This will
then be followed by a general conclusion on theoltypsis, impact of methods to the
disciplines and the effort required to implemersin methods.

7.1  Dynamics between Methods Implemented

From the analysis in chapter 6, dynamics of thehouas and the impact on each discipline
will be discussed. The effectiveness of differerdtimods to both Computer Science and
Mechatronics students will be generalised. Tabk gresented the implementation of

methods across the semesters together with itstolge. For ease of references, the table
is once again presented here, but without the tiagecof each method.

Table 7.1 — Implementation of methods across thesters

Bench Moti- Cour_se
Methods SC21€ vating | Exercise Pop |5 |nMpLe|-SroupWorki  Coupling

EQUIP- | octure Quizzes GwA | ewe| ¢ cC

ment SWT | SWT
WS0607, -- X X -- -- -- - - -
552007 X X X -- -- X -- X -
WSs0708 X X X X -- -- -- - -
Ss2008 X X X X ~ I N B X
WS0809 X X X X X -- -- -- -
SS2009 X -- X -- X -- X -- X

The different implementations can be divided intgr@ups; one is “general participation”
and the other with “optional participation”. Thengeal participation group means any
students who patrticipate in ES1 or ES2 will be pdrthe implementation, whether they
want it or not. Methods in this category are thelementation of bench scale equipment,
motivating lecture, and exercise. The other grawgmely optional participation means the
students can choose to participate or not to poatie in this method. Three methods
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belong to this category, namely pop quizzes, S5IMRiup work and course coupling
with software tools course. As described in secsiol-chapter 4.4, software tools course is
an optional application course for the Computeefce students but it is compulsory for
Mechatronics students. Even though software tamiarse is compulsory for the
Mechatronics students, they can still choose te thls course in other semesters. It is not
interdependent with ES2, therefore, software t@olgrse is also considered as “optional
participation” for Mechatronics students.

Generally, it is not possible to relate the ratifys“general participation” methods to the
final exam result, as the evaluations are conduatezhymously. Secondly, all students
who participate in ES1 and ES2 are part of thislemgntation, and so the option to
compare, for example “students who take part inivatihg lecture but not exercise”, does
not exist. Therefore, other than the discussiosgrted in sub-chapter 6.2 and 6.3, no extra
relationship or dynamics between these method®eatrawn.

The following sections will discuss on the dynamiostween methods for “optional
participation”. The dynamics between group workp ppizzes and software tools will be
based on the average grade, as comparison betveegcigants and non-participants for
each method.

The combination for students participations areugeml to 6 different categories for
analysis (Table 7.2). The differences between Resthat are significant at (p = 0.05 or
p = 0.1) will be connected using a line and a dbtiee respectively. Differences that are
not significant, but has close tendency to sigaiie will be connected with line-with-dot.

Table 7.2 — Categories of participations for diéfiat methods

Category of Extra Points Method Course Coupling
Participation Group Work (GWA or GWB) or| SWT (loosely coupled or closely
Pop Quizzes coupled)

1 0 - No Participation 0 - No Participation

2 1 - Got Participation 0 - No Participation

3 0 - No Participation 1 - Got Patrticipation

4 1 - Got Participation 1 - Got Participation

5 X - Not Considered 1 - Got Participation

6 1 - Got Participation X - Not Considered
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7.1.1 Comparison for Summer Semester 2007

Computer Science Students:

Average Grade for Computer Sience Students SS2007
Information for X - Axis

10 Category of Participations:
1-No_GWA & No_LC-SWT

151 2 - GWA & No_LC-SWT

o 3-No_GWA & LC-SWT

5 20 4 - GWA & LC-SWT

o 2.558 2593 5 - GWA (category 2&4)

% * 2.900 / ’ 2.974 (o.ooy"’zjooz "(0-089) ¢ 2.700 PRI festean 559

o - ' A

3: 3.0

~—~

7 7 2.900 | |nformation for Y - Axis
' 3029
0.00 0.001) 3200 *Y“’ g 3.200| Average Grade
35 /. mNEP & WEP = Ctrl. Dat:
Information for difference:

40 (0.011) e
: 7 144 _____sig. difference p=0.(
- - -sig. difference p=0.1
4.5 ; ‘ ‘ -.-.-. no sig. difference
0 1 2 3 4 5 6 7

Category of Participations

Figure 7.1 — Overview of Computer Science studezgslt for summer semester 2007

During summer semester 2007, partial life cycleugravork (GWA) is implemented.

Students who participated in “neither GWA nor LC BWcategory 1) have the poorest
result. The difference is significant to those wbok part in “GWA but not LC SWT”

(category 2), as well as those who took part in ‘S\Wnhd LC SWT” (category 4).

Therefore the participation for students in GWA heneficial for Computer Science
students.

There are no students who “did not participate WAsbut in LC SWT” (category 3).
Therefore, the sole impact of LC SWT on Computdaeism®e students cannot be analysed.
The closest NEP average grade to the control ddta students who participated in GWA.
When not taking into consideration LC SWT, the alifince between students who
participated in GWA (category 6) is significanthgtter than control data at p = 0.1. This
again affirms the discussion in section 6.4.1 thatimpact of GWA is strongly positive for
Computer Science students.
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Mechatronics Students:

Average Grade for Mechatronics Students SS2007
Information for X - Axis
1.0 Category of Participations :
15 | 1-No_GWA &No_LC-SWT
‘ 2 - GWA & No_LC-SWT
20 3-No_GWA & LC-SWT
g 4 - GWA & LC-SWT
S, 5 - GWA (category 2&4)
g K2'660 6 - LC-SWT (category 3&4)
=) 2.924 . s
g 30 \'\ 3.059 ¢ 3.158 226% Information for Y - Axis
< 35 | (0.156 o 5 W 3.35 Average Grade
553 g 3.653 mNEP ¢ WEP - Ctrl. Data
4.0 4.000
Information for difference:
45 | n 4.500 _____sig. difference p=0.C
- - - -sig. difference p=0.1
5.0 ‘ ‘ : -.-.-.-no sig. difference
0 1 2 3 4 5 6 7
N=0 N=2 N=5 N=17 N=19 N-: Category of Participations

Figure 7.2 — Overview of Mechatronics students Itdfen summer semester 2007

The implementation of GWA does not significantlypiact the Mechatronics students. The
group that did the best is the group who “did nattigipate GWA but in LC SWT”
(category 3). The NEP average grade for this caye@o significantly different when
compared to students who participated in both “GAm LC SWT” (category 4). This
shows that the impact of GWA to the students isasgpositive as LC SWT.

The WEP average grade is generally lower than obufata, but the difference is not
significant. This shows that the Mechatronics shisielid poorer in ES2 as compared to
other subject they took in summer semester 2007.

Similarly to the Computer Science students, the Ni¥Brage grade for Mechatronics
students is similar are poorer than control datae Wifference with control data for
Mechatronics students is however bigger as comptreédat of Computer Science. This
confirms the discussion in section 6.4.1 that GWAs hno significant impact on

Mechatronics students. LC SWT seems to have moséiym impact than GWA for the

Mechatronics students.
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7.1.2 Comparison for Summer Semester 2008

Computer Science Students:

Average Grade for Computer Science students SS2008 _ _
10 _ Information for X - Axis
' i‘é‘c’)‘(’) Category of Participations:
15 : 1-No_PQ &No_CC-SWT
2-PQ &No_CC-SWT
2.0 3-No_PQ & CC-SWT
: » 2.162 =
© 0.000 # 2:208 (0_00@/ 4-PQ & CC-SWT
8 2.5 5 - PQ (category 2&4)
2.800 W 2742
© 30 Vs 3.000 | 6 - CC-SWT (category 384
g 3354 // / 2
@ 35 // : Information for Y - Axis
< (0.000 Average Grade
4.0 : B NEP e WEP - Ctrl. Dat:
4.021
45 . . _
Information for difference:
50 - . sig. difference p=0.(
5.000 - - - -sig. difference p=0.1
5.5 -.-.-. no sig. difference
0 1 2 3 4 5 6 7
N=19 N=25 N=1 N=1 N=26 =B Category of Participations

Figure 7.3 - Overview of Computer Science studesgslt for summer semester 2008

During summer semester 2008, pop quizzes are inguieed. Similar to the Computer
Science students in summer semester 2007, studdrdsparticipated in ,neither pop
quizzes nor CC SWT SS2008” (category 1) scoreghtioeest average grade. Students who
participated in “pop quizzes but not in CC SWT S@&20(category 2) have significantly
better NEP and WEP average grade as compared tstudents who participated in
“neither pop quizzes nor CC SWT SS2008” (categoyy The only 2 students who
participated in CC SWT SS2008 have two extremeltsesone very good and the other
very poor. Therefore, no definite conclusion on thgact of CC SWT SS2008 to
Computer Science students can be concluded. The WlEPage grade of pop quiz
participants (category 5) is significantly bettean control data.

In summer semester 2007, the NEP average gradetiegory 2, 4, 5, and 6 are poorer than
control data. The NEP average grades for thesgaags in summer semester 2008 are the
opposite. They are all better as compared to cbd#ta. This shows that the impact of pop
quizzes is better than GWA for Computer Sciencdesits.
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Mechatronics Students:

Average Grade for Mechtronics Students SS2008 ) )
Information for X - Axis

1.0 Category of Participations:
15 1-No PQ &No_CC-SWT
' » 1.683 2-PQ &No_CC-SWT
20 / » 1.915 3-No PQ &CC-SWT
5 [ jp2.167 y 2221 | 4-PQ&CC-SWT
g ot | (0.000 W 2.400 5- PQ (category 2&4)
p T M 2.583 | 5. CC-SWT (category 3&4)
g 3.0 2.951 /, : o 2.951
o | Information for Y - Axis
< 35 %) 005 Average Grade
B NEP ¢ WEP = Ctrl. Datz
% 3.833
4.0 - @ 4.000 ¢ 4.000
Information for difference:
4.5 W 4.500 sig. difference p=0.(
- - - -sig. difference p=0.1
5.0 ‘ ‘ -.-.-. no sig. difference
0 1 2 3 4 5 6 7

N=1 ~ N=2  N=6 N=18 N=20 M Category of Participations

Figure 7.4 - Overview of Mechatronics students ltefsun summer semester 2008

The impact of participating in both CC SWT SS2088 aop quiz (category 4) is the most
positive. The WEP and NEP average grade is sigmflg better than those who only

participated in CC SWT SS2008 and not in pop qaaggory 3). This shows that the
impact of pop quizzes alone without CC SWT SS2008sdnot positively impact the

students. However, when observing the data on theley the impact of students who
participated in pop quizzes (category 5) and CC SB82008 (category 6) are both
significantly better than control data. This is daghe influence from the average grade in
category 4.

As compared to the semester before in summer sen2@d7, the Mechatronics students
do better than control data. Both NEP and WEP @etrade are better than the average
control grade. During the summer semester 2007n dkeugh the difference is not
significant, students in category 5 and 6 have @o®EP and WEP average grade as
compared to control data. This shows that the implgation of pop quiz and CC SWT
SS2008 is a good combination.
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7.1.3 Comparison for Summer Semester 2009

Computer Science Students:

Average Grade for Computer Science Students SS2009
Information for X - Axis

1.0 Category of Participations:
1-No_GWB & No_CC-SWT
15 2 - GWB & No_CC-SWT

3-No_GWB & CC-SWT

4 - GWB & CC-SWT

5 - GWB (category 2&4)

6 - CC-SWT (category 3&4)

N
o

Information for Y - Axis

Average Grade
N
ol

% 2.801 2730 r 2.824 Average Grade
3.0 N~ mNEP & WEP - Ctrl. Datz
0043\ "~~ (0.075 ¢ 318 ¢ 3.186
35 3.468 S (0.011) 3.468 |Information for difference:
' 3.607™ S~o W 3.659 sig. difference p=0.C
\\F 3.857 m3857 - -sig. difference p=0.1
4.0 ‘ ‘ ‘ -.-.-. no sig. difference
0 1 2 3 4 5 6 7
N=22 N=27 N=0 N=7 N=34 N Category of Participations

Figure 7.5 - Overview of Computer Science studessslt for summer semester 2009

During summer semester 2009, the same course oguplith SWT is conducted (CC
SWT SS2009). In this semester group work with impatation of whole life cycle
process (GWB) is conducted. Unlike summer sem@§i@v, where only 9 students did not
take part in GWA and LC SWT; during summer seme2@9, 22 students did not take
part in GWB and CC SS2009 (category 1). This isaihky exceptional case where students
in category 1 have better average grade than dod#&ta. The NEP average grade is
significantly better than those in category 2 andTlis shows that Computer Science
students are able to do well by “just studying”.

GWB have more impact than CC SWT SS2009, the stademo took part in GWB but not
CC SWT SS2009 (category 2) have better averageeghtah those who took part in CC
SWT SS2009 but not in GWB (category 4). Howevergwltonsidering the social and
practical impact of GWA that is reflected in thetrexpoints, then the average grade for
GWB is at par with category 1.

By comparing the improvement of average grade dwextra points in category 2 and 4, it
can be deduced that participation in CC SWT doempfate to better deliverance of GWB
documentations. The NEP average grades for cag=g@ri4, 5, and 6 are similar to that in
SS2007. They are all poorer than the average dagride. In fact, the only average grade
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that is better than the average control grade hoset in category 1, those who did
participate in neither GWA nor CC SWT SS2009.

Mechatronics Students:

Average Grade for Mechatronics Students SS2009 _ _
Information for X - Axis
1.0 Category of Participations:
15 ~1.519 1-No_GWB & No_CC-SWT
' (0_031/' o 1.724 2 - GWB & No_CC-SWT
20 (0.01 e 2014 | 3-NOo_GWB & CC-SWT
Q 2.23 - -
= 2.493 / . }/l 2.394 5 493 47 CWB&CC-SWT
© 25 ~ ™ 5 g, | 5 - GWB (category 2&4)
g 2.0 7 ; 6 - CC-SWT (category 3&4)
2 /7(0.141)
§ 35 3.33 Information for Y - Axis
< Average Grade
4.0 - B NEP ¢ WEP = Ctrl. Dat:¢
4.5 - Information for difference:
50| 5 000 ® 5.000 sig. difference p=0.(
- - - -sig. difference p=0.1
55 ‘ ‘ ‘ ‘ -.-.-. No sig. difference
0 1 2 3 4 5 6 7
N=1 N=1 ~N=6 N=16 N=17 N: Category of Participations

Figure 7.6 - Overview of Mechatronics students ltsfem summer semester 2009

Students who participated in both GWB and CC SWPR®S (category 4) have the
highest NEP and WEP average grade. Students whioadigarticipate in GWB but in CC
SWT SS2009 (category 3) tend to have poorer avageage but it is not significant. This
shows that the impact of GWB may be stronger tharS&/T SS2009.

Mechatronics students who participated in GWB (@atg 5) have better NEP average
grade than control data, but the opposite is toueComputer Science students. This leads
to the conclusion that GWB is more beneficial foe Mechatronics students as compared
to the Computer Science students.

7.2 General Conclusion

This section will relate the findings on the methahplemented to the disciplines and the
efforts required. Firstly, Table 7.3 presents tlierview of the hypothesis in chapter 6. The
hypotheses are grouped to 3 categories, hamelytixde, not totally acceptable and not
acceptable. The “+” sign means the analysis isifsigntly true and the “—” sign means

the opposite findings to hypothesis is significaamd “O” means the findings are not
significant.
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Table 7.3 - Summary of Hypotheses

Hypotheses

Accept-
able

not
totally

accept-
able

not
accept-
able

for
both

Cs

for
both

Hypothesis 1 — Implementation of consistent berethes
equipment will help student to understand the eomtent

Hypothesis 2 — Motivating lectures encourage sttglettendance

++

Hypothesis 3 — Motivating lectures will influenaeidents’
comprehensibility of lecture

++

Hypothesis 4 — Motivating lectures will influendestusefulness o
demonstration

f

++

Hypothesis 5 — Pop quizzes will motivate studeats&ndance as
compared to semesters without pop quizzes

Hypothesis 6 — Pop quizzes will prepare the stugfamtthe final
exam

++

Hypothesis 7 — Course feedback using 5IMPLe wiltivate the
students to provide feedback concerning the carostent

Hypothesis 8 — GWA participants will have betteelege grade
than non-participants

++

Hypothesis 9 — GWB participants will have betteerage grade
than non-participants

++

Hypothesis 10 — Students who participated in mioaa tl lifecycle
phase will have better grade than those who ontlyggaated in 1
lifecycle phase.

Hypothesis 11 — Closely coupled software tools se {CC SWT)
has more positive impact as compared to looselpledusoftware
tools (LC SWT)

Hypothesis 12 — As compared to textual descripttungents will
find the modelling diagrams in SA/RT or SysML uddtr system
development

Hypothesis 13 — Group work encourages studentselodsmore
time working on the course content on their owe@spared to
pop quizzes.

++

Hypothesis 14 — As Mechatronics students are m@etipal
based, they would appreciate to have more exet@iseture ratio
as compared to Computer Science students

Hypothesis 15 — Mechatronics are able to solveiegbn
questions better than Computer Science students

Hypothesis 16 — The main motivation for studentsetdose the
course content is to do well for the exam

++

Hypothesis 17 — Students who attend the class oftee will do

better in the exam as compared to students whoatid

++

Legends:++ significantly better, + better, -- significantlgoorer, - poorer
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Generally, during ES2 SS2007 the NEP average giadéoth Computer Science and
Mechatronics students are both poorer than ther@omdta. This may due to the fact that
the course contents are just modified from ES2 V@306

As described by Hypothesis 3 motivating lectureypla role in helping the students to
understand the course content better. As shownainleT6.28, this requires the lowest
effort. Whenever possible this method should bdemgnted. However from the available
data, motivating lecture does not seem to be @rfaghen it comes to doing well for the
final exam. The Computer Science students who didparticipate in GWB or CC SWT
SS2009 have the best NEP average grade in the tegniess not possible to determine if
the students who attended classes in motivatintunechave better grade than those
attending lectures that are not motivating.

When comparing the impact of pop quizzes, grougkvamd course coupling with software
tools, the NEP average grade where pop quizzesngslemented in two consecutive
semesters are better than the average control.grageis elaborated in the discussion for
Hypothesis 6. Another semester where the NEP aeegaade is better than the average
control grade happens in summer semester 2009 siliaeents who participated in both
GWB and CC SWT SS2009 have slightly better NEP ayergrade as compared to the
average control grade. As observed in Table 6.8p,quizzes required 12 hours effort per
semester in this research. This is between theteffleeded for course coupling with
software tools course and group work.

The effort for course coupling with software tootsurse is not as high as pop quizzes or
group work, the impact for course coupling withta@ire tools course on final exam result
for ES2 is also not that evident. Computer Sciestaeents who participated in LC SWT
SS2007, and CC SWT SS2009 have poorer NEP averade than the average control
grade. Mechatronics students who only participatecCC SWT SS2008 or CC SWT
SS2009 have poorer NEP average grade as compardide taverage control grade.
Interestingly, this is opposite for the implemeiaatof LC SWT SS2007. This shows that
by only participating in a coupled course, it migitt necessarily improve the grades in
ES2. However, when the participation in a coupledrse is also combined with either pop
quizzes or group work, then the results improvedétter than average control grade.
Interestingly again, this is again opposite for kigronics students in summer semester
2007. As the participants who participated in astjtware tools are lower than those who
participated in “pop quizzes or group work” andtaafre tools, more weight will be given
to those in latter category (category 4). With ttiie following 2 conclusions are drawn.
Firstly, as discussed in Hypothesis 11, CC SWT @areffective than LC SWT. The
difference of effort for LC SWT and CC SWT is 3.duns extra for CC SWT. The second
conclusion is methods implemented in the class mawee impact. This is visible in the
average grade of Computer Science students. Thlerggiwho did not participate in LC
SWT or CC SWT did not do poorly.
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From the 2 group works implemented, GWA is moretati¢ for Computer Science
students and GWB for Mechatronics students. Theg®ints are elaborated in Hypothesis
8 and Hypothesis 9 respectively. One reason for GWitively impacting the
Mechatronics students might be the same softwaae¢ ith required in GWB is also
implemented in CC SWT SS20089.

The fact that GWB is implemented is to provide amportunity for students to work
through the whole life cycle process but accordmthe job distribution in each group, this
objective is not achieved. Hypothesis 10 also pddbat the benefit of students working in
more than one phase of the lifecycle is not evidAstthe hours spent for implementing
GWB is higher than GWA, 44 hours as compared thdifxs, it is perhaps more desirable
to implement GWA than GWB. A possible work aroumsdto use the idea from GWB,
where a few groups will create the requirementa aéw systems, and this information be
passed to other groups for design, followed by lagrogroup for the development, and
another for the testing. This way, the group sizk ve reduced to half, with perhaps 5
students in each group. This might also encourageeh participation from the Computer
Science students.

Of all the methods implemented, exercise requihes Highest effort. According to the
discussion for Hypothesis 14, both Computer SciemzeMechatronics students appreciate
the implementation of exercise. However, the impdHoexercise on the final exam grade
cannot be evaluated as exercise is not optionako@rmf that the schedule for lecture and
exercise is not made officially known to the studeifhe implementation of S5IMPLe is not
successful in this research.

The implementation of bench scale equipment teadsave class preparation time. In the
case of using the same bench scale equipment inekE&2ise and software tools course
saves about 12 hours of preparation. As discussétypothesis 1, the course evaluations
showed that the bench scale equipment helps swdeninderstand the course content
better. However, this cannot be directly connetbetthe final exam’s grades.

The learning behaviour between Computer ScienceMechatronics students do differ.
From the difference in summer semester 2009, theplter Science students seem to be
more “studious” where as the Mechatronics studemts more engaged in class
participation. The attendance for Mechatronics etisl is also higher than Computer
Science students (Table 6.4). However, as discusssettion 6.6.7, the main objective for
both groups of students is to do well for theiafiexam.
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8 Summary and Future Work

This research work presented the different methbds can be implemented in a large
interdisciplinary class environment. The three mzhallenges focused in this research are
students from different back grounds have diffex@gnitive mind set, the growing intake

of students by institute of higher education resgltlarge class environment, and the
limitation of resources to conduct the class. Theme different researches conducted to
tackle each of the challenges individually. Howeveer this research all these three

challenges are the boundaries that need to bedmyesi together.

Different works have also exposed on the pro ant @ implementing a certain method.
However, it is also necessary to study methodsdhatspecifically relevant to a group of
discipline. This research compares the impact dhods implemented between Computer
Science students and Mechatronics students. Mot decture is the main influence for
students’ attendance. One important role of thehieg instructor is to instil interest in the
students, and interact with the students. Studehtsattend lecture more regularly also do
better in exam as compared to those did not. Toergeven though the steps to engage
students in the class seem simple it has greatagm@amparing pop quiz, group work and
course coupling, pop quiz is a winner for both Catep Science and Mechatronics
students. This shows that the methods implememigle class have more impact on the
students as compared to the methods implementdallyabutside the class or totally
outside the class. When making a selection withtdidnresources in consideration, it is
proposed that the methods implemented in the slassld be given priority.

The impact of group work on the other hand varietvben the two disciplines. The
Computer Science students are less willing to @pete in GWB as the effort required is
higher and the perceived it as not worth it to ipuhe effort for the extra 15% point. Most
Mechatronics students on the other hand partiapate GWB. Course coupling in

combination with other methods (group work or papzges) did positively impact the

grade of Mechatronics students. From this obsemathere is a tendency that the
Computer Science students are more incline to stadytheir own, whereas the
Mechatronics students are interested in work thablves interaction. These two points
should be taken note for course design and shdsiddoa further investigated.

The growing class size and the growing focus ofhéigeducation to be a research
institution leaves teaching resources very valualde04]. This research presented
estimation of efforts required for the different teds. The efforts here are recorded
working hours from the teaching assistant. Theemrmethod that is suitable for either
Computer Science or Mechatronics students and #thad that meets the current efforts
availability can be selected. With this informatian guideline on the efforts required to
implement each method is provided. A reward sygbased on the effort required can be
offered to teaching instructors who take the ifites to improve learning environment for
the students.
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The course ES2 focuses on the development of arddebl system. It was expected that
the Mechatronics students will do poorer than thmm@uter Science students as this
involves the development of software. However, Mexhatronics students did better than
the Computer Science students. This is observedighrthe grade improvement achieved
by the two disciplines and the comparison with doatrol data. It is possible that the

Mechatronics students having more experience ilicgtion situation are able to answer

the exam questions that test on applications andmmwledge. More studies are required
to identify if the application gap for Computer &ete students by integrating more
application concepts in the theoretical class. Ftbenevaluation for lecture and exercise
ratio, it is seen that the necessity to “practicaliork out the questions in class, instead of
just listening to the lecture is important to bgtioup of students. For future work it might

be interesting to find out if exercises really iroptne students’ final exam grade.

This research aims to lay the ground work for idgimg the differences between
Computer Science and Mechatronics students, th@aoson of various methods and its
impacts, and a guideline on the effort needed fwlement these methods.

Among the few aspects that can be investigatetutare work are listed as below:

o The specific criteria needed to conduct a largerdisciplinary class, for example
in this research it is shown that motivating leetis an aspect that encourages
students’ attendance.

o The refinement of 5IMPLe or muddy card implemermiasi is it possible to
improve students’ final grade and interest for ¢lass by pure implementation of
SIMPLe.

o The direct impact of lecture or exercise to thelstus’ grades if no extra methods
are implemented in the class; is it sufficient tioe students to learn on their own
instead of coming for classes.

0 The impact of exercise on students’ final examéauigr.

o The impact of practical courses on Computer Scistwaents. This might provide
an answer on how to encourage Computer Sciencergtitb actually develop a
system.

o Comparison study if Computer Science students lisriedm self study program.

o Comparison study if Mechatronics students are mocéned to interpersonal
communication as compared to intrapersonal commatinit when learning.

o The impact of “perceived understanding” in claskjdents in this research
mentioned that the understand ability where matngakecture is not conducted is
low. However, the average grade comparison to geeontrol grade is not
poorer than that in summer semester 2007. It isiplesthat the result here is also
influenced by the other methods implemented. Howeves also possible that the
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8 Summary and Future Work

perceived understanding or usefulness plays ontyirer role when it comes to
doing well for the final exams.

These findings are not only useful for institutioihhigher education; it can also be used to
improve training centres for students and profesd® Among the relevant policies that
can be implemented based on this research aredone:

o providing basic training for teaching instructonsdateaching assistants before
undertaking a course to encourage motivating le¢tamd

o providing additional resources or reward systenctmurses that implements extra
methods that encourages students learning baskd effort required.
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10.1 Statistical Data — Final Exams’ Grades

Attachment

10.1.1 Descriptive Statistics

Descriptive Statistics for School's Grade

Descriptive Statistics
Category = School; Discipline = Computer Science

N Minimum Maximum Mean Std. Deviation
WS0607 298 1.0 5.0 3.436 1.2232
S$52007 139 1.0 5.0 2.900 1.0476
WSQ0708 258 1.0 5.0 3.322 1.2917
SS2008 147 1.0 5.0 3.354 1.1637
WS0809 108 1.0 5.0 3.392 1.3670
SS2009 129 1.0 5.0 3.468 1.3187

Descriptive Statistics
Category = School; Discipline = Mechatronics

N Minimum Maximum Mean Std. Deviation
WS0607 78 1.0 5.0 3.082 1.1320
SS2007 91 1.0 5.0 2.924 1.1261
WS0708 140 1.0 5.0 2.800 1.1000
S$52008 149 1.0 5.0 2.951 1.0771
WS0809 173 1.0 5.0 3.293 1.3332
SS2009 123 1.0 5.0 2.493 1.4392

Descriptive Statistics for Computer Science Student Grade

Descriptive Statistics

Category = Class; Discipline = Computer Science; Piécipants = No; Grade = NEP

N Minimum Maximum Mean Std. Deviation
WS0607 71 1.0 5.0 3.501 1.3818
SS2007 9 3.3 5.0 4.144 0.6966
WS0708 25 1.7 5.0 3.784 0.8601
S52008 20 2.0 5.0 4.070 0.9251
WS0809 18 1.0 5.0 3.506 1.2027
SS2009 22 1.0 5.0 2.891 1.3140
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Category = Class; Discipline = Computer Science; Pdcipants = Yes; Grade = NEP

Descriptive Statistics

N Minimum Maximum Mean Std. Deviation
WS0607
S$52007 41 1.0 4.0 3.0290 0.8878
WSQ0708 27 1.3 5.0 3.2480 1.0024
SS2008 26 1.0 5.0 2.7420 1.1673
WS0809 29 1.0 5.0 3.0690 1.3696
SS2009 34 1.7 5.0 3.6590 1.0252

Descriptive Statistics
Category = Class; Discipline = Computer Science; Pécipants = Yes; Grade = WEP

N Minimum Maximum Mean Std. Deviation
WS0607
SS2007 41 1.0 4.0 2.593 0.8748
WSQ0708 27 1.0 5.0 3.052 1.0184
SS2008 26 1.0 5.0 2.162 1.1486
WS0809 29 1.0 5.0 2.638 1.4115
SS2009 34 1.0 5.0 2.824 1.1855

Descriptive Statisics for Mechatronics Students’ Gade

Category = Class; Discipline = Mechatronics; Partipants = No; Grade = NEP

Descriptive Statistics

N Minimum Maximum Mean Std. Deviation
WS0607 25 1.0 5.0 3.932 1.3247
S$52007 5 1.0 4.0 2.660 1.1082
WS0708 14 2.7 5.0 4.193 0.7205
SS2008 7 2.7 5.0 3.857 0.8772
WS0809 14 2.3 5.0 4.114 0.9281
SS2009 7 1.0 5.0 3.571 1.5119

Descriptive Statistics
Category = Class; Discipline = Mechatronics; Partipants = Yes; Grade = NEP

N Minimum Maximum Mean Std. Deviation
WS0607
SS2007 19 1.7 5.0 3.653 0.9845
WS0708 20 1.0 5.0 2.535 0.9366
SS2008 20 1.0 5.0 2.400 1.2703
WS0809 15 1.0 5.0 2.320 1.4047
SS2009 17 1.0 5.0 2.394 1.1448
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Descriptive Statistics
Category = Class; Discipline = Mechatronics; Partipants = Yes; Grade = WEP
N Minimum Maximum Mean Std. Deviation

WS0607

SS2007 19 1.3 4.0 3.158 0.8821
WS0708 20 1.0 5.0 2.260 1.0748
S$S2008 20 1.0 5.0 1.915 1.2717
WS0809 15 1.0 5.0 1.973 1.3019
SS2009 17 1.0 5.0 1.724 1.0533
10.1.2 T-Test

T-Test between Computer Science Participants in PoRQuizzes or Group Work (using
WEP average grade); and School - Control Data

Discipline = Computer Science
Group Statistics
Category N Mean Stdt.iOIZ;evic Stl\cjl.ei:o
Grade WEP Average Grade Class 41 2.593] 0.8748 0.136p
$52007  [Average Control Grade | School 139 2.900] 1.047¢ 0.0889
Grade WEP Average Grade Class 27 3.052] 1.0184 0.196p
WS0708 | average Control Grade School 258 3.3221 1.2917 0.0804
Grade |WEP Average Grade Class 26 2.162| 1.148¢ 0.22583
S52008  |Average Control Grade School 147 3.354 1.1637 0.0960
Grade |WEP Average Grade Class 29 2.638] 1.411% 0.262
WS0809 |average Control Grade School 104 3.3921 1.367¢0 0.1315
Grade WEP Average Grade Class 34 2.824 1.185% 0.203B
$52009  [Average Control Grade School 129 3.468 1.3187 0.1161
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eg. Var.)
vean | std. Error 95% Confidence
. Sig. (2- . Ny Interval of the
F Sig. t df tailed) Diffe- Diffe- Difference
rence rence
Lower Upper

Grade Eq. var. assumed -1.710 178 0.089] -0.3043 0.1797 -0.6620 0.0474

0.975| 0.325 =
S82007 |gq. var. not assumed -1.886 77.0L 0.063 -0.3093 0.1680 -0.6318 0.0[L72
Grade Eq. var. assumed -1.051 288 0.294 -0.2699 0.25¢7 -0.7751 0.2854

3.503| 0.062
WS0708 |Eq. var. not assumed -1.274 35.38p 0.211 -0.2699 0.2119 -0.6998 0.1p01
Grade Eq. var. assumed -4.825 171 0.000] -1.1942 0.2471 -1.6800 -0.7p44

0.009| 0.925 - ]
$52008 [Eq. var. not assumed -4.869 34.70p 0.000 -1.1922 0.2449 -1.6894 -0.4950
Grade Eg. var. assumed -2.618§ 13% 0.010] -0.7537 0.2879 -1.3p3 -0.1B44

0.107| 0.744 -
WS0809 |Eq. var. not assumed -2.57Q 43.16p 0.014 -0.7537 0.2983 -1.3451 -0.1624
Grade Eq. var. assumed -2.5871 161 0.011] -0.6447 0.24%92 -1.1367 -0.1p26

3.658| 0.058
SS2009 |gq. var. not assumed -2.754 56.48B 0.009 -0.6447 0.2341 -1.1136 -0.1758
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T-Test between Mechatronics Participants in Pop Quizes or Group Work (using

Discipline = Mechatronics

Group Statistics

WEP average grade); and School - Control Data

83

b36

Category N Mean Stdt.ioDnevie St|3| .eE:or
Grade WEP Average Grade Class 19 3.158] 0.8821 0.2024
SS2007 | Average Control Grade School 91 2.924| 1.1261 0.118p
Grade |WEP Average Grade Class 20 2.260] 1.0748 0.2408
WS0708 |average Control Grade | School 14d 2.800 1.1000 0.0930
Grade |WEP Average Grade Class 20 1.915] 1.2717 0.2844u
$52008  [Average Control Grade School 149 2.951 1.0771 0.0882
Grade WEP Average Grade Class 19 1.973] 1.3019 0.336R
WS0809 | Average Control Grade School 173 3.293 1.3332 0.1014
Grade WEP Average Grade Class 17 1.724f 1.0533 0.255p
SS2009  |Average Control Grade | School 123 2.493 1.4392 0.1298
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eg. Var.)
Mean | std. Errol 95% Confidence
. Sig. (2- ) ; Interval of the
F Sig. t df tailed) Dife- Dirfe- Difference
rence rence
Lower Upper
Grade Eq. var. assumed 0.851 108 0.397 0.2337 0.2747 -0.3109 0.7
0.924| 0.339 —
$S2007 |Eq. var. not assumed 0.999 31.60']. 0.324d 0.2337 0.2343 -0.2437 0.7[L12
Grade Eq. var. assumed -2.054 158 0.041] -0.54do0 0.2622 -1.0379 -0.0p21
0.584| 0.446 -
WS0708 |Eq. var. not assumed -2.09 25.03p 0.044 -0.5400 0.25f7 -1.0Y07 -0.9093
Grade Eq. var. assumed 3.951 167 0.000, 1.036p 0.2622 0.51184 1.5
SS2008 0.859| 0.355 ] [
Eqg. var. not assumed 3.48Q0 22.80B 0.004 1.03q0 0.29y7 0.4198 1.6p22
Grade Eq. var. assumed -3.684 186 0.000 -1.3197 0.35%2 -2.0264 -0.6[30
0.442| 0.507 — -
WS0809 |Eq. var. not assumed -3.759 16.65[L 0.004 -1.3197 0.35L1 -2.0617 -0.5778
Grade Eq. var. assumed -2.12¢ 138.0p 0.03§ -0.7700 0.36P2 -1.4862 -0.0537
6.995| 0.009 - — - N
$S2009 |gq. var. not assumed -2.681 25.10B 0.013 -O.77(I)O 0.2865 -1.3600 -0.1800

161



10 Attachment

T-Test between Computer Science Students who pariated in Pop Quizzes or
Group Work; and Non-Participants (Participants EP =1; Non-Participants
EP =0)

Discipline = Computer Science
Group Statistics

Category N Mean Stdt.iODnewe St&'ei::o
NEP NEP Average Grade 0 9 4.14< | 0.696¢| 0.232:
SS2007 |NEP Average Grade 1 41 3.02¢ | 0.887¢] 0.138¢
NEP NEP Average Grade 0 25 3.78¢ ] 0.860:] 0.172(
WS0708 |NEP Average Grade 1 27 3.24¢ | 1.002<] 0.192¢
NEP NEP Average Grade 0 20 4.07C | 0.925.] 0.206¢
SS2008 |NEP Average Grade 1 26 2.742 ] 1.167:] 0.228¢
NEP NEP Average Grade 0 18 3.50€ | 1.202° | 0.283¢
WS0809 |NEP Average Grade 1 29 3.06¢ | 1.369¢| 0.254:
NEP NEP Average Grade 0 22 2.891 | 1.314(| 0.280!
$S2009 |NEP Average Grade 1 34 3.65¢ | 1.0252] 0.175¢

Independent Samples Test

Levene's Test for]
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
. Mean | Std. Errot 95% Confidence
F Sig. t df ?;?lé Ejz) Diffe- | Diffe- '”;;;ZL?L:‘G
rence rence
Lower Upper
NEP Eq. var. assumed 1.418| 0.240 3.527 48 0.001 | 1.1152] 0.3162] 0.479%| 1.750¢
S$S2007 |Eq. var. not assumed 4.124 14.35¢ 0.0071 | 1.1152] 0.270+| 0.536%| 1.693¢
NEP Eq. var. assumed 0.954| 0333 2.06] 50 0.04% | 0.535¢| 0.260(| 0.013¢] 1.058!
WS0708 |[Eq. var. not assumed ' ' 2.07Y 49.72¢ 0.04: | 0.535¢| 0.258t| 0.016¢| 1.055]
NEP Eq. var. assumed 1536| 0.222 4,17¢ 44 0.00C | 1.3277] 0.318.] 0.686¢| 1.968¢
SS2008 |Eq. var. not assumed ] ] 4.304 43.944 0.00C | 1.3277] 0.308:| 0.705¢| 1.949¢
NEP Eq. var. assumed 0.989| 0325 1.111 45 0.272 | 0.436¢€¢] 0.392¢]-0.354%| 1.227"
WS0809 |Eq. var. not assumed ) ) 1.14¢ 39.747 0.25¢ | 0.436¢| 0.380¢ | -0.333%| 1.206¢
NEP Eq. var. assumed 29229| 0142 -2.444 54 0.01¢ |-0.767¢| 0.313¢|-1.3967] -0.139:
SS2009 |Eq. var. not assumed ' ' -2.322 37.134 0.02¢ | -0.767¢| 0.3307|-1.438(] -0.097¢
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T-Test between Mechatronics Students who particip&d in Pop Quizzes or Group
Work; and Non-Participants (Participants EP = 1; Nan-Participants EP = 0)

Discipline = Mechatronics
Group Statistics

Std. Devid Std. Erro
Category N Mean tion Mean

NEP NEP Average Grade 0 5 2.66(] 1.1087| 0.495¢
$S2007 |NEP Average Grade 1 19 | 3.65:] 0.984f | 0.225¢
NEP NEP Average Grade 0 14 ] 4.19%] 0.720% ] 0.192¢
WS0708 |NEP Average Grade 1 20 | 2.53t] 0.936¢| 0.209¢
NEP NEP Average Grade 0 7 3.857] 0.877:] 0.331¢
$S2008 |NEP Average Grade 1 20 | 2.40(] 1.270%] 0.284(
NEP NEP Average Grade 0 14 | 4.11<4] 0.928.| 0.248(
WS0809 |NEP Average Grade 1 15 2.32(] 1.404° | 0.362
NEP NEP Average Grade 0 7 3.571] 1.511¢| 0.571¢
SS2009 |NEP Average Grade 1 17 2.39¢] 1.144¢| 0.277%

Independent Samples Test

Levene's Test for
Equality of Va- t-test for Equality of Means

riances (Eg. Var.)

. Mean | Std. Erroi] 95% Confidence
F Sig. t df ?;?lé sz) Diffe- | Diffe- '”;;f‘ggcg'e
rence rence

Lower Upper
NEP Eq. var. assumed 0.003| 0.955 -1.95¢ 221 0.06: [-0.992¢] 0.506% | -2.043%| 0.058:
SS2007 |Eq. var. not assumed ' ' -1.827 5.779 0.12( |-0.992¢] 0.544¢|-2.3377| 0.352¢
NEP Eqg. var. assumed 0.435| 0.514 5.56: 32| 0.00C | 1.657¢] 0.298!| 1.0507| 2.265(
WS0708 |Eq. var. not assumed ' ' 5.827 31.64¢ 0.00C | 1.657¢| 0.284%| 1.0781| 2.237¢
NEP Eq. var. assumed 1370l 0.253 2.79: 25 0.01C | 1.457.] 0.5217] 0.3827| 2.531¢
SS2008 |Eq. var. not assumed ' ' 3.33¢ 15.417 0.00¢ | 1.457:] 0.436¢| 0.5287 | 2.385¢
NEP Eq. var. assumed 2331] 0138 4.027 271 0.00C | 1.794:] 0.445€] 0.880(| 2.708¢
WS0809 |Eq. var. not assumed ' ' 4.084 24.404 0.00C | 1.794%] 0.439<¢] 0.8882| 2.700:
NEP Eq. var. assumed 1104 0305 2.08¢ 221 0.04¢ [ 1.177:] 0.563¢| 0.007¢| 2.346
SS2009 |Eq. var. not assumed ' ' 1.857 8.9¢ 0.097 | 1.177:] 0.635:[-0.260<| 2.615(

163



10 Attachment

T-Test between SW Participants (Computer Science) and Control Data

Discipline = Computer Science

Group Statistics

Category N Mean Stdt.ioDnevu Stl\(jl.ei:o
WEP WEP Average Grade Clas§ 10 2.70C] 0.731¢] 0.231«¢
SS2007 |Average Control Grade Schogl 13C | 2.90C | 1.047¢] 0.088¢
WEP WEP Average Grade Clas 2 3.00( | 2.828<] 2.000(
SS2008 |Average Control Grade Schogl 147 | 3.35¢| 1.1637] 0.096(
WEP WEP Average Grade Clas 7 3.18€ | 1.426%| 0.539:
SS82009 |Average Control Grade Schogl 12¢ | 3.46¢| 1.3187] 0.116:
Independent Samples Test
Levene's Test for]
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
- vean | std. Erro 95% Confidence
. . (2- . ; Interval of the
F Sig. t df ?a?leiiz; Diffe- Diffe- Difference
rence rence
Lower Upper
Grade Eq. var. assumed 1.484| 0.225 -0.597 147 0.55< |-0.200(] 0.337¢]-0.867.] 0.467!
S$S2007 |Eq. var. not assumed ' ' -0.8041 11.833 0.43¢€ |-0.200(] 0.247¢]-0.741(] 0.341(
Grade Eg. var. assumed 2.978| 0.027 -0.42( 144 0.67% |-0.3537] 0.8427]-2.018(] 1.310¢
SS2008 |Eq. var. not assumed ' ' -0.171 1.009 0.88¢ [-0.3537] 2.0027|-25.527]24.813¢
Grade Eq. var. assumed 0.0071 0935 -0.55( 134 0.58: | -0.282f] 0.5137]-1.298¢| 0.733¢
SS2009 |Eq. var. not assumed ' ' -0.514 6.569 0.62f |-0.282f] 0.551f]-1.604:] 1.039:

T-Test between SWT Participants (Mechatronics) anc€ontrol Data

Discipline = Mechatronics

Group Statistics

Category N Mean Stdt.ioDner St&.eigor
WEP WEP Average Grade Clas§ 22 2.96¢ | 0.924f| 0.197:
SS2007 |Average Control Grade Schogl 91 2.9221 1.126.] 0.118(
WEP WEP Average Grade Clas§ 24 2.2211 1.421%] 0.290:
$S2008 |Average Control Grade Schogl 14¢ | 2.951] 1.0777] 0.088:
WEP WEP Average Grade Clas§ 22 2.01<4] 1.235:| 0.263¢
SS2009 |Average Control Grade Schogl 123 | 2.49% | 1.439:] 0.129¢
Independent Samples Test
Levene's Test for| t-test for Equality of Means
. Sig. (2- Mean | Std. Errof 95% Confidence
F Sig. t f ta?lefj) Diffe- Diffe- Lower Upper
Grade Eq. var. assumed 1.049| 0308 0.17( 1171 0.86% | 0.044(| 0.2597]-0.469%| 0.557¢
SS2007 |Eq. var. not assumed ' ' 0.197 37.63§ 0.84¢ | 0.044(] 0.2297-0.421%| 0.509:
Grade Eqg. var. assumed 5117| 0.025 -2.93¢ 171 0.00< |-0.7307| 0.248¢]-1.220¢[-0.239¢
$S2008 |Eq. var. not assumed ' ] -2.40f 27.41¢ 0.02: |-0.730:] 0.3037[-1.351¢| -0.108¢
Grade Eq. var. assumed > 730! 0101 -1.46¢ 143 0.14< |-0.479¢] 0.326¢|-1.125%[ 0.165¢
SS2009 |Eq. var. not assumed ' ' -1.634 32.10{ 0.117 |-0.479¢| 0.293¢|-1.077¢| 0.118!

164




10 Attachment

T-Test between SWT Participants (1) and Non-Partigants (0)

Discipline = Computer Science
Group Statistics

Category N Mean Stdt.iODner St,(\j/l.eIZ:or
NEP NEP Average NEP 1 10 3.20C | 0.740¢] 0.234:
$S2007 |NEP Average NEP 0 40 3.23¢] 1.008!| 0.159¢
NEP NEP Average NEP 1 2 3.15(] 2.616%| 1.850(
SS2008 |NEP Average NEP 0 44 3.327] 1.213¢| 0.183(
NEP NEP Average NEP 1 7 3.857] 1.083(| 0.409:
S$S2009 |NEP Average NEP 0 49 3.28€¢| 1.2057] 0.172:

Independent Samples Test

Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eq. Var.

N -
Mean | std. Erro 95% Confidence

F Sig. t df ?:flé 82) Diffe- | Diffe- '”éei;;’e"’;'ezfctge
rence rence

Lower Upper
NEP Eq. var. assumed 1.003| 0.322 -0.11( 48 0.91% [-0.037¢| 0.3407]-0.722¢[ 0.647¢
$S2007 |Eq. var. not assumed ' ' -0.134] 18.354 0.89¢€¢ | -0.037f[ 0.283¢]-0.632(] 0.557(
NEP Eq. var. assumed 3368| 0.073 -0.19¢4 44 0.847 |-0.177%| 0.9132]-2.0177| 1.663:
SS2008 |Eq. var. not assumed ' ' -0.09¢ 1.0 0.93¢ | -0.177%] 1.859(|-22.74¢|22.394«
NEP Eq. var. assumed 0.002| 0962 1.18¢€ 54 0.241 | 0.571¢<] 0.481¢]|-0.394¢| 1.537¢
$S2009 |Eq. var. not assumed ' ) 1.287 8.28] 0.232 ] 0.571<| 0.4441]-0.446¢| 1.589¢

Discipline = Mechatronics
Group Statistics

Std. Devid Std. Erro

Category N Mean tion Mean
NEP NEP Average NEP 1 22 3.35( | 1.0541] 0.224
SS2007 |NEP Average NEP 0 2 4,500 0.7077] 0.500(
NEP NEP Average NEP 1 24 2.582] 1.2761] 0.260¢
$S2008 |NEP Average NEP 0 3 4.332] 0.577¢4] 0.333¢
NEP NEP Average NEP 1 22 2.532] 1.202¢| 0.256¢
SS2009 |NEP Average NEP 0 2 5.00C ] 0.000(| 0.000¢(

Independent Samples Test

Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
. Mean | std. Error 95% Confidence
F Sig. t df ?;?lé Ejz) Diffe- | Diffe- 'néf;f‘i?:c:‘e
rence rence
Lower Upper
NEP Eg. var. assumed 0.770] 0390 -1.49¢ 22 0.14¢ |-1.150(] 0.7687|-2.744%| 0.444:
$S2007 |Eq. var. not assumed -2.09§ 1.447 0.21¢ |-1.150(] 0.5487 | -4.640:] 2.340:
NEP Eq. var. assumed 2334| 0139 -2.314 25 0.02¢ | -1.750(] 0.756: | -3.307¢] -0.192¢
SS2008 |Eg. var. not assumed ' ) -4.137 5.029 0.00¢ | -1.750(] 0.423(]-2.835¢| -0.664:
NEP Eq. var. assumed 3396 0079 -2.844 22 0.00¢ | -2.468:] 0.868( | -4.268:|-0.668!
SS2009 |Eq. var. not assumed -9.624 21 0.00C | -2.468:] 0.256¢|-3.001f[-1.934¢
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10 Attachment

T-Test between Winter Semester and Summer Semesteithin a Batch for Control
Data

Discipline = Computer Science
Group Statistics

Std. Devid Std. Erro
Category N Mean tion Mean
WEP WS0607 1 71 3.501] 1.381¢] 0.164(
S$S2008 1 41 2.59%] 0.874¢] 0.136¢
WEP WS0708 1 27 3.05z] 1.0184] 0.196(
S$S2008 1 26 2.162 | 1.148¢€| 0.225:
WEP WS0809 1 29 2.63¢] 1.411%| 0.262
S$S52009 1 34 2.824] 1.185%| 0.203:
Independent Samples Test
Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
95% Confidence
. Mean | Std. Errol
F Sig. t g | 59 C | pifte- | Diffe- Interval of the
tailed) Difference
rence rence
Lower Upper
WEP Eq. var. assumed 17 246 0.000 3.79] 114 0.00( 0.908: 0.239: 0.433: 1.383:
Eg. var. not assumed 4.25¢ 109 0.00C | 0.9087] 0.213<] 0.4857] 1.331;
q ‘ e .
WEP Eq. var. assumed 0.650| 0.424 2.98: 51 0.00¢ 0.890: 0.297¢] 0.292: 1.488i
Eq. var. not assumed 2,987 49.7¢ 0.00< | 0.890:| 0.298¢| 0.290¢| 1.490!
WEP Eq. var. assumed >538| 0116 -0.567 6% 0.57% |-0.185¢ 0.327: -0.839’ 0.468§
Eg. var. not assumed -0.559 54.95] 0.57¢ |-0.185¢] 0.331]-0.850¢] 0.479:

Discipline = Mechatronics
Group Statistics

Std. Devid Std. Erro
Category N Mean tion Mean
WEP WS0607 1 25 3.932] 1.3247] 0.264¢
SS2008 1 18 | 3.15¢] 0.8827] 0.202¢
WEP WS0708 1 2C 2.26( | 1.074¢] 0.240:
SS2008 1 20 1.918] 1.2717] 0.284¢
WEP WS0809 1 15 1.972] 1.301¢] 0.336:
SS2009 1 17 1.7241 1.053%] 0.255¢
Independent Samples Test
Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
95% Confidence
. Mean | Std. Errof
. Sig. (2- . . Interval of the
F Sig. t df tailed) Dife- Diffe- Difference
rence rence
Lower Upper
WEP Eq. var. assumed 24042 0051 Z.ZOE 42 0.03: 0.774: 0.351¢] 0.064: 1.484:
Eq. var. not assumed 2.324 41.39 0.02f | 0.7747] 0.333«| 0.101(| 1.447:
WEP Eq. var. assumed 1.084| 0.304 0.92_4 38’ 0.36( | 0.345( 0.372:' -0.4087| 1.098:
Eq. var. not assumed 0.927 36.97] 0.36( | 0.345(] 0.372:|-0.409¢| 1.099¢
WEP Eq. var. assumed 1234| 0.275 O.GOE 30 0.55% | 0.249¢ 0.4165 -0.600¢ l.lOO%
Eq. var. not assumed 0.597 26.969 0.55¢ | 0.249¢] 0.4227|-0.616%] 1.116!
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10 Attachment

T-Test between Winter Semester and Summer Semesterithin a Batch for
Participants (1) in Pop Quizzes or Group Work usingNEP Average Grade

Discipline = Computer Science
Group Statistics

Std. Devid Std. Erro
Category N Mean tion Mean
WEP WS0607 1 71 13.501] 1.381¢] 0.164(
SS2008 1 41 ]3.02¢] 0.887¢] 0.138¢
WEP WS0708 1 27 ]3.24&] 1.002¢] 0.192¢
SS2008 1 26 ]2.742] 1.167] 0.228¢
WEP WS0809 1 29 ]3.06¢] 1.369¢| 0.254:
SS2009 1 34 ]3.65¢] 1.0252] 0.175¢
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.)
95% Confidence
Mean | Std. Errof
. Sig. (2- . . Interval of the
F Sig. t df tailed) Diffe- Diife- Difference
rence rence
Lower Upper
- p : ; T
WEP Eq. var. assumed 16.655 0.000 1.964 11(5 0.05Z 0.472: O.240f 0.004:] 0.948¢
Eq. var. not assumed 2.199 108.67 0.03(C | 0.472:] 0.2147] 0.046%| 0.897¢
= C|_ 1
WEP Eq. var. assumed 0.840| 0364 1.695 51 O.ng 0.505¢ | 0.298¢ 0'093f 1.105!
Eq. var. not assumed 1.69(0 49.23¢ 0.097 | 0.505¢| 0.299¢ | -0.0957| 1.107¢
: : < 1 p
WEP Eq. var. assumed 3980| 0051 1.95 61 0.05f 0.589¢ 0.302f 1.194:] 0.014¢
Eq. var. not assumed -1.91 51.229 0.06z ] -0.589¢| 0.309: [-1.210f| 0.030¢

Discipline = Mechatronics
Group Statistics

Std. Devid Std. Erro
Category N Mean tion Mean
WEP WS0607 1 25 ]3.93Z] 1.3247] 0.264¢
SS2008 1 19 ] 3.655] 0.984f] 0.225¢
WEP WS0708 1 20 | 2.53%| 0.936¢| 0.209¢
SS2008 1 20 |2.40C| 1.270%] 0.284(
WEP WS0809 1 15 ]2.32(] 1.4047] 0.362:
SS2009 1 17 | 2.394] 1.144¢] 0.277"
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.)
95% Confidence
. Mean | Std. Errof
. Sig. (2- . . Interval of the
F Sig. t df tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
WEP Eq. var. assumed 2503 0121 0.77i| 42 O.44§ 0.279¢ O.362f -0.452: 1.010¢
Eq. var. not assumed 0.804 41.99 0.427 | 0.279<| 0.348:|-0.4232| 0.982(
E Cf-
WEP Eq. var. assumed 2554| 0.118 0.38: 38 0.70< | 0.135(| 0.352¢[-0.579¢
Eq. var. not assumed 0.384 34.944 0.70< | 0.135(| 0.352¢[-0.581¢
- - ‘ [ = e
WEP Eq. var. assumed 0.815| 0374 0.16f 30 O.87i| 0.074: 0.450¢ 0.994: 0.846¢
Eq. var. not assumed -0.162 27.04 0.87Z |-0.0747] 0.456¢|-1.011:] 0.863(
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10 Attachment

T-Test between Winter Semester and Summer Semestarithin a Batch for Non-
Participants (0) in Pop Quizzes or Group Work usingNEP Average Grade

Discipline = Computer Science
Group Statistics

Category N Mean Stdt.ioDnevie St&.eirnro
WEP WS0607 0 71 | 3.501] 1.381¢] 0.164(
S$52008 0 9 4.14¢] 0.696¢€| 0.2327
WEP WS0708 0 25 3.784] 0.860:] 0.172(
S$S2008 0 20 4.07C ] 0.9251] 0.206¢
WEP WS0809 0 18 3.50€ | 1.2027] 0.283¢
S$S2009 0 22 2.891] 1.314(] 0.2801
Independent Samples Test
Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
95% Confidence
. Mean | Std. Errof
F Sig. t gt | 59 @1 pifte. | pifte- Interval of the
tailed) Difference
rence rence
Lower Upper
- q - - <
WEP Eq. var. assumed 8.937| 0.004 1.36: 78’ 0.17§ 0.643( 0.469f 1.578¢] 0.292:
Eq. var. not assumed -2.262 17.47] 0.037 | -0.643(] 0.284:]-1.241¢] -0.044¢
WEP Eq. var. assumed 0.284| 0597 -1.07: 43’ 0.29( | -0.286(] 0.266¢|-0.8247] 0.252:
Eq. var. not assumed -1.064 39.433 0.29< |-0.286(] 0.269(]-0.830(] 0.258(
WEP Eq. var. assumed 0.417| 0522 l.52§ 38 0.13F | 0.614¢] 0.4022]-0.199* 1.428¢
Eq. var. not assumed 1547 37.44 0.131 ] 0.614¢]| 0.398f]-0.192%] 1.421¢

Discipline = Mechatronics
Group Statistics

Std. Devig Std. Erroi
Category N Mean tion Mean
WEP WS0607 0 25 3.932 | 1.3247] 0.264¢
S$S2008 0 5 2.66( | 1.108:] 0.495¢
WEP WS0708 0 14 4.197 | 0.720%] 0.192¢
S$S2008 0 7 3.857| 0.877:] 0.331¢
WEP WS0809 0 14 4,114 0.9281] 0.248(
SS2009 0 7 3.571] 1.511¢] 0.571¢
Independent Samples Test
Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eqg. Var.
95% Confidence
. Mean | Std. Errol
. Sig. (2- . ; Interval of the
F Sig. t df tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
|-
WEP Eq. var. assumed 0.878| 0357 2.004 28 0.05t | 1.272(] 0.634¢ 0.028; 2.572;
Eq. var. not assumed 2.264 6.524 0.061 | 1.272(] 0.562(]-0.076"| 2.620"
WEP Eq. var. assumed 0.365| 0553 0.93¢ 19 0.36( 0.335_1 0.35¢ |-0.4137] 1.085
Eq. var. not assumed 0.87¢ 10.19% 0.401 | 0.3357| 0.383<]-0.516<| 1.187¢
C - ‘
WEP Eq. var. assumed 3025| 0.098 1.024 l? 0.31¢ | 0.542¢| 0.5307]-0.566¢ 1.652:
Eq. var. not assumed 0.87)] 8.337 0.40¢ | 0.542¢| 0.622¢]-0.883¢| 1.969:
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10 Attachment

T-Test between Winter Semester and Summer Semesterithin a Batch for
participants (1) of SWT during Summer Semester

Discipline = Computer Science
Group Statistics

Category N Mean Stdt.iolir)]evic St’(\jﬂ'eigo
WEP WS0607 . 8 2.525] 1.328%| 0.469
S$S2008 1 8 2.500] 0.669¢] 0.236¢
WEP WS0708 . 1 3.30¢ -- --
SS2008 1 1 1.00( -- --
WEP WS0809 . 5 3.00(C | 1.581:] 0.707!
SS2009 1 5 3.20C | 1.157¢] 0.517:
Independent Samples Test
Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
95% Confidence
Mean | Std. Erro
. Sig. (2- . . Interval of the
F Sig. t f tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
WEP Eq. var. assumed 2193 0.161 0.04¢ 14! 0.96:' 0.025(] 0.526(-1.1037] 1.153:
Eq. var. not assumed 0.04§ 10.343 0.96: | 0.025(] 0.526(]-1.141¢ 1.191¢
WEP Eq. var. assumed ' ' . 0 . 2.300(
Eq. var. not assumed . . . 2.300( . . .
- |- - ¢ ¢
WEP Eq. var. assumed 0.399| 0545 0.22¢ 8 0.82f |-0.200(f 0.876¢]-2.220¢] 1.820¢
Eq. var. not assumed -0.224 7.33] 0.82¢ | -0.200(] 0.876¢]-2.253¢] 1.853¢

Discipline = Mechatronics
Group Statistics

Std. Devig Std. Erro
Category N Mean tion Mean
WEP WS0607 . 16 3.662 | 1.344¢] 0.336!
S$S2008 1 16 2.89/] 1.007(] 0.251"
WEP WS0708 . 21 2.40%] 1.169¢] 0.255:
S$S2008 1 21 1.98€] 1.327%| 0.289"
WEP WS0809 . 20 2.345] 1.318¢| 0.294¢
SS2009 1 20 1.81¢] 1.060<| 0.237!
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
95% Confidence
. Mean | Std. Errof
. Sig. (2- . . Interval of the
F Sig. t df tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
M - - ¢
WEP Eq. var. assumed 0.738| 0397 1.83] 30| 0.077 0.768_1 0.420(]-0.088¢ 1.626f
Eg. var. not assumed 1.83] 27.§ 0.07¢ [ 0.7687] 0.420( {-0.091¢] 1.629:
WEP Eq. var. assumed 0.296| 0589 1.08¢ 4q 0.28¢ | 0.419( 0.3865 -0.361:' 1.199¢
Eg. var. not assumed 1.089 39.377 0.28¢ | 0.419(] 0.386:]-0.3617] 1.199¢
< : p p
WEP Eq. var. assumed 2257|0141 1.40] 38 0.16¢ | 0.530(] 0.378¢ 0.236: 1.296:
Eg. var. not assumed 1.40] 36.32% 0.17(C | 0.530(] 0.378¢]-0.2372] 1.297:
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10 Attachment

T-Test between GWB Participants Who Worked in a Phae and Those Who Worked
in More Phases

Group Statistics

Category N M Std. Devig Std. Erro
(0=Single Phase, 1=More than 1 Phase) ean tion Mean
cs NEP Average Grade 0 24 13.70¢] 1.043<] 0.213(
NEP Average Grade 1 10 ] 3.54(] 1.024<] 0.323¢
M NEP Average Grade 0 12 ] 2.58:| 1.207<] 0.348¢
NEP Average Grade 1 5 1.94(] 0.9317] 0.416°
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eg. Var.
95% Confidence
. Mean | Std. Erro
. Sig. (2- . . Interval of the
F Sig. t f tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
C ‘ N 1 .
cs Eq. var. assumed 0.054| 0817 0.43] 32 0.66¢ 0.168: 0.3901 0.627¢] 0.964:
Eq. var. not assumed 0.434 17.204 0.67C | 0.168!| 0.3877]-0.648¢| 0.985¢
M Eq. var. assumed 0.280| 0.605 1.06( 15 0.30¢ | 0.643:] 0.607(|-0.650%] 1.937:
Eq. var. not assumed ' ) 1.184 9.81 0.26<¢ | 0.643:] 0.5432]-0.570z] 1.856¢
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10 Attachment

T-Test between “No Extra Methods & No SWT” (00) paticipation and “With Extra
Methods & No SWT” participation (10) using WEP Average Grade

Discipline = Computer Science
Group Statistics
Std. Devig Std. Errot
Category N Mean tion Mean
WEP SS0 No GWA & No SWT 00 9 4.144] 0.696¢| 0.232:
GWA & No SWT 10 31 ]2.55&] 0.924«] 0.166(
WEP SSO No PQ & No SWT 00 19 |4.021] 0.923¢] 0.211¢
PQ & No SWT 10 25 | 2.20&] 1.1477| 0.229¢
WEP SS0 No GWB & No SWT 00 22 | 2.891] 1.314(] 0.280:
GWB & No SWT 10 27 | 2.73(] 1.126¢| 0.216¢
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
95% Confidence
. Mean | Std. Erro
. Sig. (2- . ; Interval of the
F Sig. t f tailed) Diffe- Dife- Difference
rence rence
Lower Upper
WEP SS0 Eq. var. assumed 2 064! 0159 4.75f 38 0.00C | 1.586<| 0.333" O.910f 2.262(
Eq. var. not assumed 55571 17.04 0.00C | 1.586<| 0.285%] 0.984:| 2.188¢
[+ ‘ - .
WEP SSO Eq. var. assumed 1565| 0.218 5.634 42 0.00( 1.813: 0.321: 1.163¢ 2.462:
Eq. var. not assumed 5.80¢ 41.82{§ 0.00C | 1.813:] 0.312:] 1.182¢| 2.443:
WEP S50 Eq. var. assumed 106! 0278 0.46: 47 0.64¢ | 0.161%] 0.3487]-0.540z] 0.862¢
Eq. var. not assumed 0.459 41.63% 0.651 ] 0.161:| 0.354:]-0.553¢| 0.876¢
Discipline = Mechatronics
Group Statistics
Std. Devig Std. Errot
Category N Mean tion Mean
WEP SSO No GWA & No SWT 00 0 . . .
GWA & No SWT 10 2 4.00( 0 0.000(
WEP SSO No PQ & No SWT 00 1 4.00( . .
PQ & No SWT 10 2 4.00( 0 0.000(
WEP SSO No GWB & No SWT 00 1 5.00(
GWB & No SWT 10 1 5.00(
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eg. Var.
95% Confidence
. Mean | Std. Errof
. Sig. (2- . . Interval of the
F Sig. t f tailed) Diffe- Dirfe- Difference
rence rence
Lower Upper
WEP SSO1 Eq. var. assumed
Eq. var. not assumed . . . . .
WEP SS0 Eq. var. assumed 1 0.000( | 0.000(] 0.000(] 0.000(¢
Eq. var. not assumed . 0.000(
WEP SS0 Eq. var. assumed 0 0.000(
Eq. var. not assumed 0.000(
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10 Attachment

T-Test between “No Extra Methods” (00) participation and “Extra Methods & No
SWT” participation (10) using NEP Average Grade

Discipline = Computer Science
Group Statistics

Std. Devigd Std. Erro
Category N Mean tion Mean
NEP SS07 No GWA & No SWT 00 9 4.14< | 0.696¢] 0.2327
GWA & No SWT 10 31 2.974] 0.934%] 0.167¢
NEP SSO8 No PQ & No SWT 00 19 4.021] 0.923f] 0.211¢
PQ & No SWT 10 25 2.80C] 1.152¢] 0.230¢
NEP SS04 No GWB & No SWT 00 22 2.891] 1.314(| 0.280]
GWB & No SWT 10 27 | 3.607| 1.0247] 0.197-
Independent Samples Test
Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
95% Confidence
. Mean | Std. Errof
. Sig. (2- . : Interval of the
F Sig. t df tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
‘ 4 ‘ .
NEP SS07 Eq. var. assumed 1893 0.177 3.474 38 0.001 1.170: 0.336¢| 0.488%] 1.852:
Eq. var. not assumed 4.084 17.289 0.0071 | 1.170%] 0.286%] 0.566¢ | 1.774(
- . 14
NEP SSO4 Eq. var. assumed 1.490| 0.229 3.782 421 0.00(C 1.221: 0.322§ 0.569€ 1.872:
Eq. var. not assumed 3.899 41.854 0.00C | 1.221:] 0.3137] 0.589.] 1.853:
NEP SS0Q Eq. var. assumed 22021 0145 -2.14F 47 0.037 |-0.716%] 0.334(]-1.388¢ -0.044f
Eg. var. not assumed -2.09] 39.194 0.04: |-0.716%| 0.342¢]-1.409%} -0.023:

Discipline = Mechatronics
Group Statistics

Category N Mean Stdt.ioaevi( Stl?/l'ei:m
NEP SS07 No GWA & No SWT 00 0 ) . .
GWA & No SWT 10 2 4,500 0.7077] 0.500(
NEP SSO No PQ & No SWT 00 1 4.00( . .
PQ & No SWT 10 2 4,500 0.7077] 0.500(
NEP SSOC No GWB & No SWT 00 1 5.00(
GWB & No SWT 10 1 5.00(

Independent Samples Test

Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eqg. Var.

- -
g - | Mean [suEmal 2
F Sig- t f tailed) Diffe- Diffe- Difference
rence rence
Lower Upper

NEP SS07 Eq. var. assumed

Eq. var. not assumed . . . . . . .
NEP SS0 Eq. var. assumed -0.577 1] 0.667 | -0.500(] 0.866(]-11.504)10.503¢

Eq. var. not assumed ) ) . . . -0.500(
NEP SS0 Eq. var. assumed . . . 0 . 0.000(

Eq. var. not assumed . . . 0.000(
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10 Attachment

T-Test between “No Extra Methods & No SWT” (00) paticipation and “No Extra
Methods & SWT” participation (01) using WEP AverageGrade

Discipline = Computer Science
Group Statistics

Std. Deviq Std. Errot
Cat
ategory N Mean tion Mean
7 p
WEP sSopNQGWA & No SWT 00 9 4.144] 0.696¢] 0.232:
No GWA & SWT 01 0 . . .
L ¢
WEP sso#e PQ & No SWT 00 19 |4.021] 0.923%] 0.211¢
No PQ & SWT 01 1 5.00( . .
WEP SSo$NO GWB & No SWT 00 22 |2.891] 1.314(] 0.280:
No GWB & SWT 01 0
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
N -
sig. (2- | Mean | Std. Emo gﬁ]flﬁirgf e
F Sig. t df tailed) Diffe- Dirfe- Difference
rence rence
Lower Upper
WEP SS0O Eq. var. assumed
Eg. var. not assumed . . . . . . .
WEP SS0 Eq. var. assumed -1.09 18 0.31% |-0.978¢] 0.947%|-2.969¢] 1.011,
Eq. var. not assumed ) ) . . . -0.978¢
WEP SSO Eq. var. assumed
Eq. var. not assumed

Discipline = Mechatronics
Group Statistics

Std. Devid Std. Erro
Category N Mean tion Mean
WEP SS0 No GWA & No SWT 00 0 . - .
No GWA & SWT 01 5 2.66(] 1.1082] 0.495¢
WEP ssodo PQ & No SWT 00 1 4.00E . -
No PQ & SWT 01 6 3.83%] 0.958f] 0.391:
WEP SSO No GWB & No SWT 00 1 5.00E . .
No GWB & SWT 01 6 3.33%] 1.505¢] 0.614¢
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.)
o -
sig. (2- | Mean | Std. Error gf’nféﬁg{'ﬂ? o
F Sig. t df tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
WEP sS01 Eqg. var. assumed
Eq. var. not assumed . . . . . . .
- <. ¢
WEP SS0 Eq. var. assumed . . 0.161 5 0.87¢ 0.166: 1.035: | -2.494¢] 2.827¢
Eq. var. not assumed . . . 0.166° . . .
= “ - b L C
WEP SSO Eq. var. assumed . . 1.02¢ 5 0.352 1.666: 1.626:|-2.513f] 5.846¢
Eq. var. not assumed . . . 1.666
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10 Attachment

T-Test between “No Extra Methods & No SWT” (00) paticipation and “No Extra
Methods & SWT” participation (01) using NEP AverageGrade

Discipline = Computer Science
Group Statistics
Std. Devid Std. Erroy
Category N Mean tion Mean
p) p
NEP SS0AN0 GWA & No SWT 00 9 4.14<1 0.696¢| 0.232:
No GWA & SWT 01 0 . . .
4 e
NEP SSO04 No PQ & No SWT 00 19 4.021] 0.923%| 0.211¢
No PQ & SWT 01 1 5.00( . .
NEP ssod O GWB & No SwT 00 22 | 2.891] 1.314(] 0.280:
No GWB & SWT 01 0
Independent Samples Test
Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
N -
Sig. (2- Mean | Std. Errof gmﬁgr (f)l;jtehnece
F Sig. t df g Diffe- | Diffe- .
tailed) Difference
rence rence
Lower Upper
NEP SS07 Eq. var. assumed
Eg. var. not assumed . . . . . . .
NEP SSO Eq. var. assumed -1.033 18 0.314 -0.978¢ 0.9479 -2.969¢ 1.011]
Eq. var. not assumed -0.9784.
NEP SS04 Eq. var. assumed
Eg. var. not assumed
Discipline = Mechatronics
Group Statistics
Std. Devid Std. Erroy
Category N Mean tion Mean
NEP SSO7 No GWA & No SWT 00 0 . - .
No GWA & SWT 01 5 2.66( | 1.108Z] 0.495¢
NEP SSO04 No PQ & No SWT 00 1 4.00E . ___
No PQ & SWT 01 6 3.83%] 0.958t | 0.391!
NEP S50 N GWB & No SWT 00 1 5.00E . .
No GWB & SWT 01 6 3.33%] 1.505¢ | 0.614¢
Independent Samples Test
Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
- -
sig. (2- Mean | Std. Errof git/(;rc\:/zr :)llfjtehnece
F Sig. t f tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
NEP SS07 Eq. var. assumed
Eq. var. not assumed . . . . . . .
NEP SS0 Eq. var. assumed 0.16] 5 0.87¢ | 0.1667| 1.035%]-2.494¢| 2.827¢
Eq. var. not assumed . . . 0.1667 . . .
NEP SS0 Eq. var. assumed 1.02F 5 0.352 | 1.6667| 1.626-]-2.513%| 5.846¢
Eq. var. not assumed 1.666
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T-Test between “No Extra Methods & No SWT” (00) paticipation and “Extra
Methods & SWT” participation (11) using WEP AverageGrade

Discipline = Computer Science
Group Statistics

Std. Devid Std. Erro
Category N Mean tion Mean
WEP ssot @ GWA & No SWT 0@ 9 4.1441 0.696¢] 0.232:
GWA & SWT 11 10 2.70C] 0.731¢] 0.231¢
WEP ssogNo PQ & No SWT 0Q 18 ]4.021] 0.923f] 0.211¢
PQ & SWT 11 1 1.00( . .
WEP sso¢0 GWB & No SWT 00 22 2.891] 1.314(] 0.280!
GWB & SWT 11 7 3.18€] 1.426%| 0.539!
Independent Samples Test
Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eqg. Var.
95% Confidence
Mean | Std. Errol
. Sig. (2- . . Interval of the
F Sig. t df tailed) Diffe- Dirfe- Difference
rence rence
Lower Upper
WEP SS0 Eq. var. assumed 0.103| 0.752 4.394 170 0.00C ] 1.444<] 0.3287] 0.750¢ 2.13SE
Eq. var. not assumed 4.40€¢ 16.934 0.00C | 1.444<] 0.327¢] 0.752¢| 2.136:
WEP SS0 Eq. var. assumed _ _ 3.18¢ 18 0.00¢ ]| 3.0217] 0.947¢] 1.030<] 5.011:
Eq. var. not assumed . . . 3.021! . . .
WEP SS0 Eq. var. assumed 0.096| 0759 -0.507 271 0.61¢ |-0.294¢] 0.581¢ -1.487: 0.898!
Eq. var. not assumed -0.485 9.4¢ 0.63¢ | -0.294¢] 0.607¢]-1.6587| 1.069!

Discipline = Mechatronics
Group Statistics

Std. Devid Std. Erro
Category N Mean tion Mean
WEP SS0 No GWA & No SWT 00 0 . . -
GWA & SWT 11 17 ] 3.05¢] 0.8817] 0.213;
WEP sl PQ & No SwT 00 1 4.00(C . .
PQ & SWT 11 18 1.685] 1.113%] 0.262¢
WEP SS0 No GWB & No SWT 0a 1 5.00( . .
GWB & SWT 11 16 1.51¢{ 0.650<] 0.162¢
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eqg. Var.)
95% Confidence
. Mean | Std. Errof
. Sig. (2- . ; Interval of the
F Sig. t df tailed) Diffe- Diife- Difference
rence rence
Lower Upper
WEP SSO1 Eq. var. assumed
Eq. var. not assumed . . . . . . .
WEP SS04Ed-var. assumed ' ' 2.02¢ 170 0.05¢ | 2.316:{ 1.1437]-0.0967] 4.729¢
Eq. var. not assumed . . . 2.316 . . .
WEP SS0 Eq. var. assumed ' ' 5.193 15 0.00( | 3.481| 0.670¢+] 2.052¢] 4.910!
Eq. var. not assumed . . . 3.481:
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T-Test between “No Extra Methods & No SWT” (00) paticipation and “Extra
Methods & SWT” participation (11) using NEP AverageGrade

Discipline = Computer Science
Group Statistics

Category N Mean Stdt'ioDneVi‘ Stlx(jl.ei:o
NEP SS07 No GWA & No SWT 00 9 4.14< | 0.696¢] 0.2327
GWA & SWT 11 10 3.20C | 0.740¢] 0.234:
NEP SSO8 No PQ & No SWT 00 19 4.021] 0.923f] 0.211¢
PQ & SWT 11 1 1.30( . .
NEP SS04 No GWB & No SWT 00 22 2.891] 1.314(| 0.280]
GWB & SWT 11 7 3.857 | 1.083(] 0.409:
Independent Samples Test
Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eqg. Var.
95% Confidence
. Mean | Std. Errof
. Sig. (2- . : Interval of the
F Sig. t df tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
NEP SSOAEd: Var. assumed 0.007| 0.76 [-2:85 17] 0.011 | 0.944«] 0.331(| 0.246: | 1.642¢
Eg. var. not assumed 2.864 16.959 0.011 | 0.944<] 0.329¢| 0.248<] 1.640¢
NEP SS09 Eg. var. assumed 2.877 18 0.01C | 2.7217] 0.947¢] 0.730<| 4.711:
Eq. var. not assumed ) ) . . . 2.721: . . .
NEP SSOd Eq. var. assumed 0.177| 0.677 -1.75§ 27 0.09( -0.966f 0.549¢ -2.093’, 0.161:
Eg. var. not assumed -1.94§ 12.174 0.07% |-0.9667] 0.496(]-2.045:] 0.112¢

Discipline = Mechatronics
Group Statistics

Std. Devid Std. Errof
Category N Mean tion Mean

NEP SSO1 No GWA & No SWT 00 0 . . .

GWA & SWT 11 17 3.55%] 0.979:] 0.237¢
NEP SSO8 No PQ & No SWT 00 1 4.00E . .

PQ & SWT 11 18 2.167| 1.094<] 0.257¢
NEP SS0 No GWB & No SWT 00 1 5.00( . .

GWB & SWT 11 16 2.231| 0.957¢| 0.239¢

Independent Samples Test

Levene's Test for,
Equality of Va- t-test for Equality of Means
riances (Eqg. Var.

95% Confidence
. Mean | Std. Erro
. Sig. (2- . . Interval of the
F Sig. t f tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
NEP SS07 Eq. var. assumed
Eq. var. not assumed . . . . . . .
NEP SS0 Eq. var. assumed 1.63] 17] 0.1271 | 1.833%| 1.124¢]-0.538¢| 4.205¢
Eq. var. not assumed ) ) . . . 1.833: . . .
NEP SSO Eq. var. assumed 2.80¢ 15 0.01: | 2.768¢| 0.9871] 0.664¢| 4.872¢
Eq. var. not assumed ) ) . . . 2.768¢
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T-Test between “Extra Methods & No SWT” (10) partidpation and “No Extra
Methods & SWT” patrticipation (01) using WEP AverageGrade

Discipline = Computer Science
Group Statistics

Std. Devid Std. Erro
Category N Mean tion Mean
WEP SS0 GWA & No SWT 10 31 2.55¢] 0.924+] 0.166(
No GWA & SWT 01 0 . . .
] ¢
WEP SS0 PQ & No SWT 10 25 2.20¢€ | 1.1471] 0.229
No PQ & SWT 01 1 5.00C . .
¢ C
WEP SS0 GWB & No SWT 10 27 2.73(C] 1.126¢| 0.216¢
No GWB & SWT 01 0
Independent Samples Test
Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eqg. Var.
N -
g (z- | Mean [ Emot S e
F Sig. t df tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
WEP SS0 Eq. var. assumed
Eq. var. not assumed . . . . . . .
WEP SS0 Eq. var. assumed -2.387 24 0.02% |-2.792(] 1.169¢]-5.206:] -0.377
Eq. var. not assumed ) ) . . . -2.792(
WEP SS0 Eq. var. assumed
Eq. var. not assumed

Discipline = Mechatronics
Group Statistics

Std. Devid Std. Errof
Category N Mean tion Mean
WEP SS0 GWA & No SWT 10 2 4.00C | 0.000(] 0.000¢(
No GWA & SWT 01 5 2.66( | 1.1082] 0.495¢
WEP Ss0aPQ &No swt 10 2 4.00C ] 0.000C} 0.000¢
No PQ & SWT 01 6 3.83:] 0.958t] 0.391:
WEP SS0 GWB & No SWT 10 1 5.00( . .
No GWB & SWT 01 6 3.33%] 1.505f] 0.614¢
Independent Samples Test
Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eqg. Var.
95% Confidence
. Mean | Std. Erro
. Sig. (2- . : Interval of the
F Sig. t f tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
WEP SSO1 Eq. var. assumed 2830| 0153 1.61¢€ 5| 0.167 | 1.340(| 0.829%]-0.7917| 3.471"
Eq. var. not assumed 2.704 4] 0.05¢ | 1.340( | 0.495¢]-0.036(| 2.716(
WEP SS0 Eq. var. assumed 5.650| 0.055 0.233 6| 0.82: 0.166_1 0.714f -1.581f 1.9147
Eq. var. not assumed 0.42¢ 5| 0.68¢ | 0.1667 | 0.3917]-0.839:( 1.172¢
WEP SS0 Eq. var. assumed . . 1.025 5| 0.35:2 1.666: 1.6267 | -2.513!| 5.846¢
Eq. var. not assumed . . . 1.666"
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T-Test between “Extra Methods & No SWT” (10) partidpation and “No Extra
Methods & SWT” participation (01) using NEP AverageGrade

Discipline = Computer Science
Group Statistics

Std. Devid Std. Erro
Cat
ategory N Mean tion Mean
L
NEP SS07 GWA & No SWT 10 31 2.974]1 0.934f 0.167¢
No GWA & SWT 01 0 . . .
¢
NEP ssogPQ & No SWT 10 25 2.80(] 1.152¢| 0.230¢
No PQ & SWT 01 1 5.00( . .
NEP SS0qCWB & No SWT 10 27 13.607]1.0247] 0.1977
No GWB & SWT 01 0
Independent Samples Test
Levene's Test for,
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
o -
sig. (2- | Mean |Std. Erro giiﬁzrgf e
F Sig. t df tailed) Diffe- Dirfe- Difference
rence rence
Lower Upper
NEP SSO7 Eq. var. assumed
Eq. var. not assumed . . . . . . .
NEP SSO Eg. var. assumed -1.871 24 0.07¢1-2.200(] 1.1757|-4.626¢| 0.226¢
Eq. var. not assumed ) ) . . . -2.200(
NEP SS04 Eq. var. assumed
Eq. var. not assumed

Discipline = Mechatronics
Group Statistics

Std. Devid Std. Erro
Category N Mean tion Mean
NEP s504CWA & No SWT 10 2 4.50(] 0.707:] 0.500¢(
No GWA & SWT 01 5 2.66(| 1.1087] 0.495¢
NEP SS0d PQ & No SWT 10 2 4.50C| 0.7072] 0.500(
No PQ & SWT 01 6 3.83%] 0.958¢| 0.391:
NEP SS04 GWB & No SWT 10 1 5.00(C . .
No GWB & SWT 01 6 3.33% [ 1.505¢ | 0.614¢
Independent Samples Test
Levene's Test for|
Equality of Va- t-test for Equality of Means
riances (Eqg. Var.)
95% Confidence
. Mean | Std. Errof
. Sig. (2- . ; Interval of the
F Sig. t df tailed) Diffe- Diife- Difference
rence rence
Lower Upper
NEP SS07 Eq. var. assumed 0.411| 0550 2.11¢ 5| 0.08¢ | 1.840(| 0.8704]-0.397¢] 4.077¢
Eg. var. not assumed 2.614 3.16€¢ 0.07% | 1.840(| 0.704(]-0.3354| 4.015¢
NEP SS04 Eq. var. assumed 0.721| 0.429 0.88¢ 6 0.415 0.666: 0.752:]-1.1747] 2.507¢
Eg. var. not assumed 1.05( 2.419 0.387 | 0.6667] 0.634¢|-1.658¢| 2.991¢
NEP SS0 Eq. var. assumed ' ' 1.02f 5| 0.352 | 1.6667| 1.626:]-2.513¢] 5.846¢
Eq. var. not assumed . . . 1.666
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T-Test between “Extra Methods & No SWT” (10) partidpation and “Extra Methods
& SWT” participation (11) using WEP Average Grade

Discipline = Computer Science
Group Statistics

Std. Deviq Std. Errot
Category N Mean tion Mean
WEP SS0 GWA & No SWT 10 31 ] 2.55&] 0.924+] 0.166(
GWA & SWT 11 10 | 2.70C} 0.731¢] 0.231¢
WEP SS0 PQ & No SWT 10 25 ]2.20&] 1.1477| 0.229¢
PQ & SWT 11 1 1.00( . .
WEP SS04CWB & No SWT 10 27 12.73(] 1.126¢]| 0.216¢
GWB & SWT 11 7 3.18€] 1.426%]| 0.539:
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
95% Confidence
. Mean | Std. Erro
. Sig. (2- . . Interval of the
F Sig. t df tailed) Diffe- Dirfe- Difference
rence rence
Lower Upper
WEP SSoEd.var. assumed 1.406| 0.043 |20:44: 39 0.661 |-0.141¢] 0.3214]-0.792(] 0.508:
Eq. var. not assumed -0.49¢ 19.129 0.62¢ ]|-0.141¢| 0.284¢|-0.737¢ 0.453¢
WEP SS0 Eq. var. assumed _ _ 1.034 24 0.312 | 1.208(] 1.169¢]-1.206:] 3.622:
Eq. var. not assumed . . . 1.208( . . .
- [ -1 . 1 -
WEP SS0 Eq. var. assumed 1.149| 0.292 0.90¢ 32 0.372 0.456: 0'504f 1'483f 0.571(
Eq. var. not assumed -0.78¢ 8.04 0.45F |-0.456:] 0.5817]-1.7947] 0.882¢

Discipline = Mechatronics
Group Statistics

Std. Devid Std. Erro
Category N Mean tion Mean
WEP SS0 GWA & No SWT 10 2 4.00(] 0.000¢( 0.000S
GWA & SWT 11 17 | 3.05¢] 0.8817] 0.213"
WEP SS0 PQ & No SWT 10 2 4.00(] 0.000(] 0.000(
PQ & SWT 11 18 |1.68:f 1.1132] 0.262¢
WEP SS0 GWB & No SWT 10 1 5.00( . .
GWB & SWT 11 16 | 1.51¢| 0.650<| 0.162¢
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.)
95% Confidence
. Mean | Std. Errof
. Sig. (2- . . Interval of the
F Sig. t df tailed) Diffe- Dirfe- Difference
rence rence
Lower Upper
WEP SSO Eq. var. assumed 6.860| 0.018 1.473 170 0.15¢ | 0.941: 0.6395 -0.407(] 2.289:
Eq. var. not assumed 4.40¢ 160 0.00C | 0.941:] 0.2137] 0.488:] 1.394:
WEP SS0 Eq. var. assumed 26561 0121 2.87: 18 0.01C 2.316: 0.806: 0.622f 4.010:
Eq. var. not assumed 8.83( 17] 0.00C | 2.3167| 0.262¢] 1.763.] 2.870:
WEP SS0 Eq. var. assumed . . 5.193 15 0.00C | 3.481%] 0.670«] 2.052¢| 4.910!
Eq. var. not assumed . . . 3.481:
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T-Test between “Extra Methods & No SWT” (10) partidpation and “Extra Methods
& SWT” participation (11) using NEP Average Grade

Discipline = Computer Science
Group Statistics

Std. Deviq Std. Errot
Category N Mean tion Mean
NEP SS07 GWA & No SWT 10 31 ]2.974] 0.934%] 0.167¢
GWA & SWT 11 10 | 3.20C} 0.740¢| 0.234:
NEP SSO PQ & No SWT 10 25 ]2.80(C] 1.152¢] 0.230¢
PQ & SWT 11 1 1.30C . .
NEP SS0 GWB & No SWT 10 27 ]13.607] 1.0247] 0.197:
GWB & SWT 11 7 3.857] 1.083(] 0.409:
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
95% Confidence
. Mean | Std. Erro
. Sig. (2- . . Interval of the
F Sig. t df tailed) Diffe- Dirfe- Difference
rence rence
Lower Upper
- 4 - - 4 r
NEP SSO7 Eq. var. assumed 1.267| 0.267 0.695 39 O.49£I 0.225¢ 0.3255 0.883: 0.431:
Eq. var. not assumed -0.78¢4 19.9 0.447 | -0.225¢| 0.288:]-0.828¢| 0.377:
NEP SS04 Eq. var. assumed 1.276 24 0.21¢ | 1.500(| 1.1757]-0.926¢| 3.926¢
Eq. var. not assumed ) ) . . . 1.500( . . .
NEP SS09 Eq. var. assumed 0.476| 0.495 -0.56¢ 32 0.57¢ —0.249_1 0.439:1-1.1447] 0.645:
Eq. var. not assumed -0.55(1 8.99¢4 0.59¢ | -0.2497| 0.454¢]-1.277¢] 0.778!

Discipline = Mechatronics
Group Statistics

Std. Devid Std. Erro
Category N Mean tion Mean
NEP SS07 GWA & No SWT 10 2 4.50(] 0.7072] 0.500(
GWA & SWT 11 17 | 3.55%] 0.9797] 0.237¢
NEP SSO8 PQ & No SWT 10 2 4.50(] 0.7072] 0.500(
PQ & SWT 11 18 |2.167] 1.094<] 0.257¢
NEP SSO GWB & No SWT 10 1 5.00( . .
GWB & SWT 11 16 | 2.231] 0.957¢| 0.239¢
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.)
95% Confidence
. Mean | Std. Errof
. Sig. (2- . . Interval of the
F Sig. t df tailed) Diffe- Dirfe- Difference
rence rence
Lower Upper
NEP SS07 Eq. var. assumed 0.867| 0365 1.312 17_ 0.207 | 0.947:] 0.721¢|-0.575¢ 2.469f
Eq. var. not assumed 1.711 1.499 0.26¢ | 0.947.] 0.553¢ | -2.391¢| 4.285"
NEP SS0d Eq. var. assumed 0.475| 0.499 2.90§ 18 0.00E 2.333:- 0.802¢ | 0.647¢ 4.0195
Eq. var. not assumed 4147 1.59¢ 0.077 | 2.333%] 0.562¢|-0.779¢| 5.446:
NEP SSO Eq. var. assumed 2.80¢ 15 0.01: | 2.768¢] 0.9877] 0.664¢| 4.872¢
Eq. var. not assumed ' ' . . . 2.768¢
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T-Test between “No Extra Methods & SWT” (01) partidpation and “Extra Methods
& SWT” participation (11) using WEP Average Grade

Discipline = Computer Science
Group Statistics

Std. Deviq Std. Errot
Cat
ategory N Mean tion Mean

WEP SSO No GWA & SWT 01 0 . . .

GWA & SWT 11 10 | 2.70C} 0.731¢]| 0.231+
WEP SS0 No PQ & SWT 01 1 5.00(

PQ & SWT 11 1 1.00(
WEP SS0 No GWB & SWT 01 0 . . -

GWB & SWT 11 7 3.18€] 1.426%]| 0.539:

Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
N -
sig. (2- | Mean | Std. Emo gf’n@ﬁzrgg e
F Sig. t df tailed) Diffe- Dirfe- Difference
rence rence
Lower Upper

WEP SS0O Eq. var. assumed

Eq. var. not assumed . . . .
WEP SS0 Eq. var. assumed . . . 0 . 4.000(

Eq. var. not assumed . . . 4.000(
WEP SS0O Eq. var. assumed

Eq. var. not assumed

Discipline = Mechatronics
Group Statistics

Std. Devid Std. Erro
Category N Mean tion Mean
WEP SS0 No GWA & SWT 01 5 2.66(] 1.108: 0.495f
GWA & SWT 11 17 | 3.05¢] 0.8817] 0.213"
WEP SS0 No PQ & SWT 01 6 3.83%] 0.958f] 0.391:
PQ & SWT 11 18 |1.68:f 1.1132] 0.262¢
WEP SS0 No GWB & SWT 01 6 3.33%] 1.5058| 0.614¢
GWB & SWT 11 16 | 1.51¢| 0.650<| 0.162¢
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.)
95% Confidence
. Mean | Std. Errof
. Sig. (2- . . Interval of the
F Sig. t df tailed) Diffe- Dirfe- Difference
rence rence
Lower Upper
WEP SSO Eq. var. assumed 0.040| 0.843 -0.847 20 0.41C | -0.398¢ 0.473f -1.386¢| 0.589!
Eq. var. not assumed -0.73¢ 5.57§ 0.49C | -0.398¢| 0.5397 | -1.744(] 0.946¢
WEP SSogEd.var. assumed 0.034| 0.854-4:221 22| 0.00C | 2.150( 0.509: | 1.094:] 3.205¢
Eq. var. not assumed 4564 9.913 0.001 | 2.150(] 0.4717] 1.099: | 3.200¢
WEP SS0 Eq. var. assumed 5.088| 0.035 4.037 2C] 0.001 | 1.814¢| 0.450] 0.875¢ 2'753f
Eq. var. not assumed 2.854 5714 0.031 | 1.814¢| 0.635¢| 0.239¢| 3.389:
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T-Test between “No Extra Methods & SWT” (01) partidpation and “Extra Methods
& SWT” participation (11) using NEP Average Grade

Discipline = Computer Science
Group Statistics

Std. Deviq Std. Errot
Cat
ategory N Mean tion Mean

NEP SS07 No GWA & SWT 01 0 . . -

GWA & SWT 11 10 ] 3.20C] 0.740¢] 0.234:
NEP ssodNe PQ & SWT 01 1 5.00(

PQ & SWT 11 1 1.30C
NEP SS09 No GWB & SWT 01 0 - . -

GWB & SWT 11 7 13.857] 1.083(] 0.409¢

Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.
N -
sig. (2- | Mean | Std. Emo gf’n@ﬁzrgg e
F Sig. t df tailed) Diffe- Dirfe- Difference
rence rence
Lower Upper

NEP SS07 Eq. var. assumed

Eq. var. not assumed . . . .
NEP SS08 Eq. var. assumed . . . 0 . 3.700(

Eq. var. not assumed . . . 3.700(
NEP SS04 Eq. var. assumed

Eq. var. not assumed

Discipline = Mechatronics
Group Statistics

Std. Devid Std. Erro
Category N Mean tion Mean
NEP SS07 No GWA & SWT 01 5 2.66(| 1.1082] 0.495¢
GWA & SWT 11 17 | 3.55%] 0.9797] 0.237¢
NEP SSO8 No PQ & SWT 01 6 3.83%] 0.958f] 0.391:
PQ & SWT 11 18 |2.167] 1.094<] 0.257¢
NEP ssodNO CGWB & SWT 01 6 3.33%] 1.505¢] 0.614¢
lows & swt 11 16 | 2.231] 0.957¢] 0.239:
Independent Samples Test
Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.)
95% Confidence
. Mean | Std. Errof
. Sig. (2- . . Interval of the
F Sig. t df tailed) Diffe- Dirfe- Difference
rence rence
Lower Upper
NEPSe0 Eq. var. assumed 0.005| 0945 -1.74¢ 29 0.09¢ | -0.892¢| 0.512(|-1.960¢| 0.175(
Eq. var. not assumed -1.62¢ 5.97 0.15€ | -0.892¢| 0.549¢|-2.239:] 0.453¢
“ - L C
NEP SS0d Eq. var. assumed 0.040| 0.844 3.32( 221 0.00: 1.666: O.502E 0.625%] 2.707¢
Eq. var. not assumed 3.55¢ 9.74{ 0.00t | 1.6667| 0.4687 | 0.618¢| 2.714¢
< 4 |- “ C
NEP SsodEd: Var. assumed 1170| 0.297-2:05¢ 2q 0.05¢ | 1.102: 0.536%[-0.016¢] 2.220f
Eq. var. not assumed 1.67] 6.587 0.141 ] 1.102.| 0.659¢ | -0.478(| 2.682!
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10.2 Graphs

10.2.1 Overview across 6 Semesters

Computer Science Students

Overview for Computer Science Students
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10.3 Statistical data — Evaluations’ Result

10.3.1 T-Test

T-Test between Motivating Presentation to Comprehesibility of Lecture, and
Usefulness of Demonstration

Group Statistics

Std. Deviq Std. Erro
tion Mean

S$S2007 42 | 3.42¢| 1.039:| 0.160¢
L-Motivating Presentation $52008 34 | 2.73%] 0.931:] 0.1597
(L-MP) WS0809 51 | 2.74%] 0.796.] 0.111¢
$S2009 20 | 3.60(] 1.1877] 0.265¢
S$S2007 44 | 2.56¢| 1.043-| 0.157:
L-Comprehensibility of Lecture |SS2008 35 | 2.457] 0.816¢] 0.138:
(L-cy ws0809 | 51 | 2.471] 0.945¢| 0.132¢

SS2009 21 | 3.04¢] 1.023%| 0.223¢
$S52007 34 |2.61¢] 1.101<] 0.188¢
L-Usefulness of Demonstration |SS2008 26 2.84¢| 1.0077] 0.197¢
(L-UD) wso0809 | 40 | 2.50(] 0.987.| 0.156:

SS2009 16 ] 3.00(] 1.1547] 0.288"

Category Sem. N Mean

Independent Samples Test

Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.)

T- Test between SS2009 and SS2(Q07 95% Confidence
. Sig. (2- Mean Std_‘ Erro Interval of the
F Sig. t df tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
Eg. var. assumed 0.58( 6(0] 0.56¢ | 0.171+] 0.2957]-0.420:] 0.762¢
L-MP . 423

Eq. var. not assumed 0.650 | 0.42 0.554 33.329 0.58¢ ] 0.171<] 0.310:]-0.459¢] 0.802
Eq. var. assumed 1.743 63 0.08¢ | 0.4794] 0.275(|-0.070z] 1.029:

L-CL . .
Eg. var. not assumed 0.000 | 0.990 1.754 40.15] 0.087 | 0.4794] 0.2732]-0.072¢] 1.031¢
Eq. var. assumed 1.12§ 48 0.26F | 0.3824] 0.339(]-0.2997] 1.064(

L-DU . .
Eg. var. not assumed 0.420 { 0.520 1.104 28.24 0.277 | 0.382<]| 0.345(]-0.324(] 1.088:

Independent Samples Test

Levene's Test for
Equality of Va- t-test for Equality of Means
riances (Eq. Var.)

T- Test between SS2009 and SS2(08 95% Confidence
. sig. (2- | ‘Mean | Std-Ermol -y nerval of the
F Sig. t df tailed) Diffe- Diffe- Difference
rence rence

Lower Upper
Eg. var. assumed 2.972 521 0.00¢ | 0.8647| 0.290¢| 0.280¢| 1.448¢

L-MP . .
Eq. var. not assumed 2650 0.110 2.79( 32.76] 0.00¢ | 0.8647| 0.309¢| 0.234.] 1.495¢
Eq. var. assumed 2.38( 54 0.021 | 0.590¢ | 0.2487] 0.093(| 1.088(

L-CL . .
Eg. var. not assumed 14011 0242 2.249 35.184 0.031 | 0.590f| 0.262¢] 0.057¢| 1.123¢
Eq. var. assumed 0.45¢ 40 0.65z | 0.153¢| 0.338%]-0.530z] 0.837¢

L-DU . .965

Eg. var. not assumed 0.002 1 0.96 0.44(] 28.587] 0.66: | 0.153¢] 0.349¢[-0.562’] 0.869¢
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Independent Samples Test

Levene's Test for
Equality of Va-
riances (Eq. Var.)

t-test for Equality of Means

T- Test between SS2009 and WS08$09

95% Confidence
. Sig. (2- Mean Std_‘ Errof Interval of the
F Sig. t df tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
Eq. var. assumed 3.52( 69 0.001 | 0.854¢| 0.242¢| 0.370%] 1.339¢
L-MP . .008

Eq. var. not assumed 7.388 | 0.00 2.96§ 25.97¢ 0.00¢ [ 0.854¢] 0.288( | 0.262¢| 1.446¢
Eq. var. assumed 2.29¢ 70 0.02% | 0.577(| 0.2517] 0.0762] 1.077¢

L-CL . .
Eq. var. not assumed 0.071 0.791 2.2274 34.80§ 0.03% [ 0.577(] 0.2597 [ 0.049¢| 1.104:
Eq. var. assumed 1.63] 54 0.10¢ | 0.500(| 0.306¢€|-0.114¢] 1.114¢

L-DU . .
Eq. var. not assumed 0.159 | 0.691 1.524 24.254 0.141 | 0.500(| 0.3282]-0.176¢] 1.176¢

T-Test between Computer Science and Mechatronics \8tents’ Respond to Lecture’s
and Exercise’s Structure and Comprehensibility

Semesters = SS2007

Group Statistics

Category D|s N Mean Std._ Deviqd Std. Erro
cipline tion Mean
L-Structure CS 29 2.517] 1.089¢ 0.20283
(L-S) M 15 2.533] 0.7433 0.191p
L-Comprehensibility of Lecture [CS 29 | 2.621] 1.082¢]| 0.201:
(L-CL) M 15 2.467| 0.9904 0.2557
E-Structure CS 26 | 3.34€] 1.017¢] 0.199¢
(E-S) M 15 3.267| 0.7988 0.206B
E-Comprehensibility of Exercise (€S 26 3.42%] 0.9027| 0.176¢
CE) M 15 3.267| 0.798% 0.2063

Independent Samples Test

Levene's Test for
Equality of Va-
riances (Eq. Var.)

t-test for Equality of Means

95% Confidence
. Sig. (2- Mean Std_’ Erro Interval of the
F Sig. t df tailed) Diffe- Diffe- Difference
rence rence
Lower Upper
- - - [=

LS Eq. var. assumed 1989 | 0.166 0.05] 42 0.959( -0.0141 0.3141 -0.6300 0.6179
Eq. var. not assumed -0.054 38.58p 0.954 -0.0161 0.2789 -0.5803 0.5481

LcL LEd.var. assumed 0212 | 0648 0.46( 42 0.64¢ | 0.154(| 0.334¢|-0.521¢| 0.829¢
Eq. var. not assumed ' ' 0.473 30.77p 0.639 0.1540 0.32b3 -0.5096 0.8L77

E.g |[EQ.var assumed 2171 | 0.149 0.25¢ 39 0.797 | 0.079¢| 0.306¢«|-0.540:] 0.699:
Eqg. var. not assumed ' 7 0.274 35.200 0.789 0.07d5 0.247 -0.5030 0.6p20

= Al -

E.cg |Ed. var. assumed 0.159 | 0693 0.55] 39 0.581 ] 0.156¢«| 0.280¢ |-0.411¢| 0.724"
Eq. var. not assumed 0.574 32.36Pp 0.569 0.154 0.2717 -0.3969 0.7p97
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Semesters = SS2008

Group Statistics

Category Discipind N | Mean Stdii(?:"ia'sﬂ'ei:or
L-Structure Cs 16 1.938] 0.6801 0.170D
(L-S) M 19 2.632| 1.0651 0.2444
L-Comprehensibility of Lecture |CS 16 | 2.12%] 0.500(] 0.125(
(L-CL) M 19 2.737| 0.933% 0.214p
E-Structure Cs 16 | 2.68¢] 1.014%| 0.253¢
(E-S) M 17 2.471] 0.6243 0.151p
E-Comprehensibility of Exercise (ECS 16 | 3.37%] 1.500(] 0.375(
CE) M 17 | 3.294] 0.919¢ 0.223D
Independent Samples Test
Levene's Test for
Equality of Va-riancq t-test for Equality of Means
(Eq. Var.)
95% Confidence
) Sig. (2- | Mean | Std. Errorf  Interval of the
F Sig. t f tailed) |Diffe-rencqDiffe-rence Difference
Lower Upper
Ls |E9var assumed 2646 | 0039 -2.24 33 0.031] -0.6941 0.3089 -1.3226 -0.0p55
Eq. var. not assumed -2.333 30.944 0.024 -0.6941 0.29f7 -1.3p13 -0.4869
- |- - - 1
LcL |EQ. var. assumed 0.138 | 0.005 2.355 33 0.02t [-0.611¢| 0.260<]-1.141¢]-0.082
Eq. var. not assumed -2.461 28.39p 0.02d -0.6118 0.24B0 -1.1]94 -0.1042
ES Eq. var. assumed 2639 | 0114 0.74¢ 31‘ 0.462 | 0.216¢] 0.291. _-0.3771 0.810¢
Eq. var. not assumed 0.734 24.6p 0.470 0.21499 0.29%4 -0.3919 0.8p57
- < 1 P
E.cg [EY. var. assumed 5908 | 0.020 0.18¢§ 31] 0.852 | 0.080¢| 0.430: “0.7961 0.958:
Eq. var. not assumed 0.184 24.60p 0.854 0.0809 0.43p3 -0.8184 0.9802
Semesters = WS0809
Group Statistics
Category Discipind N | Mean Stdii(?:"ia'sﬂ'ei:or
L-Structure Cs 28 2.893| 0.994(0 0.187p
(L-S) M 20 | 2.800] 0.951% 0.212B
L-Comprehensibility of Lecture [CS 31 | 2.355| 0.877<| 0.157¢
(L-CL) M 20 | 2.650] 1.0400 0.232b
E-Structure CS 31 | 2.322|0.791. | 0.142
(E-S) M 19 2.526| 0.9643 0.221p
E-Comprehensibility of Exercise (ECS 31 | 2.612| 0.803 | 0.144:
CE) M 19 2.474| 1.1723 0.268P
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Levene's Test for
Equality of Va-riancq t-test for Equality of Means
(Eq. Vvar.)
95% Confidence
) Sig. (2- | Mean | Std. Erro Interval of the
F Sig. t of tailed) |Diffe-rencd Diffe-rence Difference
Lower Upper
[= O - N

Ls Eq. var. assumed 0.006 | 0.940 0.32: 46 0.747] 0.092p 0.28%9 -0.4827 0.6684
Eq. var. not assumed 0.32] 42.14f 0.744 0.0949 0.28B8 -0.4y99 0.6p56

LcL Eq. var. assumed 0.805 | 0.374 -1.09( 49 0.281 ]-0.2952] 0.27071-0.839! I 0.248¢
Eq. var. not assumed -1.051 35.69]L 0.30q -0.29%2 0.28p9 -0.8p51 0.24747

ES Eq. var. assumed 0.840 | 0.364 -0.817 48" 0.42C | -0.203 ] 0.250¢]-0.707¢] 0.300!
Eq. var. not assumed -0.779 32.58p 0.444 -0.2037 0.26p9 -0.7889 0.3B14

c p 1 p =

E-CE Eg. var. assumed 2161 | 0148 0.49¢ 48“ 0.62( i 0.1392] 0.279: i 0.422:] 0.700:
Eq. var. not assumed 0.45¢ 28.43p 0.654 0.1392 0.30p2 -0.4855 0.7p39

Semesters = SS2009
Group Statistics

Category Discipind N | Mean Stdii('?:"'a' St&'e?nror
L-Structure Cs 11 2.545| 0.8203 0.2478
(L-S) M 9 |3.000] 0.7074 0.235f
L-Comprehensibility of Lecture |CS 11 | 2.45E] 0.687¢| 0.207:
(L-CL) M 9 3.667] 1.000Q 0.333B
E-Structure CS 11 ] 2.091] 0.700¢| 0.211:
(E-S) M 9 2.556] 0.8819 0.294D
E-Comprehensibility of Exercise (ECS 11 ] 2.00(] 0.632%] 0.190;
CE) M 9 2.556] 0.8819 0.294D

Independent Samples Test

Levene's Test for
Equality of Va-riancq t-test for Equality of Means
(Eq. Vvar.)
95% Confidence
. Sig. (2- | Mean | Std. Error]  Interval of the
F Sig. t df tailed) |Diffe-rencqDiffe-rencd Difference
Lower Upper
Ls Eq. var. assumed 1244 | 0279 -1.31( 18 0.207| -0.4545 0.3470 -1.1835 0.2744
Eq. var. not assumed ' “71-1.331 17.92B 0.20d -0.4545 0.3416 -1.1y25 0.2p34
a = . p A - p
LCL Eq. var. assumed 1.620| 0.219 3.207 18| 0.00¢ 1.212-’ 0.377¢|-2.006: I 0.418;
Eq. var. not assumed -3.084 13.74fL 0.008 -1.21%21 0.39p5 -2.0%55 -0.3687
- - . . C
ES Eq. var. assumed 1.133| 0301 1.31F 18 0.20f |-0.464¢| 0.353f|-1.207:] 0.277¢
Eq. var. not assumed -1.284 15.16L 0.219 -0.4646 0.36P0 -1.2855 0.3Pp62
E-CE Eq. var. assumed 3309 | 0.086 -1.64( 18_ 0.11¢ |-0.555¢| 0.338"|-1.267:{ 0.156!
Eq. var. not assumed -1.583 14.14p 0.134 -0.55%6 0.35p4 -1.3064 0.1P53
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T-Test between Hours Spent Revising during GWB an&op Quiz Implementation

Group Statistics

Hours N Mean Std.‘Devia-Std. Error]
tion Mean
Computer Science (CS) GWB 27 2.4401 1.086(¢ 0.209D
PQ 19 | 2.11(] 1.370(] 0.314(
Mechatronics (M) GWB 11 2.090] 0.944¢ 0.285D
PQ 11 ]1.18(] 0.405(] 0.122(
Independent Samples Test
Levene's Test for
Equality of Va-riancq t-test for Equality of Means
(Eq. Var.)
Hours 95% Confidence
. Sig. (2- Mean | Std. Error| Interval of the
F Sig. t of tailed) |Diffe-rencqDiffe-rencq Difference
Lower Upper
1 -0.39 14
cs Eq. var. assumed 0.584 | 0.449 0.936 44 0.354] 0.339p 0.3620 -0.3910 1.0700
Eq. var. not assumed 0.899 32.974 0.37% | 0.339(] 0.377([-0.429(] 1.107(
M Eq. var. assumed 35171 0.075 2.936 20 0.008[ 0.909D 0.3100 0.2630 1.5%50
Eq. var. not assumed ' 7 2.93¢ 13.554 0.011 [ 0.909(] 0.310(] 0.243(| 1.575(

T-Test between Computer Science and Mechatronics &tents on Lecture Exercise

Ratio
Group Statistics
Hours N Mean Std..Devia-Std. Error
tion Mean
Computer Science (CS) 25 | 3.240| 1.052(¢ 0.210p
Mechatronics (M) 11 | 3.18(] 0.751(| 0.226(
Independent Samples Test
Levene's Test for
Equality of Va-riancs t-test for Equality of Means
(Eq. Var.)
Hours 95% Confidence
) Sig. (2- | Mean | Std. Error] Interval of the
F Sig. t of tailed) |Diffe-rencgDiffe-rence Difference
Lower Upper
Hours Eq. var. assumed 0.963 | 0333 0.16F 34! 0.87E 0.058( ] 0.352( |-0.657(] 0. 774(
Eg. var. not assumed 0.18¢§ 26.50: 0.85z | 0.058( | 0.309( |-0.576(] 0. 693(
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T-Test between Computer Science and Mechatronics &tents on Theoretical and
Application Questions

Semesters = WS0809
Group Statistics

Hours N Mean Std..Devia-Std. Erro
tion Mean
) cs 47 | 4.787| 1.884¢ 0.274P
Question 3
M 29 | 4.252| 2.3721 0.440b6
i CS 47 1.47¢] 1.876%] 0.273
Question 4 ]
M 29 2.069] 1.8647 0.346
Independent Samples Test
Levene's Test for
Equality of Va-riancs t-test for Equality of Means
(Eq. Var.)
Hours 95% Confidence
) Sig. (2- | Mean | Std. Erro Interval of the
F Sig- t f tailed) |Diffe-rencqDiffe-rencs Difference
Lower Upper
d 5 -
Question 4E3Var- assumed 0.315 | 0.5761_L:08¢ 74 0.280 0.5355 0.4918 -0.4443 0.6179
Eq. var. not assumed 1.031 49.48 0.30 0.5335 0.51p2 -0.5077 0.5481
Question 4E9-Var. assumed 0.003 | 0.9571-1:33% 74 0.18¢ |-0.590:] 0.442:[-1.471:] 0.829¢
Eq. var. not assumed -1.3390 59.72B 0.184 -0.5902 0.44[14 -1.4y32 0.8177

Semesters = WS0809
Group Statistics

Hours N Mean Std..Devia-Std. Erron]
tion Mean
i Cs 56 | 7.087| 2.5232 0.337p
Question 4
M 24 | 7.533] 2.9333 0.5988
) CS 5€ |]8.31¢| 4.077<+] 0.544¢
Question 5
M 24 | 9.967| 4.634¢ 0.946p
) CS 5€ |]5.844] 2.8927] 0.386¢
Question 6
M 24 | 5.704] 3.273(0 0.668]L
Independent Samples Test
Levene's Test for
Equality of Va-riancs t-test for Equality of Means
(Eq. Var.)
Hours 95% Confidence
) Sig. (2- | Mean | Std. Error]  Interval of the
F Sig. t f tailed) |Diffe-rencgDiffe-renc Difference
Lower Upper
Question Eqg. var. assumed 0.543 | 0.464 -0.69(¢ 78 0.492| -0.4494 0.6467 -1.7339 0.8412
Eq. var. not assumed -0.65(] 38.29 0.52( [-0.446¢<] 0.687:[-1.837.] 0.944«
Question gEd-var-assumed | 1o [ 29 of -1.50C 78] 0.11¢ [-1.647¢] 1.036:]-3.711¢] 0.416!
Eqg. var. not assumed -1.509 38.99¢ 0.13¢€ |-1.647¢] 1.0917]-3.856| 0.560:
Question Eq. var. assumed 0.096 | 0.757 0.19( 78_ 0.85(_ 0.139¢| 0.734:]-1.322:| 1.601:
Eq. var. not assumed 0.181 39.13p 0.85 0.1396 0.7718 -1.4P14 1.7P06
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10.3.2 Correlations

Correlations between Motivating Presentation to Corprehensibility of Lecture, and
Usefulness of Demonstration

Discipline = Computer Science, Mechatronics, Others

Correlations

L-Comprehensibility of| L-Usefulness of Demor}- L-Motivating
Lecture stration Presentation
L-Motivating Pearson Correlation 0.45¢ 0.337 1
Presentation  |Sig. (2-tailed) 0.007 0.05%
$52007 N 42 33 42
L-Motivating Pearson Correlation 0.27% 0.28¢€ 1
Presentation  |Sig. (2-tailed) 0.11°F 0.157
52008 N 34 26 34
L-Motivating Pearson Correlation 0.561 0.46: 1
Presentation  |Sig. (2-tailed) 0.00( 0.003
WS0809 N 51 40 51
L-Motivating Pearson Correlation 0.523 0.547 1
Presentation  |Sig. (2-tailed) 0.01¢ 0.03(
SS2009 N 20 16 20
Discipline = Computer Science
Correlations
L-Comprehensibility of| L-Usefulness of Demor}- L-Motivating
Lecture stration Presentation

L-Motivating Pearson Correlation 0.49] 0.40¢ 1
Presentation  [Sig. (2-tailed) 0.00¢ 0.06¢
SS2007 N 27 21 27
L-Motivating Pearson Correlation -0.267 0.20( 1
Presentation  |Sig. (2-tailed) 0.34¢ 0.57¢
SS52008 N 15 10 15
L-Motivating Pearson Correlation 0.63] 0.277 1
Presentation  [Sig. (2-tailed) 0.00( 0.17§
WS0809 N 31 26 3]
L-Motivating Pearson Correlation 0.45% 0.86¢ 1
Presentation  |Sig. (2-tailed) 0.18¢ 0.017
SS2009 N 10 7 10
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Discipline = Mechatronics

Correlations

L-Comprehensibility of] L-Usefulness of Demor}- L-Motivating
Lecture stration Presentation
L-Motivating Pearson Correlation 0.35- 0.33( 1
Presentation  |Sig. (2-tailed) 0.19¢ 0.295
SS2007 N 15 12 15
L-Motivating Pearson Correlation 0.593 0.414 1
Presentation  |Sig. (2-tailed) 0.007 0.11]
SS2008 N 19 16 19
L-Motivating Pearson Correlation 0.49( 0.78¢ 1
Presentation  |Sig. (2-tailed) 0.02¢ 0.001
WS0809 N 20 14 20
L-Motivating Pearson Correlation 0.401] 0.51: 1
Presentation  [Sig. (2-tailed) 0.284 0.193
$52009 N 9 8 9
Correlations between Students’ Grade with Attendane
Correlations
Attendance ES1 Grade
ES1 Grade Pearson Correlation -0.43¢ 1
Sig. (2-tailed) 0.082
N 17 17
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10.4 Evaluation Form

10.4.1 WS0809 Evaluation Form

Fragebogen zur Beurteilung der Lehre im Fachbereich
Elektrotechnik/Informatik
an der Universitdt Kassel
Wintersemester 2008/09

Liebe Kommilitonin, lieber Kommilitone,
dieser Fragebogen soll eine Basis fiir die Diskussion der Fom, des Umfangs und der
Clualitdt der Lehre zwischen Studierenden und Dozenten bilden. |hr Dozent fihrt diese

Erhebung freiwillig durch. Die Ausweriing der Daten efolgt anonm und die Fragebfigen
verbleiben bei Ihrem Dozenten.

Zutreffende Mote® bitte ankreuzen.

0. Personliche Angaben:

0.1 Geschlecht:  Omannlich O weiblich

0.2 Wie alt sind Sie bei Ihrem letzten Geburtstag geworden: Jahre

0.3 Fachrichtung: 0.4 Semester:

0.5 Studienziel: O Informatik Bachelor O Mechatronik DI O ETechnik DI
O anderes

0.6 Haben Sie an den folgende Lehrveranstaltung teilgenommen? Wenn Ja, wann?

0.671 Pflichffacher fir Infomnatik BETedinik Wenn Ja, wann'? (s nennen S jades Semesiar,
falis Sa dis Lahmvaransiaiung mair 3is sSinmal besucii habem)

Betriebssysteme OJa OMein 0OWS0809 O Anderes Sem.._

Rechnernetze OJa OMNein 0OWS0809 O Anderes sem..:

Thearetische Informatk OJa OMein OWS0800 0 Anderes Sem..:

Diskrete Strukturzn Il OJa OMein 0OWS0809 O Anderes Sem.._

Grundwissen der Elektronik  OJa OMein  0OWS0809 0 Anderes Sem..:

0.62 Pflichifacher fiir Mechatronik PSRl s et
Mathematik 3 OJa OMein 0OWS0308 O Anderes Sem.._
Techn. Mechanik 2 OJa OMein 0OWSs0308 O Anderes Sem.__
Fertigungstechnik OJa OMein 0OWS0309 O Anderes Sem._
Elektrische Messtechnik OJa OMein DOWS0309 O Anderes Sem._
Digitaltechnik OJa OMein 0OWS0308 O Anderes Sem.._
Werkstoffe der OJa OMein OWS0809 O Anderes Sem._
Elektrotechnik
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0.7 Haben Sie Praxiserfahrung __ WennJa,firwie lange (in Monaten)?
a) Studentische Hilfskraft 1-4 | 2-3 [ 812 [13-78] =17
OJa O Mein
b} Aushildung 1-4 5-8 9-12 [13-16] =17
OJa O Mein
c) Praktikum T-4 1 5-8 | 992 [13-96| =17
OJa O Mein
d) andere Berufliche Tatigkeit 1-4 1 5-8 | 89-12 [13-70| =1/
OJa O Mein

1. Motivation:

1.1 Entsprachen die Inhalte der Voresung Ihrem |, B EIEIE e
persdnlichen fachlichen Interesse?

1.2 Wurde Ihr Interesse an speziellen sahr aut T2 =45 nicht aus-
Fragestellungen des Fachs gefirdert? g reichend

1.3 Wurde in den zugehdrigen Ubungen die sehr gut T2 2] 4|2 nicht aus-
Amwvendungen der Lehrinhalte verdeutlicht? reichend

1.4 Wurde in dem zugehérigen Praktikumn die sehr qut T2 2{ 4|2 nicht aus-
Amvendungen der Lehrinhalte verdeutlicht? reichend

1.5 Anmerkungen:

2. Umfang und Schwiengkeitsgrad der Yorlesung

- . -T2 zu ume
2.1 Der Stoff erschien mir persénlich eher knapp fangreich
22 Der Schwiergkeitsgrad war fiir mich eh Kk T [z ume
. er Schwiergkeitsgrad war fir mich eher napp fangreich
2.3 War das fir die Vorlesung notwendige Var- sehr T3] 4|2 nicht aus-
wissen aus anderen Veranstaltungen bekannt? | gut reichend
2.4 Wie bewerten Sie die stoffliche Lberlappung zu |zu -0 1] U grof
anderen Lehrveranstaltungen? %) klgin

(*) Bitte Beispiele angeben:

2.5 Anmerkungen:
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3. Durchfihrung und Aufbau der Yorlesung

. 1121 2] 4| 2| nicht aus-
3.1  Gliedenng sehr gut reichend
T . - 1121 2] 4| 2| nicht aus-
3.2 Verstindlichkeit der Erkiarungen sehr gut reichend
33 Fehlemaufigkeit fastpie | V[ 2] 2| *|? |storend off
. T2 2] 4] 5|nicht aus-
3.4 Tafelbid sehr gut reichand
3.5 Beamernutzung
Folienqualitit sehr gut UEEIRIE schlecht
Folieneinsatz ﬁﬁ?&im UEEIRE Limwirksam
36 VersucheDemonstrationen gglten R Y héLfig
Einsatz: i?]glim UEEINE Limwirksam
3.7 Gibt es sonstige Medien, die in der 13 O Nein
Yordesung genutztwurden? = =
Wenn Ja, was?
Einsatz sonstiger Medien EIE?Er”d'I UEEINE Limwirksam
3.8 Prasentation des Stoffes lebendig UEEEE langatmnig
motivie- [ TT 2131 41 5 [ nichtmo-
rend tivierend
zulang- [-2 -1 0 T[2
- zu schnell
3.9 ‘Werden Zwischenfragen Kar und . T121314]5]_ .
verstindlich beantwortet? immer rie
2.10 Haben Sie versudht nach der Voresung
ein Gesprach mit einern Dozenten zu OJa O Mein
fihren?
Wenn Ja, wie ist die Tl2]3]4]2
Gesprachsbereitschaft? sefr gut schiecht
211 Waren Sie schon einmal in der — L
Sprechstunde? 1.1 O Nein
Wenn Ja, wig ist die 1212145
Gesprachsbereitschaft? sehr gut schlecht
312 'Wie gut ist die Abstimmung von
T12731 415 [nicht aus-
?
Yoresung und Ubung? sehr gut reichend

3.13 Anmerkungen:
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4. Durchfiihrung und Aufbau der Ubung

4.1 Strukiuriening sehrgut | 1 [ 2| 2] 4] 5| nicnht aus-

reichend
4.2 Verstandlichkeit von Erklrungen SENPQULTT T2l 5 4] o nicth aus-
4.3 Cualitit der Ubungsaufgaben sehrqut [ 1 (2] 3] 4[5 rne“ijc-li:ea#d}

4.4 Fehlemaufigkeit Tastnie [ 1] 2] 2| 4 5|storend oft

Zu -2 [-1] 0] 1] 2] zu viel
Wenig
[ebendig] 11 2] 3] 4] 5[Tangatmig

4 5 Geforderte Mitarbeit

46 Behandung des Stoffes

motivie- [ 11 2] 2] 4] 5| nichtmo-

rend fivierend
ZUu lang- |- [-1] O] 1| 2 |zu scnnell
5am
4.7 Waren Sie schon einmal in der — .
Sprechstunde? 1.Ja ONein
Wenn Ja, wie ist die Gesprachsbereitschaft? | sehr gut UEERE schlecht

4.8 Anmerkungen:

6. Aulere Beeintrachtigungen

6.1 SitzeMische sehrogut [1 ]2 [2 [4 |5 | schlecnt

§ 7 Tafel sehrogut [1 ]2 [3 |4 |5 | schlecnt

6.3 Projekiion sehrgut [1 ]2 [2 |4 |5 | schlecht

6.4 Licht Zuklein [1 12 |3 |4 |5 | schlecnt

6.5 Akusiik sehrgut [1 (2 |2 [4 |5 [ schlecht

6.6 Temperatur sehrgut [1 (2 |2 |4 |2 | schlecnt

6.7 Luft sehrgut [T 2 |3 [4 |5 [ schlecht

sehr T12 1314 |5 [zu hodh

6.8 Lamn nigdrig

6.9 Anrmerkungen:
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7. Eigener Einsatz

7.1 Wie ofthaben Sie diese Veranstaltung in - 140 -9 1012 11315

diesem Semester besucht?
Bitte die konkrete Anzahl ankreuzen

7.2 Wie oft arbeiten Sie die Vorlesung nach?

generel mmer [T]12]3 4[5 [nie

mmer |12 34 |52 | ne
anhand des Skriptes

anhand der Mitschrift immer [T 2314 [5 [nie

_ immer [T[Z ]3[4 ][5 [nie
anhand der Literatur

7.3 Wie vigle Stunden pro Woche wenden Sie fiir diese Lehrveranstaltung auf? E
7.4 Wie viele Stunden pro Woche wenden Sie filr das Studium auf? E

7.5 Wie viele Stunden pro Wochewenden Sie zur Finanzienung des Studiums E
aur?

7.6 Anmerkungen:

Form Nummer: 1
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Form Nummer: 1

Liebe Studentinnen und Studenten,

bitte behalten Sie diesen Teil der Evaluation flir [hre eigenen
LInterlagen.

Flr gine laufende Studie Ober die Zusammenhange 2wischen dem
JFragebogen zur Beureilung der Lehre im Fachbereich® der
Studenten und deren Prifungsnote sind wir auf Ihre Hife angewiesen.
Machdem Sie das endaglilige Ergebnis fir Eingebettete Svsteme |
erhalten haben, waren wir Ihnen dankbar, wenn Sie eine E4Mail an
Frau Sim (simiguni-kassel.de) mit den folgenden Informationen.

1) Fomm Murmmer (siehe cben)
2} Prifungsnote flr Eingebettete Systeme |

schicken wirden. Mur mit Hife Ihrer Fomm Mummer und Prifungsnote
sind wir in der Lage, die notwendigen fusammenhange, welche fiir
diese Studie bendtigt werden, zu ziehen.

Bitte beachten Sie, dass diese Studie in keiner Weise Einfluss auf
lhre Prifung hat.

Wielen Dank for Ihre Linterstitzung.

Mit freundlichen Griiften,
Fachgehiet Eingebettete Systermne
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10.4.2 SS2009 Evaluation Form

Fragebogen zur Beurteilung der Lehre im Fachbereich
Elektrotechnik/ Informatik an der Universitdt kassel
Sommer Semester 2009

Liebe Kammilitanin, lieber Kommilitone,

dieser Fragebogen soll eine Basis fir die Diskussion der Form, des Umfangs und der Qualitat der
Lehre zwischen Studierenden und Dozenten bilden. lhr Dozent fohrt diese Erhebung freiwillig
durch. Die Auswertung der Daten erfolgt amosym und die Fragebdgen werbleiben bei lhrem
Dozenten.

Zutreffende Note”™ bitte ankreuzen.

0. Persdnliche Angaben:
0.1 Geschlecht: O mannlich O weiblich

0.2 Wie ak sind Sie bei lhrem |etzten Geburtstag gewoarden: Jahre

0.3 Fachrichtung: 0.4 Semester:
0.5 Studienziel: O Informatik Bachelor O Mechatronik Dl O ETechnik D
O anderes
1. Motivation:
1.1 Entsprachen die Inhalte der Varlesung [hrem immer RERERERE nie
persdnlichen fachlichen Interesse?
1.2 Wurde lhr Interesse an speziellen Fragestellungen cehr Qut T2 13 1% |5 [ nicht aus-
des Fachs gefordert? g reiche nd
1.3 Wurde in der zugeharigen Ubung die cehr out 'l 1214 [> | mcht aus-
Anwendungen der Lehrinhalte verdeutlicht? g reichend
1.4 Anmerkungen:
2. Umfang und Schwierigkeitsgrad der Vodesung
. . - =[PP U ] £ zu um-
2.1 Der 5toff erschien mir persanlich eher knapp fangreich
. o = |- U 0T 2] zuwum-
2.2 Der Schwierigkeitsgrad war fur mich eher knapp fangreich
2.3 War das fur die Vorlesung notwendige Vorwissen sehr Il &) 34| 3] nicht aus-
aus anderen Lehrvemnstaltungen bekannt? gut reichend
2.4 Wie bewerten Sie die stoffliche Uberlappung zu ZU < [P e -1 aral
anderen Lehrveranstaltungen? (*) klein g
(*} Bitte Beispiele angeben:
2.5 Anmerkungen:
3. Durchfuhrung und Aufbau derVorlesung
. T[22 3] & 5 [AICAT aUs-
3.1 Gliederung sehr gut reichend
. . . . T2 313712 [nicht aus-
3.2 Verstandlichkeit der Erklarungen sehr gut reichend
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. & 5 [nicht aus-
3.4 Tafelbild sehr gut reichend
3.5 beamernutzung
Foliengualitat sehr gut B schlecht
S [ EERF Is :
Folienginsatz niitzlich umwirksam
3.6 Veruche/Demonstrmtionen ZU selten Bk ZU haufig
. , [ ZERAF O .
Einsatz: niitzlich unwirksam
3.7 Prasentation des Stoffes lebendig B langatmig
EATER & 5 [ nicht ma-
rend tivierend
E:r:]ang- "1 ¢ | zu schnen
3.8 E'Ee;den ﬂgﬁﬁrragen Klar und versandlich immer O nie
3.9 Haben e versucht nach ger Vorlesung ein _ 2 Mei
Gesprach mit dem Dozenten zu fihren? Ol = hEin
Wenn Ja, wie ist die Gesprachsbereitschaft? sehr gut B schlecht
3. 00 Wie gut 1st die
Zelliche Abshimmung von Vorlesung und cehr aut I T 5 [nicht aus-
Ubung? g reichend
Inhalliche Abstimmung von Vorlesung und sehr qut & 5 | nicht aus-
Ubung? g reichend
3.1 Anmerkungen:
4. Durchfihrung und Aufbau der Ubung
. [ 3 [ nicht aus-
4.1 Strukturerung sehr gut reichend
4.2 Verstandlichkeit van Erklarungen sehr gut N nin_:htaus-
: reiche nd
- &1 3 [nicht aus-
4.3 Qualitat der Ubungsaufgaben sehr gut reichend
41 3
4.4 Fehlerhaufigkeit fast nie stdrend oft
- e
4.5 Geforderte Mitarbeit ZUW wenhig Zu viel
o
46 EBehandlung des Stoffes lebendig langatmig
muotivie- &1 3| nicht mo-
rend tivierend
ZU lang- e
cam zu schnell
4.7 Waren Sie schoneinmal in der Sprechstunde? 0a O MNein
2}
Wenn Ja, wie ist die Gesprachsbereitschaft? sehr gut 5 | schlecht

4.2 Anmerkungen:
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5. Praktikum - Softwaretools

5.0 Wurde in dem zugehorigen Praktikum die cehr qut R E 3 | nicht aus-
Anwendungen der Lehrinhalte verdeutlicht? g reichend
3.2 begeutung des Praktikums
) T2 3 3 | nicht aus-
Veriefung desVorlesungsstoffes sehr gut reichend
) NI 3 | nicht aus-
Erweiterung desVorlesungsstoffes sehr gut reichend
. . eher = [-T < | eherzu
5.3 Anspruch anVorbereitung und Ausarbeitung gering viel
: . N . eher = -] D < | eherzu
5.4 Erforderlicher Zeitaufwand flr Ausarbeitung gEFing viel
5.5 Anmerkungen:
6. Aulere Beeintrachtigungen
. . N ERE 3
6.1 Sitze,/Tische sehr gut schlecht
T 1213 5
6.2 Tafel sehr gut schlecht
N ESE 3
6.3 Projektion sehr gut schlecht
_ _ T2 |3 3
&.4 Licht Zu Elein schlecht
6.5 Anmerkungen:
7. Eigener Einsatz
71T Wie off iaben SIE dIESE VEFAMS@ITUNGg A dIeSem -3 I PR [T [T3-T5
Semester besucht?
Bitte die konkrete Anzahl ankreuzen
7.2 WIE OTL arbelien Sie gie worlesung nach?
generell mmer T2 [3 5 T hie
anhand des sknpies immer N ESE 3 nie
anhnand der MIsCchrrt . N ESE 3 .
immer nie
anhand der Likermtur immer NS E 5 nie

O Lerngruppe 0 Ubungsaufgabe zurerledigen

O Das Thema inmeressiert mich

O Klausur vorzubereiten

73 Was Ist [hre Motivation diese LERFVEransialtung nach ZU arberen?

0 Andere

0 Bearbeiten der Gruppenarbeit

7.4 Anmerkungen:

Form Nummern _1
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Form Mummern 1

Liebe Studentinnen und Studenten,

bitte behalten Sie diesen Teil der Bvaluation flr lhre eigenen Unterlagen.

Fur eine laufende Studie Uber die Zusammenhange zwischen dem _Fragebogen zur
Beurteilung der Lehre im Fachbereich™ der Studenten und deren Prifungsnote sind
wirauf lhre Hilfe angewiesen.

Machdem 5ie das endgultige Ergebnis fir Eingebettete Systeme |l erhalten haben,
warenwir lhnen dankbar, wenn Sie eine EMail an Frau Sim (sim&uni-kassel. de) mit
den folgenden Informationen.

13 Farm Mummer (siehe oben)
2} Prifungsnote flr Eingebettete Systeme ||

schicken worden. Mur mit Hilfe [hrer Form Mummer und Prifungsnote sind wir in
der Lage, die notwendigen Zusammenhange, welche fir diese Studie bendtigt
werden, zZu ziehen.

Bitte beachten Sie, dass diese Studie in keiner Weise Einfluss auf Ihre Prifung hat.

Wielen Dank fir lhre Unterstitzung.

Mit freundlichen Griifen,

Fachgebiet Eingebettete Systeme
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10.4.3 5IMPLe Form for SS2009

Halbzeit Feedback zur ES2 Sommer Semester 2000
MName:

Matrikelnummer:

Liebe Studenten,

wir haben fast Halbzeit des Semesters. Bitte schreiben Sie in den folgenden Tabellen die
Themen, die Sie fiir sich flr wichtig halten oder nicht verstanden haben. Wir werden
versuchen die Fragen zu beantworten.

Danke furs mitmachen!

Gruf,
FG ES

Kapitel 1a: Bussysteme (Kapite! 6 £5 1)

Wichtige Themen in diesem Kapitel Die Themen, die ich nicht verstanden habe

Kapitel 1: Requirements Engineering

Wichtige Themen in diesem Kapitel Die Themen, die ich nicht wverstanden habe

Kapitel 2a: System Modelllerung - Strukivrierte Analyse

Wichtige Themen in diesem Eapitel Die Themen, die ich nicht wverstanden habe

Kapite! 2b: System Modellierung - Syshfl

Wichtige Themen in diesem Kapitel Uie Themen, die ich nicht werstanden habe

Seite 1 won 1
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E52 Sommer Semester 2000
Mame:

Matrikelnummer:

Liebe Studenten,

Bitte schreiben Sie in den folgenden Tabellen die Themen, die Sie fir sich flirwichtig halten
aoder nicht verstanden haben. Wir werden versuchen die Fragen zu beantworten.

Danke flrs mitmachen!

Grub,

FG ES

Kapited 3 Avrtomatisierung siechnik

ch?ﬁflge TREMEN 1N QIESEM EapILel Clie TREMER, die Ich NIChT Yerstanoen nabe

K&%’EEF#.‘ Frogrammierung van Emgebeliele Sysieme
ICALIGE TREMEN 1N JIESEM Fapel Uie TREMER, dIE ICh NICAT VEFSTRNGE N Nabe

Kapiteld 5 Verifikation, balidierung ungd Test
ch?ﬁflge TREMER 1N QIESE M F{apﬁei Clie TREMER, die Ich NIChT Yerstanoen nabe

Smite 1 won 1

203



10 Attachment

10.4.4 Group Work B Evaluation Form
ES 2: Gruppenarbeit Teil G

Name:
Gruppennummer:
stimme stimme
anz zu Uberhaupt
9 nicht zu
Wie effizient hat ihre Gruppe zusammen H H H H H

gearbeitet, um die Gruppenarbeit zu l6sen?

Bewerten Sie die Mitarbeit von lhren Gruppenmitgliedern.
(Bitte die eigenen Mitarbeit nicht bewerten)
Vorname Nachname

Dodyuooood

Oooogooood
Oooogooood
Oooogooood
Oooogooood

Geben Sie ein spezifisches Beispiel an, bei dem Sie von ihren Gruppenmitgliedern bzw.
der Gruppenarbeit gelernt haben und das Sie ohne Gruppenarbeit nicht gelernt hatten.

Geben Sie ein Beispiel an, was die anderen Mitglieder von lhnen gelernt haben.
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stimme stimme
anz zu Uberhaupt
9 nicht zu
Der Inhalt der Vorlesung ist relevant fiir die
Gruppenarbeit. O [ [ [ [
Der Inhalt der Ubung ist relevant fiir die [ [ [ [ [

Gruppenarbeit.

Die Benutzung des gleichen Anlagebeispiels
(Stempel / Sortieranlage) hat mir geholfen die ] ] ] ] ]
Lehrinhalte besser zu verstehen.

Die Inhalte der Lehrveranstaltung reichteaus, um
mit der Gruppenarbeit anzufangen. O [ [ [ O

Die Termine fiir Teilaufgabe A bis C haben mir
geholfen die Aufgabe besser zu verstehen und zu ] ] ] ] Il
l6sen.

4v:20 3v:20 2v:20 2Vv:30 2v:40

Um den Inhalt der Lehrveranstaltung zu verstehen,
sollte der Anteil von Vorlesung (V) zur Ubung (U) ] L] ] ] ]
.......... sein.

stimme stimme
anz zu Uberhaupt
9 nicht zu

Die Gruppenarbeit hat mich herausgefordert, mehr
Uber die Entwicklung einer Anlage zu lernen. O [ [ [ [

Durch die Gruppenarbeit, habe ich die Lehrinhalte
besser kennen gelernt. L] [ [ [ [

<1Std. 1<Std. 2<Std. 3<Std. >4
<2 <3 <4 Std.

Wie viele Stunden (Std.) haben Sie pro Woche fir
die Gruppenarbeit eingesetzt? O [ [ [ [

<1Std. 1<Std. 2<Std. 3<Std. >4
<2 <3 <4 Std.

Wenn Sie letztes Semester EST gehort haben, wie
viele Stunden (Std.) pro Woche haben Sie sich fir ] ] ] ] ]
das Popquiz vorbereitet?

Was hat lhnen an der Gruppenarbeit besonderes gefallen?

Was kénnen an der Gruppenarbeit verbessert werden?
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Bitte Antworten Sie nur bei der Teilaufgabe bei der Sie beteiligt waren.

T o

T o

T o

T o

T o

206

Teilaufgabe A
Nennen Sie zwei wichtige Punkte liber Requirements Engineering, die Sie durch die
Gruppenarbeit gelernt haben.

Nennen Sie zwei Herausforderungen auf die Sie wahrend des Requirements Engineering
gestoRen sind.

Teilaufgabe B und Teilaufgabe C
Nennen Sie zwei Zwecke von Modellierungsansatzen fiir SA/RT oder SysML.

Teilaufgabe D und Teilaufgabe E
Nennen Sie zwei Vorteile von "Requirements Engineering" und Systemmodellierung zur
Implementierung der Anlage.

Teilaufgabe F
Nennen Sie zwei Punkte die Sie beim Test gelernt haben.
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