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Abstract—Constant matrix multiplication (CMM), i.e., the multiplication of a constant matrix with a vector, is a common operation in digital signal processing. It is a generalization of multiple constant multiplication (MCM) where a single variable is multiplied by a constant vector. Like MCM, CMM can be reduced to additions/subtractions and bit shifts. Finding a circuit with minimal number of add/subtract operations is known as the CMM problem. While this leads to a reduction in circuit area it may be less efficient for power consumption or throughput. It is well studied for the MCM problem that a) reducing the adder depth (AD) leads to a reduced power consumption and b) pipeline resources have to be considered during optimization to enhance throughput without wasting area. This paper addresses the optimization of CMM circuits which considers both adder depth and pipelining for the first time. For that, a heuristic is proposed which evaluates the most attractive graph topologies. It is shown that the proposed method requires 12.5% less adders with min. AD and 38.5% less pipelined operations, on average. Synthesis results for recent FPGAs show that these reductions also translate to superior results in terms of delay and power consumption compared to the state-of-the-art.
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1 INTRODUCTION

The multiplication of a constant matrix with a vector, commonly referred to as constant matrix multiplication (CMM), is a frequently used operation in the domain of digital signal and image processing. It is a fundamental component that appears in linear systems like digital filters and controllers as well as discrete transforms. In most cases, their coefficients can be computed at design time which allows further optimizations to obtain compact multiplier-less CMM circuits. Several previous publications showed the advantages when using multiplier-less CMM circuits. Examples from image and video processing are digital 2-D filters (for image smoothing, edge detection, etc.) [1], the discrete cosine transform (DCT) [2] or color space conversion (from RGB to YCbCr and vice versa) [3]. Other examples from digital signal processing are polyphase filter banks [4] for decimation or interpolation which are building blocks in software defined radio or sampling rate converters [5]. The complex multiplication by constants is also a special case of CMM (for which a $2 \times 2$ constant matrix is multiplied by a 2-D vector). Its applications are, e.g., constant rotators as used in the butterflies of fast Fourier transform (FFT) implementations [6], [7] or low-latency implementations of the CORDIC algorithm [8]. All these different applications have in common that their complexity is dominated by the CMM operation. Hence, any improvement in the CMM directly translates to an improvement of these applications.

CMM is a generalization of the multiple constant multiplication (MCM) [9], [10] in which a single input variable has to be multiplied by several constants. An MCM operation can be expressed using additions, subtractions and bit shifts, which are organized in a so called adder graph. This adder graph is a directed acyclic graph (DAG) in which each node corresponds to an adder or subtractor and the edge weights correspond to bit shifts. Finding the minimal number of additions and subtractions, i.e., finding an adder graph with minimal number of nodes, is known as the MCM problem. The bit shifts are usually assumed without cost as they are hard-wired. An illustrating example of an MCM circuit is given in Fig. 1(a). The horizontal arrows denote left shifts and each add/subtract operation corresponds to an intermediate factor which is denoted in parenthesis. For example, node $7x$ is computed by left shifting the input $x$ by three bits and subtracting the unshifted input: $2^3x - 2^0x = 7x$. Each node in an adder graph corresponds to an adder or subtractor. This is formally represented as $A$-operation [10], which is defined as

$$A_q(u, v) = |2^l u + (-1)^{sg} 2^{l_2} v| 2^{-r}$$

with $q = (l_1, l_2, r, sg)$, where $u$ and $v$ are the input arguments, $l_1, l_2, r \in \mathbb{N}_0$ are shift factors and the sign bit $sg \in \{0, 1\}$ denotes whether an addition or subtraction is performed. Besides considering only the number of add and subtract operations as costs, two secondary metrics have been established in the last years.

The first metric respects the observation that the adder depth (AD), which is defined as the number of cascaded adders in an adder graph, is directly related to the critical path delay and has an indirect impact on the power consumption [12]. Thus, algorithms were proposed which reduce the AD in MCM [13], limit the global maximum AD in MCM [10] or FIR filters [14].
or guarantee a minimal AD for each MCM coefficient \([15]–[17]\) in addition to the objective in minimizing the number of adders.

The second modified metric is related to pipelining. It has been observed that the pipelining of adder graphs may lead to an excessive increase in complexity for additional pipeline registers and some effort is necessary to find the optimal pipeline schedule for a given adder graph \([18]\). An MCM optimization algorithm in which the pipeline registers are considered in the cost metric – the pipelined MCM (PMCM) problem – was proposed by our group \([11]\), \([19]\). The algorithm is called reduced pipelined adder graph (RPAG) algorithm and directly produces pipelined adder graphs (PAGs) with less complexity compared to solutions obtained by one of the best MCM heuristics \(H_{\text{cub}}\) \([10]\) and applying an optimal pipeline schedule method \([18]\) afterwards.

An example is given in Fig. 1(b) which is a PAG obtained by pipelining the MCM circuit of Fig. 1(a) using an as-soon-as-possible (ASAP) scheduling. Nine additional registers are needed from which five registers are used to balance the pipeline. The PAG solution obtained by RPAG is shown in Fig. 1(c). It uses the same number of adders but only four registers. Note that on FPGAs, the registers from Fig. 1(c) come for free as they otherwise remain unused. This is in contrast to the five pipeline balance registers of Fig. 1(b).

On ASICs, pipelined adder graphs are also beneficial for increased performance, but there, carry-save adders (CSAs) may be an alternative for increasing the speed. However, it was shown that there is no 1:1 mapping of CPA-based adder graphs to CSA adder graphs (some CPAs can be replaced by wires while others require two CSAs). Hence, specialized optimization algorithms for CSA-based adder graphs are required \([20]\). So far, to the best of our knowledge, no CSA-based MCM algorithm exists and, hence, no fast alternative to pipelining.

None of the previous methods for solving the MCM problem considers minimal adder depth solutions or pipelining, although it was shown that these are important metrics for low-power and high throughput implementations for MCM \([1, 3, 11, 12, 14]–[18], [21]\). Thus, the contribution of this paper is to close this gap by proposing an CMM algorithm that is able to either guarantee minimal AD in combinatorial circuits or optimizes the pipeline resources. The results are superior to previous CMM methods without pipelining as well as to PMCM methods used for pipelined CMM circuits.

2 CMM AND RELATED WORK

The CMM operation of a constant \(M \times N\) matrix \(C\) with a vector \(\vec{x}\) is represented in the following form:

\[
\begin{pmatrix}
  y_1 \\
  y_2 \\
  \vdots \\
  y_M
\end{pmatrix} =
\begin{pmatrix}
  c_{1,1} & c_{1,2} & \ldots & c_{1,N} \\
  c_{2,1} & c_{2,2} & \ldots & c_{2,N} \\
  \vdots & \vdots & \ddots & \vdots \\
  c_{M,1} & c_{M,2} & \ldots & c_{M,N}
\end{pmatrix}
\begin{pmatrix}
  x_1 \\
  x_2 \\
  \vdots \\
  x_N
\end{pmatrix}
\]

Each output is computed by a sum-of-products (SOP) operation from the input vector:

\[
y_1 = c_{1,1}x_1 + c_{1,2}x_2 + \ldots + c_{1,N}x_N \tag{3}
\]

\[
y_2 = c_{2,1}x_1 + c_{2,2}x_2 + \ldots + c_{2,N}x_N \tag{4}
\]

\[
\vdots
\]

\[
y_M = c_{M,1}x_1 + c_{M,2}x_2 + \ldots + c_{M,N}x_N \tag{5}
\]

Hence, it can be realized using \(M\) independent SOP operations, each computing one row, or by using \(N\) MCM operations, each computing the products of a column, followed by an adder tree. SOP and MCM are directly related by the transposition, i.e., transposing the single input \(N\)-output adder graph of an MCM operation results in an \(N\)-input single output SOP operation which processes the same coefficients \([22]\). To illustrate the CMM optimization, the matrix

\[
C = \begin{pmatrix}
  43 & 51 \\
  71 & 87
\end{pmatrix}
\]

is used as running example throughout the paper. The corresponding CMM circuit can be realized by using two MCM circuits from Fig. 2(a) and Fig. 2(b) and two additional adders as shown in Fig. 2(c). It requires 10 adders in total. An optimized CMM circuit uses only six add/subtract operations for the same computation as shown in Fig. 2(d).

The advantage of optimizing CMM circuits instead of using an MCM optimization multiple times was first shown by Dempster et al. \([23]\). They extended their Bull
3.1 Graph Representation

Each node in a CMM adder graph can be represented by a vector of input weights instead of a scalar weight like for MCM adder graphs [27]. This vector of length \( N \) corresponds to the sum of weighted inputs where element \( i \) corresponds to the (multiplicative) weight of input \( i \), e.g., the vector \((43, 51)\) corresponds to \(43x_1 + 51x_2\). As a consequence, the inputs are represented by their corresponding unit vector. Now, each node corresponds to an extended \( A \)-operation which is defined for vectors as

\[
A_R(\vec{u}, \vec{v}) = |2^f \vec{u} + (-1)^e \vec{g} 2^r \vec{v}| - 2^{-r},
\]

i.e., all shift operations are performed element-wise. As there are infinite combinations possible for unbounded shifts the \( A \)-operation is typically evaluated up to a limit \( x_{\text{max}} \). This limit is usually chosen as \( x_{\text{max}} = 2^{B+1} \) [10], where \( B \) is equal to the maximum bit width of the coefficients. In our case, it is the maximum of all bit widths of the matrix elements.

3.2 Adder Depth and Pipeline Depth

The minimal AD for a vector node in an adder graph can be obtained by evaluating the minimum signed digit (MSD) representations of the vector elements [31].

In the signed digit (SD) number system, the digits are out of the values \{-1, 0, 1\}, where digit \(-1\) is usually denoted as \( \tilde{1} \). It is redundant, so an MSD number is defined to have a minimal number of non-zeros. In a constant multiplication, each non-zero digit of the constant corresponds to a partial product which has to be bit-shifted and added/subtracted to get the product. A minimal AD can then be obtained by using a binary adder tree. Hence, if constant \( c \) has \( nz(c) \) non-zero digits, there are \( nz(c) - 1 \) adders in

\[
AD_{\text{min}}(c) = \lceil \log_2(nz(c)) \rceil
\]

stages necessary. For a vector \( \vec{c} \), the minimal AD is given by the sum over the non-zeros of all elements in the vector [31]:

\[
AD_{\text{min}}(\vec{c}) = \lceil \log_2 \left( \sum_{n=1}^{N} nz(c_n) \right) \rceil
\]

Now, the total AD for the CMM instance can be obtained by finding the maximum AD of the rows of the coefficient matrix \( C \). If \( C \) is defined as a column vector (size \( M \)) of row vectors (each size \( N \)), i.e., \( C = (\vec{c}_1, \vec{c}_2, \ldots, \vec{c}_M)^T \), then the total AD is [31]:

\[
AD_{\text{min}}(C) = \max_{\vec{c}_m \in C} AD_{\text{min}}(\vec{c}_m).
\]

The pipeline depth has to be at least the adder depth if each adder is pipelined. As each extra pipeline stage introduces additional nodes in the PAG, it is unlikely that there exists a graph with higher depth but less cost. Therefore, we define the number of pipeline stages \( S \) to be as low as the minimal AD:

\[
S := AD_{\text{min}}(C)
\]
### 3.3 Problem Formulation

Finding a CMM circuit with minimal complexity can now be seen as finding a minimal adder graph. The most complex part for that is to find the numeric values of the intermediate nodes (i.e., non-output and non-input nodes). The corresponding bit-shifts can be found easily by evaluating [7]. Therefore, a set $X_s$ is defined for each adder stage $s$. Stage $X_0$ contains the $N$ different unit vectors of length $N$ which correspond to the inputs. To have a unique representation all vectors are normalized which is denoted by $\text{norm}(\vec{c}_m)$. For that, all elements are divided by two until at least one element is odd and the sign of all elements is changed such that the first non-zero element is positive [27]. This normalization can later be reversed by left shifting the result and/or changing the corresponding adder to a subtractor or swapping the inputs of a subtractor.

Now, the initialization of the sets $X_s$ determines if the CMM optimization is done for pipelining or for minimal AD. For a PCMM optimization, only the set of the last stage $X_N$ is initialized to the normalized row vectors of matrix $\mathbf{C}$:

$$X_N = \{ \text{norm}(\vec{c}_m) \} ~ \text{for} ~ m = 1 \ldots M \quad (12)$$

For a CMM optimization with minimal AD, set $X_s$ is initialized to the normalized row vectors whose adder depth is equal to $s$:

$$X_s = \{ \text{norm}(\vec{c}_m) ~ | ~ \text{AD}_{\text{min}}(\vec{c}_m) = s \} ~ \text{for} ~ m = 1 \ldots M \quad (13)$$

All uninitialized sets remain empty except stage $X_0$, which contains all unit vectors of length $N$. With this notation, we can formally define the optimization problem as follows:

**Definition 1 (CMM Problem):**

Given the initial sets $X_{0,s}$ as described above, find the vectors with least total costs which have to be inserted in $X_{1,\ldots,N-1}$ such that for all $\vec{x} \in X_s$ for $s = 1,\ldots,N-1$, there exists an $A$-configuration $q$ such that $\vec{x} = A_q(\vec{x}_1, \vec{x}_2)$ with $\vec{x}_1, \vec{x}_2 \in X_{s-1}$.

As both vectors of our running example have an adder depth of three, the initialization of the input sets would be $X_0 = \{(0,1),(1,0)\}$, $X_1 = \{\}$, $X_2 = \{\}$ and $X_3 = \{(43,51),(71,87)\}$ for both optimization goals. Thus, the minimal cost elements of $X_1$ and $X_2$ have to be found by the optimization which is further detailed in the following.

### 3.4 Depth Search

The overall algorithm performs a depth-first search while each depth search is a modified greedy search.

This depth search is based on the previously proposed PMCM algorithm RPAG [11] which was extended to CMM. Each single depth search starts at the output adder stage $s = S$ and searches for elements in stage $s - 1$ until all elements in $X_s$ can be computed from $X_{s-1}$. Then, the next lower adder stage is optimized. The detailed steps are as follows:

1. The search starts at the last stage $s = S$.
2. If $s = 1$ terminate the actual depth search as all sets are complete.
3. The elements of the actual set are copied into a working set $W = X_s$ and the elements of the preceding stage, called predecessors, are copied into the predecessor set $P = X_{s-1}$.
4. All elements of $W$ which can be directly computed from elements of $P$ are removed. For this purpose the set $A_s(X)$ is defined, which contains all possible vectors that can be computed from the elements of $X$ with one $A$-operation:

$$A_s(X) = \bigcup \{ A_q(\vec{x}_1, \vec{x}_2) ~ | ~ q \text{ valid configuration} \} \quad (14)$$

The working set is now reduced by all elements that can be realized from $P$:

$$W = W \setminus A_s(P) \quad (15)$$

5. If $W$ is empty, set $X_{s-1} = P$, decrement $s$ and continue with step 2.
6. Now, valid predecessors are searched and evaluated for all remaining elements in $W$. The search is started by computing all possible single predecessors by evaluating the three possible topologies of Fig. 3 (a)-(c). If no single predecessor is found, a pair of predecessors is searched by evaluating the topologies of Fig. 3 (d) and (e). The best predecessor(s) found is (are) inserted in $P$ and the algorithm continues with step 4. The predecessor computation and its evaluation is described in sections 3.6.3.8.

Note that the only heuristic part is the selection of predecessors in step 6. If the algorithm terminates without reaching step 6, then the solution is optimal.

### 3.5 Overall Algorithm

The evaluation and selection of elements in the above depth search can only be done from a local point of view, i.e., elements which are good for the actual stage may be hard to further optimize in earlier stages (or later optimization steps). Hence, several depth searches are performed in the overall algorithm. The first search corresponds to a pure greedy search as described above, i.e., the best element is selected from a local evaluation. In the next search, the first selection in stage 6 is forced to the 2nd best element while the remaining elements are still selected in a greedy manner. This continues up to a certain limit $L$ such that all of the $L$ best elements in the first selection are evaluated. Now, the element of the first selection which leads to the best overall result is fixed and the same procedure is continued for the following selections in the greedy search until all
selections are fixed. This can be interpreted as a greedy search (overall algorithm) on top of another greedy search (depth search).

### 3.6 Computation of Single Predecessors

The computation of all single predecessors in step 6 of the depth search is done by evaluating the graph topologies in Fig. 3 (a)-(c). Each predecessor \( \vec{p} \) must have a lower AD than the actual stage, i.e., \( AD_{\text{min}}(\vec{p}) < s \). Topology (a) occurs if \( W \) contains elements with a lower AD than \( s \). These elements can be copied to \( P \) and are realized using pure registers (PCMM) or wires (CMM). In topology (b), an element of \( W \) is computed from a single predecessor by multiplying it by a number of the form \( 2^k \pm 1 \). Hence, valid predecessors of that topology are all integer vectors obtained by the element-wise division of the working set vectors by \( 2^k \pm 1 \). If \( P \) already contains some elements, more elements can be computed from an additional single predecessor using one \( \mathcal{A} \)-operation as shown in Fig. 3 (c). To obtain the corresponding predecessor \( \vec{p} \), an important property of the \( \mathcal{A} \)-operation is used which says that if there exists a configuration \( q \) with \( w = \mathcal{A}_q(u, v) \) then there also exists a configuration \( q' \) for which \( u = \mathcal{A}_{q'}(w, v) \). This property also holds for \( w, u \) and \( v \) being vectors. Hence, predecessors of that topology can be computed from \( \vec{p} = \mathcal{A}_q(\vec{w}, \vec{p}') \) for \( \vec{w} \in W \) and \( \vec{p}' \in P \) with \( AD_{\text{min}}(\vec{p}) < s \). The computations can now be formally represented by the sets:

\[
\begin{align*}
P_a &= \{ \vec{w} \in W \mid AD_{\text{min}}(\vec{w}) < s \} \\
P_b &= \{ \vec{w}/(2^k \pm 1) \mid \vec{w} \in W, k \in \mathbb{N} \cap \mathbb{N}^N \setminus \{ \vec{w} \} \} \\
P_c &= \bigcup_{\vec{w} \in W} \left\{ \vec{p} = \mathcal{A}_q(\vec{w}, \vec{p}') \mid q \text{ valid, } AD_{\text{min}}(\vec{p}) < s \right\}
\end{align*}
\]

#### 3.7 Computation of Predecessor Pairs

If none of the working set elements can be computed from a single predecessor, a pair of predecessors is searched. However, the enumeration of all possible pairs is very time consuming as any vector \( \vec{p} \) with lower adder depth has to be evaluated and for each of them there will be typically several valid \( \vec{p}_2 \) vectors to compute \( \vec{w} \). Hence, the search space has to be pruned to make the search feasible.

For that, we first focus on finding the predecessor pairs from which two or more elements from the working set can be computed. These are covered by the graph topology (d) as shown in Fig. 3. The topology can be described as equation system of two equations which can be solved for the predecessor pair:

\[
\begin{align*}
\vec{p}_1 &= \frac{\vec{w}_1 2^{w_1 + l_{22}} - (-1)^{s_{12}} (-1)^{s_{22}} \vec{w}_2 2^{s_{2} + l_{21}}}{2^{l_{11}} + l_{22} - (-1)^{s_{22}} 2^{l_{12}} + l_{21}} \\
\vec{p}_2 &= \frac{\vec{w}_1 2^{w_1 + l_{12}} - (-1)^{s_{12}} \vec{w}_2 2^{s_{2} + l_{11}}}{2^{l_{21}} + l_{12} - (-1)^{s_{22}} 2^{l_{12}} + l_{11}}
\end{align*}
\]

The computation of these predecessor pairs is performed element-wise (in fact only scalar multiplications or element-wise add/subtract operations occur).

Of course, there is no guarantee that any predecessor pair is found by topology (d). However, in case of failure, it is known that two predecessors are necessary to compute one working set element. Therefore, the pairs from combinations of the non-zero digits of the MSD representation of \( \vec{w} \) are considered which have a high probability for resource reduction (topology (e)). Although this is still a large search space it turned out to be tractable for practical problems. The MSD representation has also the advantage that a reduced AD can be guaranteed by construction. Take, e.g., the vector \( \vec{w} = (23, 42) \) which has an MSD representation of \( \vec{w} = (101001, 101001) \). It consists of seven non-zeros which results in a minimal AD of three according to (9). To reduce the AD, each predecessor must have an AD of two or at most \( 2^2 \) non-zeros (see Section 3.2). Hence, all permutations of 4 non-zeros in \( \vec{p}_1 \) and \( 7 - 4 = 3 \) non-zeros in \( \vec{p}_2 \) are evaluated. To give an example, the pair \( \vec{p}_1 = (000000, 10100010) = (0, 43) \) and \( \vec{p}_2 = (1010010, 00000000) = (24, 0) \) would be a valid pair as well as \( \vec{p}_1 = (1010000, 10100010) = (24, 48) \) and \( \vec{p}_2 = (0000000, 00000010) = (12, 5) \) which have the normalized representation of \( \text{norm}(\vec{p}_1) = (3, 6) \) and \( \text{norm}(\vec{p}_2) = (1, 5) \).

### 3.8 Predecessor Evaluation

The cost metric for selecting the best predecessors has to consider the number of predecessors, their complexity, the reduction of the working set as well as the cost of operations. The set of predecessors to be evaluated is denoted by \( P' \), which is set to \( P' = \{ \vec{p} \} \) if a single predecessor is evaluated and is set to \( P' = \{ \vec{p}_1, \vec{p}_2 \} \) if a pair of predecessors is evaluated. The set of elements which can be removed from the working set is denoted as

\[
W'(P') = W \cap \mathcal{A}_s(P \cup P').
\]
A benefit-to-cost ratio is computed which is called adder depth if the predecessor has to be computed by an adder or can potentially be realized by a register (if its adder depth is lower than necessary):

\[ P_R(P') = \{ p \in P' \mid \text{AD}_{\text{min}}(p) < s - 1 \} \tag{24} \]

\[ P_A(P') = \{ p \in P' \mid \text{AD}_{\text{min}}(p) = s - 1 \} \tag{25} \]

Now, a benefit-to-cost ratio is computed which is called the gain and is described by

\[
\text{gain}(P') = \sum_{\vec{w} \in W_R(P')} \text{cost}_R(\vec{w}) + \sum_{\vec{w} \in W_A(P')} \text{cost}_A(\vec{w}) \quad \frac{\sum_{p \in P_R(P')} \text{cost}_R(\vec{p}) + \sum_{p \in P_A(P')} \text{cost}_A(\vec{p})}{\sum_{\vec{p} \in W_R(P')} \text{cost}_R(\vec{p}) + \sum_{\vec{p} \in W_A(P')} \text{cost}_A(\vec{p})}. \tag{26}
\]

The cost functions \( \text{cost}_R(\vec{x}) \) and \( \text{cost}_A(\vec{x}) \) depend on the target architecture and optimization goal (“PCMM” or “CMM with min. AD”). For PCMM the register costs are included in both \( \text{cost}_R(\vec{x}) \) and \( \text{cost}_A(\vec{x}) \) while this is not the case for CMM. Here, \( \text{cost}_R(\vec{x}) \) can be set to zero as wires are free. In the simplest case, the used add/subtract and register operations can be counted by setting the corresponding cost function(s) to one. A more detailed cost approximation is achieved by considering the exact number of full adders, half adders, simple gates and flip flops.

### 4 Results

To evaluate the performance of the proposed algorithm, three experiments were made which are described in the following.

#### 4.1 Comparison with multiple PMCM (RPAG)

As there is no CMM algorithm available that guarantees minimal AD or respects pipelining, the proposed method for the PCMM optimization goal is compared against the RPAG algorithm [11] in the first experiment. For that, RPAG is used multiple times to compute a PMCM circuit for each matrix column, denoted as “mult. RPAG”, and a pipelined adder tree is used for each output. This was performed for a set of 100 instances of random square matrices \( N \times N \) each with \( N = 2 \ldots 10 \) and 8 bit coefficients. The results in terms of average number of registered operations (over 100 instances) as well as the improvement of the proposed RPAG-CMM algorithm over RPAG are shown in Fig. 5. With registered operations, we mean the number of add/subtract operations including a pipeline register or pure registers. Significant reductions of pipelined operations can be achieved which are in a range of 10...22% except for \( 8 \times 8 \) matrices. Here, a better solution is often found by RPAG. This can be explained by the fact that a pipelined adder tree

![Fig. 4. Benchmark of random 8 bit \( N \times N \) matrices](image-url)

with \( 2^k \) inputs can be realized without register overhead. However, in 49 out of 100 cases, a better solution is obtained by the proposed approach anyway. Note that this experiment is statistically significant but less realistic as most linear transforms are not random. In fact, they may contain several identical coefficients which appear periodically (e.g., in FFT/DCT).

#### 4.2 Comparison with Benchmarks from Literature

To get results for more realistic matrices, we collected matrices from several publications and took the best solutions that have been presented so far as the state-of-the-art. These are analyzed in the number of add/subtract operations, the adder depth and the number of pipelined operations after careful manual pipelining. For the proposed method, the number of adders is obtained for optimization goal “CMM with min. AD”, the number of registered operations is obtained for optimization goal “PCMM”. The results are listed in Table 1, unavailable data is marked with a ‘–’. In addition to the CMM results, the arithmetic complexity in terms of multipliers and adders is given. The number of multipliers of an \( M \times N \) matrix is \( MN \) in general but we excluded all trivial multiplications (zero or power-of-two values), duplicate multiplications as well as addition with zeros from the resources in Table 1.

Matrices \( C_1 \) and \( C_2 \) are color space conversion matrices for RGB to YCbCr and vice versa, taken from the corresponding ITU recommendation [38]. The previous results are taken from Gustafsson and Holm [3] and are also tabulated for the sake of comparison. The detailed solutions for matrix \( C_1 \) are shown as pipelined adder graph in Fig. 5. Each node in the graph corresponds
to an adder (‘+’) or subtractor (‘−’), both including pipeline register or a pure register (without ‘+’ or ‘−’). The edge weights correspond to left shifts. The minimal AD solution for this example is identical to the PCMM solution and can thus be obtained from Fig. 5(b) by simply replacing the registers by wires. Matrices C_3–C_8 are numeric examples taken from Figure 4 of [27], Figure 1 of [35], respectively. Matrices C_6–C_8 are multiplication-free linear transforms as they contain only power-of-two elements of the form ±2^k with k ∈ N_0 or zero. Matrix C_6 is used in H.264/AVC video coding and its CMM solution is taken from Figure 1 of [27]. Matrices C_7 and C_8 are used in an 8 × 8 Walsh-Hadamard transform (also known as the Hadamard transform or Walsh transform) and a (16,11) Reed-Muller error correcting code, respectively. Their CMM solutions are taken from Figures 5 and 6 of [37]. Note that the Walsh-Hadamard matrix provided in the paper (Fig. 5 in [37]) contains errors. The provided solutions were obtained with the correct matrix (as recursively defined as in [37]).

It can be observed that the proposed CMM optimization typically finds a lower or equal number of adders compared to the numerous previous methods although it provides minimal AD which typically increases the number of adders significantly. An average reduction of 12.5% of adders could be achieved compared to the best known CMM solution while providing a significantly lower AD (18.75% less on average). The number of registered operations could be reduced by 38.5% on average, compared to the best known solution. Interestingly, the result for the Walsh-Hadamard transform matrix C_T requires exactly the same number of additions (24) and registered operations (24) as the fast Walsh-Hadamard transform [39]. Hence, without knowing the iterative construction of the matrix – which was exploited to obtain the fast Walsh-Hadamard transform [39] – the proposed algorithm was able to find a solution with identical complexity. In comparison with the arithmetic complexity, one can observe that many costly multiplications can be avoided by only a few additional adders. Even for the multiplier-less matrices C_6–C_8, the number of adders could be significantly reduced by sharing intermediate results.

**TABLE 1**

Comparison of different CMM methods for benchmark matrices from the literature (best marked bold)

<table>
<thead>
<tr>
<th>Matrix</th>
<th>Size</th>
<th>complexity</th>
<th>Method</th>
<th>Adders</th>
<th>AD_{max}</th>
<th>Reg. Ops</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C_1</td>
<td>3 × 3</td>
<td>9</td>
<td>6</td>
<td>[27]</td>
<td>17</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>21</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>prop.</td>
<td>12</td>
</tr>
<tr>
<td>C_2</td>
<td>3 × 3</td>
<td>4</td>
<td>4</td>
<td>[27]</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mult. RPAG</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>prop.</td>
<td>12</td>
</tr>
<tr>
<td>C_3</td>
<td>4 × 4</td>
<td>8</td>
<td>12</td>
<td>[27]</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mult. RPAG</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>prop.</td>
<td>14</td>
</tr>
<tr>
<td>C_4</td>
<td>2 × 2</td>
<td>4</td>
<td>2</td>
<td>[23]</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mult. RPAG</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>prop.</td>
<td>6</td>
</tr>
<tr>
<td>C_5</td>
<td>2 × 2</td>
<td>4</td>
<td>2</td>
<td>[35]</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mult. RPAG</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>prop.</td>
<td>5</td>
</tr>
<tr>
<td>C_6</td>
<td>4 × 4</td>
<td>0</td>
<td>12</td>
<td>[36]</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mult. RPAG</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>prop.</td>
<td>8</td>
</tr>
<tr>
<td>C_7</td>
<td>8 × 8</td>
<td>0</td>
<td>56</td>
<td>[37]</td>
<td>24</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mult. RPAG</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>prop.</td>
<td>24</td>
</tr>
<tr>
<td>C_8</td>
<td>11 × 16</td>
<td>0</td>
<td>61</td>
<td>[37]</td>
<td>43</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mult. RPAG</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>prop.</td>
<td>31</td>
</tr>
</tbody>
</table>

Fig. 5. Adder graphs for RGB → YCbCr converters (C_1)
4.3 Synthesis Results

The designs of the last section for which reference designs exist were synthesized and analyzed. For that, a VHDL code generator was implemented for the CMM and PCMM circuits as well as a 'straight-forward' VHDL description was implemented using '*' and '+' operators which is used as a baseline. The VHDL code generator was realized with the help of the FloPoCo core generator framework [40] which drastically simplified the generation of pipelines and testbenches. All CMM results were produced by using the same code generator and synthesis settings with an input word size of 12 bit. The synthesis results were performed for a Xilinx Virtex 6 FPGA (XC6VLX75T-FF784-2). All results are obtained after place&route using Xilinx ISE 13.4. All primary inputs and outputs are registered to enable a fair speed comparison. The power consumption was estimated using Xilinx XPower with 1000 random input values. The obtained dynamic power consists of clock, logic and signal power.

The results are shown in Table 2. They show that the proposed method for combinatorial CMM with minimal AD leads to a similar resource utilization (slices, LUTs) compared to the state-of-the-art (rows 'reference') but improves the average performance ($f_{max}$) and power consumption by 15.4% and 21.0%, respectively (matrices C7 and C8 had to be skipped in this comparison as their solution was not provided in [37]).

The throughput can be further increased by using pipelining. This leads to speedups from 59% up to 312%. The price paid for these speedups is a 57% slice increase (compared to combinatorial) for the reference designs whereas it is only 32% for the proposed approach. While the performance is slightly reduced, a slice over $f_{max}$ improvement of 10% is still achieved. Note that for the resource comparison of pipelined circuits, the slice count represents the most realistic metric as when comparing LUT and FF counts, the desirable case where LUTs and FFs share the same slice resource does not become visible.

A very interesting observation is that, although more resources are used for pipelining, the average dynamic power is reduced by 27% and 34% compared to the unpipelined reference, respectively. This can be explained by the fact that the pipeline registers “isolate” power producing glitches from one adder stage to the next, similar to the operand isolation technique introduced by Correale [41]. Hence, pipelining is a method to improve both performance axes “performance” and “energy”.

### Table 2

<table>
<thead>
<tr>
<th>Matrix</th>
<th>Method</th>
<th>Combinatorial (min AD)</th>
<th>Pipelined</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Slices</td>
<td>LUTs</td>
</tr>
<tr>
<td>C1</td>
<td>baseline</td>
<td>106</td>
<td>379</td>
</tr>
<tr>
<td>ref [3]</td>
<td>74</td>
<td>230</td>
<td>0</td>
</tr>
<tr>
<td>prop.</td>
<td>60</td>
<td>189</td>
<td>0</td>
</tr>
<tr>
<td>C2</td>
<td>baseline</td>
<td>32</td>
<td>109</td>
</tr>
<tr>
<td>ref [3]</td>
<td>61</td>
<td>186</td>
<td>0</td>
</tr>
<tr>
<td>prop.</td>
<td>64</td>
<td>190</td>
<td>0</td>
</tr>
<tr>
<td>C3</td>
<td>baseline</td>
<td>121</td>
<td>397</td>
</tr>
<tr>
<td>ref [27]</td>
<td>67</td>
<td>171</td>
<td>0</td>
</tr>
<tr>
<td>prop.</td>
<td>76</td>
<td>228</td>
<td>0</td>
</tr>
<tr>
<td>C4</td>
<td>baseline</td>
<td>46</td>
<td>177</td>
</tr>
<tr>
<td>ref [23]</td>
<td>25</td>
<td>61</td>
<td>0</td>
</tr>
<tr>
<td>prop.</td>
<td>27</td>
<td>88</td>
<td>0</td>
</tr>
<tr>
<td>C5</td>
<td>baseline</td>
<td>36</td>
<td>136</td>
</tr>
<tr>
<td>ref [35]</td>
<td>26</td>
<td>71</td>
<td>0</td>
</tr>
<tr>
<td>prop.</td>
<td>27</td>
<td>72</td>
<td>0</td>
</tr>
<tr>
<td>C6</td>
<td>baseline</td>
<td>48</td>
<td>153</td>
</tr>
<tr>
<td>ref [36]</td>
<td>46</td>
<td>115</td>
<td>0</td>
</tr>
<tr>
<td>prop.</td>
<td>42</td>
<td>111</td>
<td>0</td>
</tr>
<tr>
<td>C7</td>
<td>baseline</td>
<td>164</td>
<td>561</td>
</tr>
<tr>
<td>prop.</td>
<td>99</td>
<td>284</td>
<td>0</td>
</tr>
<tr>
<td>C8</td>
<td>baseline</td>
<td>120</td>
<td>414</td>
</tr>
<tr>
<td>prop.</td>
<td>90</td>
<td>157</td>
<td>0</td>
</tr>
<tr>
<td>Avg. (C1−C6)</td>
<td>baseline</td>
<td>64.8</td>
<td>225.2</td>
</tr>
<tr>
<td>ref [49]</td>
<td>49.3</td>
<td>139.0</td>
<td>0.0</td>
</tr>
<tr>
<td>prop.</td>
<td>49.3</td>
<td>146.3</td>
<td>0.0</td>
</tr>
<tr>
<td>Impr. (C1−C6)</td>
<td>baseline</td>
<td>23.9%</td>
<td>35.0%</td>
</tr>
<tr>
<td>ref</td>
<td>1.00%</td>
<td>-5.3%</td>
<td>0%</td>
</tr>
</tbody>
</table>
The comparison with the baseline shows that our method typically outperforms the synthesis tool in all metrics. The only exception is C\textsubscript{2}, where the slice count compared to our solution was reduced by 32 and 19 for combinatorial and pipelined, respectively, at the cost of three additional DSP blocks. Comparing slice and DSP blocks is difficult as their silicon area is unknown. However, die photo inspections yield an embedded multiplier to slice ratio of 1:18 for a Virtex II [42]. Although not directly comparable as the Virtex II contains 18 × 18 bit multipliers and slices with two 4-input LUTs while the Virtex 6 DSP contains a larger multiplier and pre/post-adders and the slice contains four 6-input LUTs, it shows the trend that a DSP is much more costly than a slice.

5 Conclusion
A novel method for optimizing constant matrix multiplications was proposed. Besides the number of add/subtract operations, either the adder depth of each output can be constrained to be minimal or the number of pipeline registers can be reduced. Significant improvements in resource usage (17% less slices for PCMM), throughput (15% higher clock for CMM min. AD) and power consumption (9% less power for PCMM and 21% for CMM min. AD) could be achieved compared to the state-of-the-art. The proposed algorithm was made available as open-source within the optimization suite for constant multiplication problems PAGSuite [43] (tool rpag with option --cmm). This provides a reference for further research as well as full reproducibility of the results provided in this paper.
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