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## Chapter 1

## Introduction

Modal logics form the base of many program verification languages. Most of these logics, for example propositional dynamic logic over regular languages (PDL[REG]) [4] and the modal $\mu$-calculus $\left(\mathcal{L}_{\mu}\right)$ [6], have their expressibility limits in regular properties. Pushing the limits to context-free languages generally leads to undecidability of their satisfiability problem like in fixed point logic with chop (FLC) [8] or propositional dynamic logic over context-free languages (PDL[CFL]) [5]. There has been work done in order to come as near as possible to the line of decidability in non-regular properties for example with PDL[VPL], which uses visibly pushdown languages, a fragment of context-free languages where every alphabet symbol has only one designated function when it comes to altering the stack. Although PDL[VPL] can express non-regular properties, its satisfiability problem is decidable [7]. In [3], the authors introduce a decidable non-regular fragment of FLC, vpFLC, which embeds PDL[VPL] and $\mathcal{L}_{\mu}$. It restricts FLC in a way similar to visibly pushdown languages. It has been non-constructively proven that PDL[VPL] must be strictly less expressive than vpFLC.

The aim of this thesis is to prove this strict inclusion with the help of the concrete property $\langle a\rangle^{n}[b]^{n} \mathrm{ff}$. Intuitively this property expresses that there exists an $a$-path of length $n$ such that the path ends in a state from which every $b$-path of the same length $n$ ends in a state where no proposition holds. The idea behind this property is the hypothesis that PDL[CFL] and PDL[VPL] cannot express non-regular properties which are spread across multiple modal operators. This means that the non-regularity of properties expressed in either of these languages is locally restricted to one modal operator. However, in [3] it was shown that this property is expressible in vpFLC. We will show that this property is not expressible in PDL[CFL] and therefore, also not in PDL[VPL]. By doing this we will also separate the expressive power of PDL[REG], PDL[VPL] and PDL[CFL].

## Chapter 2

## Preliminaries

### 2.1 Words and Languages

An alphabet $\Sigma$ is a finite non-empty set of symbols. A word over the alphabet $\Sigma$ is a finite sequence of symbols $w_{1} \cdots w_{n}$ with $w_{i} \in \Sigma$. Hence, we define $|w|=n$ as the length of $w$ and $\epsilon$ as the empty word. $\Sigma^{*}$ is the set of all possible words over $\Sigma$.

A set $L \subseteq \Sigma^{*}$ is called a language over $\Sigma$. A set of languages $\mathcal{C} \subseteq \mathcal{P}\left(\Sigma^{*}\right)$ is called a language class.

### 2.2 Regular Languages

A finite automaton $\mathcal{A}=(Q, \Sigma, \delta, I, F)$ is a tuple where $Q$ is a non-empty finite set of states, $\Sigma$ is the alphabet, $\delta \subseteq Q \times \Sigma \times Q$ is the transition relation, $I \subseteq Q$ is the non-empty set of start states and $F \subseteq Q$ is a set of end states. We say $w \in L(\mathcal{A})$ for some $w=w_{1} \ldots w_{n} \in \Sigma^{*}$ if and only if there exist $q_{1} \ldots, q_{n-1} \in Q, q_{0} \in I$ and $q_{e} \in F$ such that $q_{0} \xrightarrow{w_{1}} q_{1} \xrightarrow{w_{2}} q_{2} \ldots q_{n-1} \xrightarrow{w_{n}} q_{e}$. For $w=\epsilon, w \in L(\mathcal{A})$ if and only if $q_{0} \in F$ for some $q_{0} \in I$. Hence we define $\delta^{*}$ as a extension of $\delta$ to words:

$$
(p, w, q) \in \delta^{*} \Leftrightarrow p \xrightarrow{w_{1}} p_{1} \xrightarrow{w_{1}} \ldots \xrightarrow{w_{n}} q
$$

for $w \in \Sigma^{*}$ and $p_{1}, \ldots, p_{n-1} \in Q$.
We call a language $L$ over an alphabet $\Sigma$ regular if and only if there exists a finite automaton $\mathcal{A}$ with $L(\mathcal{A})=L$. The class of all regular languages is called REG.


Figure 2.1: Transition profile example.

### 2.2.1 Transition Profiles

Let $\mathcal{A}=\left(Q, \Sigma, \delta, q_{0}, F\right)$ be a finite automaton. A transition profile is a relation $\tau_{\mathcal{A}} \subseteq Q \times Q$. Simply speaking a transition profile shows all possible states which can be reached by reading a word w in $\mathcal{A}$. The transition profile for a word $u \in \Sigma^{*}$ is defined as $\tau_{\mathcal{A}}(u)=\left\{(s, t) \mid(s, u, t) \in \delta^{*}\right\}$. There are $2^{|Q|^{2}}$ different transition profiles. Let $T_{\mathcal{A}}$ be the set of all transition profiles. We define a operator $\cdot: T_{\mathcal{A}}^{2} \rightarrow T_{\mathcal{A}}$ on transition profiles with $\tau_{1} \cdot \tau_{2}=\left\{(s, t) \mid \exists r \in Q:(s, r) \in \tau_{1} \wedge(r, t) \in \tau_{2}\right\}$. Intuitively, the operator combines two transition profiles such that two states are connected, if we get from the first state to the second state by reading the word from the first transition profile first and after that the word from the second transition profile in $\mathcal{A}$. Another property of the operator $\cdot$ is that it is multiplicative. That means for some word $w=u v \in \Sigma^{*}, \tau_{\mathcal{A}}(w)=\tau_{\mathcal{A}}(u v)=\tau_{\mathcal{A}}(u) \cdot \tau_{\mathcal{A}}(v)$. We call a transition profile $\tau \in T_{\mathcal{A}}$ reachable if there is a word $u \in L(\mathcal{A})$ with $\tau_{\mathcal{A}}(u)=\tau$.

Example 1. Consider the finite automaton $\mathcal{A}$ from Figure 2.1. We will now look at the transition profiles of $\mathcal{A}$ when reading the word $a b$. Therefore, we need to combine the transition profiles for $a$ and $b$. We now see by looking at $\tau(a b)$, that $a b$ is accepted by $\mathcal{A}$, because there is a connection from $q_{0}$ to $q_{1}$ and $q_{0}$ is a start state and $q_{1}$ is an end state.

### 2.3 Pushdown Languages

A pushdown automaton ( PDA ) is a tuple $\mathcal{A}=\left(Q, \Sigma, \Gamma, \delta, q_{0}, F\right)$ with $Q$ being the non-empty set of states, $\Sigma$ the alphabet, $\Gamma$ the stack alphabet, $q_{0} \in Q$ the start state and $F \subseteq Q$ the set of end states. Furthermore, $\perp \in \Gamma$ is the symbol for the empty
stack. The transition relation $\delta$ ist defined as follows:

$$
\delta \subseteq Q \times \Sigma \times \Gamma \times Q \times \Gamma^{*}
$$

A configuration of $\mathcal{A}$ is a tuple in $\left(Q \times \Sigma^{*} \times \Gamma^{*}\right)$. For a configuration $(q, w, \gamma), q$ is the current state, $w$ is the remaining word to read and $\gamma$ is the current stack. The set of all possible configurations is called $\mathcal{C}$. We now define the relation $\vdash_{\mathcal{A}} \subseteq \mathcal{C} \times \mathcal{C}$ as follows:

$$
\vdash_{\mathcal{A}}:=\left\{\left((q, a w, g \gamma),\left(q^{\prime}, w, \gamma^{\prime} \gamma\right)\right) \mid\left(q, a, g, q^{\prime}, \gamma^{\prime}\right) \in \delta\right\}
$$

$\vdash_{\mathcal{A}}^{*}$ is the reflexive and transitive closure of $\vdash_{\mathcal{A}}$. We now say a word $w \in \Sigma^{*}$ is accepted by $\mathcal{A}$ if and only if $\left(q_{0}, w, \perp\right) \vdash_{\mathcal{A}}^{*}(f, \epsilon, \gamma)$ for some $f \in F$ and $\gamma \in \Gamma^{*}$. The set of all words accepted by $\mathcal{A}$ is called $L(\mathcal{A})$.

We call a language $L \subseteq \Sigma^{*}$ context-free if and only if it exists a PDA $\mathcal{A}$ such that $L=L(\mathcal{A})$. We call the set of all context-free languages CFL.

### 2.3.1 Visibly Pushdown Languages

Visibly pushdown automata [2] are a restriction to general pushdown automata introduced earlier. Generally speaking, they restrict the behavior of the stack depending on the alphabet symbol read. Either a symbol is used in transitions which put a symbol on the stack, pop a symbol of the stack or don't alter the stack at all. These tasks have to be determined before constructing the automaton. Therefore the alphabet is split in three disjunct sets, one for every task. We call this type of alphabet a visibly pushdown alphabet. $\Sigma_{\text {call }}$ denotes the set of call symbols, $\Sigma_{\text {ret }}$ the set of return symbols and $\Sigma_{i n t}$ the set of internal symbols.

A visibly pushdown automaton VPA is a tuple $\mathcal{A}=\left(Q, \Sigma, \Gamma, \delta, q_{0}, F\right)$, where $Q$ is a non-empty set of states, $q_{0} \in Q$ is a designated start state and $F \subseteq Q$ is a set of end states. Furthermore, $\Sigma=\Sigma_{\text {ret }} \cup \Sigma_{\text {call }} \cup \Sigma_{\text {int }}$ is the visibly pushdown alphabet. $\Gamma$ is a finite set of symbols called the stack alphabet and $\perp \in \Gamma$ is the special empty stack symbol. Respectively the transition function $\delta=\delta_{\text {call }} \cup \delta_{\text {ret }} \cup \delta_{\text {int }}$ is also partitioned into three sets:

- $\delta_{\text {call }} \subseteq Q \times \Sigma_{\text {call }} \times Q \times \Gamma$
- $\delta_{r e t} \subseteq Q \times \Sigma_{r e t} \times \Gamma \times Q$
- $\delta_{i n t} \subseteq Q \times \Sigma_{i n t} \times Q$.

We define the acceptance behavior of a VPA analogue to a general PDA:

$$
\begin{aligned}
\vdash_{\mathcal{A}} & :=\left\{((p, a w, g \gamma),(q, w, \gamma)) \mid(p, a, g, q) \in \delta_{\text {ret }}\right\} \\
& \cup\left\{((p, a w, \gamma),(q, w, g \gamma)) \mid(p, a, q, g) \in \delta_{\text {call }}\right\} \\
& \cup\left\{((p, a w, \gamma),(q, w, \gamma)) \mid(p, a, q) \in \delta_{\text {int }}\right\} .
\end{aligned}
$$

We call a set of words $L$ over an alphabet $\Sigma$ a visibly pushdown language if and only if it exists a visibly pushdown automaton $\mathcal{A}$ with $L(\mathcal{A})=L$. We call the set of all visibly pushdown languages VPL.

Visibly pushdown automata are a restriction to general pushdown automata, because a symbol can only be added to the stack if a call symbol was read and a symbol can only be removed from the stack when a return symbol was read. That means one alphabet symbol can only contribute as a return symbol or a call symol, but never as both types at the same time. Hence the language $L=\left\{a^{n} b a^{n} \mid n \in \mathbb{N}\right\}$ is not a visibly pushdown language, but a general pushdown language. Every VPA can easily be translated into a PDA, but there are languages, which are accepted by a PDA, but not by an VPA (for example $L$ ). This implies the following strict inclusion: VPL $\subset$ CFL.

### 2.4 Propositional Dynamic Logic

### 2.4.1 Labelled Transition Systems

Let $\Sigma$ be an alphabet and AP be a set of atomic propositions. A labelled transition system (LTS) is a tuple ( $S, \rightarrow, q_{0}, L$ ), where $S$ is a non-empty set of states, $\rightarrow \subseteq S \times$ $\Sigma \times S$ is the transition relation and $q_{0} \in S$ is a designated start state. Furthermore, $L: S \rightarrow \mathcal{P}(\mathrm{AP})$ is a function, which assigns every state a label in the form of atomic propositions valid at this state. We write $s \xrightarrow{a} t$ for $(s, a, t) \in \rightarrow$. For simplicity we extend the operator $\rightarrow$ to words:

$$
(s, w, t) \in \rightarrow \text { for } w \in \Sigma^{*} \Leftrightarrow s \xrightarrow{w_{1}} q_{1} \xrightarrow{w_{2}} q_{2} \cdots q_{n-1} \xrightarrow{w_{n}} t
$$

for $|w|=n$ and $q_{1}, \ldots, q_{n-1} \in S$. We call this the reflexive and transitive closure of the relation $\rightarrow$. In Figure 2.2 we can see an example for such a LTS.

### 2.4.2 Syntax

Let $\Sigma$ and AP be defined as above. Let $\mathcal{C} \subseteq \mathcal{P}\left(\Sigma^{*}\right)$ be a language class. We call $\operatorname{PDL}[\mathcal{C}]$ the propositional dynamic logic over $\mathcal{C}$. Formulas over $\operatorname{PDL}[\mathcal{C}]$ are defined
as:

$$
\varphi::=p|\neg \varphi| \varphi \vee \varphi|\varphi \wedge \varphi|\langle L\rangle \varphi \mid[L] \varphi
$$

where $p \in \mathrm{AP}$ und $L \in \mathcal{C}$. We may use boolean operators $\rightarrow, \leftrightarrow$ as well as tt and ff in the usual way.

The operators $\langle L\rangle$ and $[L]$ are called modal operators. Hence, we define the modal depth $\operatorname{md}(\varphi)$ of a formula $\varphi$ as:

- $\operatorname{md}(\varphi)=0$ for formulas without any modal operators
- $\operatorname{md}(\neg \varphi)=\operatorname{md}(\varphi)$
- $\operatorname{md}(\varphi \circ \psi)=\max \{\operatorname{md}(\varphi), \operatorname{md}(\psi)\}$ for $\circ \in\{\wedge, \vee\}$
- $\operatorname{md}(\langle L\rangle \varphi)=\operatorname{md}([L] \varphi)=\operatorname{md}(\varphi)+1$


### 2.4.3 Semantics

Let $\varphi \in \operatorname{PDL}[\mathcal{C}]$ be a formula and $\mathcal{T}=\left(S, \rightarrow, q_{0}, L\right)$ be a LTS. We define the satisfiability relation $(\models)$ for some state $s \in S$ of $\mathcal{T}$ as follows:

- $s \models p$ iff $p \in L(s)$
- $s \models \neg \varphi$ iff not $s \models \varphi$
- $s \models \varphi \vee \psi$ iff $s \models \varphi$ or $s \models \psi$
- $s \models \varphi \wedge \psi$ iff $s \models \varphi$ and $s \models \psi$
- $s \models\langle L\rangle \varphi$ iff $\exists w \in L: \exists s^{\prime} \in S: s \xrightarrow{w} s^{\prime}$ and $s^{\prime} \models \varphi$
- $s \models[L] \varphi$ iff $\forall w \in L: \forall s^{\prime} \in S: s \xrightarrow{w} s^{\prime} \Rightarrow s^{\prime} \models \varphi$

We say $\mathcal{T} \models \varphi$ if and only if $q_{0} \models \varphi$. Furthermore, $[L] \varphi$ can als be expressed as $\neg\langle L\rangle \neg \varphi$

Simply speaking $\langle L\rangle \varphi$ can be written as, there exists a path from state $s$ in $\mathcal{T}$ such that the path is labelled with a word $w \in L$ and the end state of the path satisfies the formula $\varphi$. Hence $[L] \varphi$ can be understood as: there is no path which is labelled with $w \in L$ such that the end state of the path does not satisfy $\varphi$ or all paths labelled with a word $w \in L$ end in a state which satisfies $\varphi$.


Figure 2.2: The example structure for $\operatorname{PDL}[R E G]$ and $\mathrm{PDL}[\mathrm{CFL}]$.

Example 2. Over PDL[REG] the formula $\varphi=\left\langle a^{*}\right\rangle\left[b^{*}\right] p$ expresses that there exists an $a^{*}$-path such that at all states which are reachable with a $b^{*}$-path, $p$ holds. Hence for the structures in Figure 2.2, $\mathcal{T}_{1} \models \varphi$, but $\mathcal{T}_{2} \not \models \varphi$

Example 3. Over PDL[CFL] the formula $\varphi=\langle L\rangle p$ for $L=\left\{a^{n} b^{n} \mid n \in \mathbb{N}\right\}$ expresses that there exists a path labelled with a word from $L$ such that on the end state of the path p holds. Hence in Figure 2.2. $\mathcal{T}_{1} \models \varphi$, but $\mathcal{T}_{2} \not \models \varphi$.

## Chapter 3

## A Better Pumping Lemma

In this chapter we will show that, for each finite set of regular languages $L_{1}, \ldots, L_{m}$ we can find numbers $k, l \in \mathbb{N}$ for which all those languages behave in the same way on the word $a^{k}$ and $a^{k+l}$. The idea for this argument comes from the traditional pumping lemma for regular languages:

Lemma 4 (Rabin, Scott [10]). For every regular language $L \in R E G$ exists a $n \in \mathbb{N}$ such that for all $w \in L$ with $|w| \geq n$ exist a partition $w=x y z$ with the following properties:

$$
|x y| \leq n, \quad|y| \geq 1, \quad x y^{i} z \in L \forall i \in \mathbb{N}
$$

For each word of a regular language which is long enough, the pumping lemma for regular languages ensures the existence of a partial word which can be multiplied any number of times and still be part of the language. We now try to extend this argument to sets of regular languages. Due to the fact that this is in general not possible, we will proof a less strongly argument over unary words. We want to find numbers $k, l \in \mathbb{N}$ such that for all $n \geq k$ holds: if one of the regular languages accepts the word $a^{n}$, it also accepts $a^{n+l}$.

Definition 5 (Synchronous Automaton). Let $L_{1}, \ldots, L_{m}$ be regular languages. For each language $L_{i}$ exists a finite automaton $\mathcal{A}_{i}=\left(Q_{i}, \Sigma, \delta_{i}, I_{i}, F_{i}\right)$ with $L\left(\mathcal{A}_{i}\right)=L_{i}$. Without loss of generality we assume that all state sets are pairwise disjoint. We now define the synchronous automaton of these languages as:

$$
\mathcal{M}=\left(Q_{1} \cup \cdots \cup Q_{m}, \Sigma, \delta_{1} \cup \cdots \cup \delta_{m}, I_{1} \cup \cdots \cup I_{m}, F_{1} \cup \cdots \cup F_{m}\right)
$$

We define $|\mathcal{M}|=\left|Q_{1} \cup \ldots Q_{m}\right|$.
Although $\mathcal{M}$ looks like the union automaton, we are not interested in the acceptance behavior of the automaton. We are particularly interested in the different transition profiles the automaton reaches. The automaton can be interpreted as the synchronous execution of all separate automata at the same time. There are $2^{|\mathcal{M}|^{2}}$
different transition profiles of $\mathcal{M}$. If we execute $\mathcal{M}$ on $a^{*}$, it follows with a pigeonhole principle argument, that at some point $\mathcal{M}$ has to go through a transition profile twice. These arguments are summarized in the following lemma:

Lemma 6. For every finite set of regular languages $L_{1}, \ldots L_{m}$, there exist numbers $k, l \in \mathbb{N}$ with $k+l \leq 2^{|\mathcal{M}|^{2}}+1$ such that $\tau_{\mathcal{M}}\left(a^{k+n}\right)=\tau_{\mathcal{M}}\left(a^{k+l+n}\right)$ for all $n \in \mathbb{N}$. $\mathcal{M}$ is the synchronous automaton of these regular languages.

Proof. Let $L_{1}, \ldots, L_{m} \in$ REG be regular languages and $\mathcal{M}$ the synchronous automaton constructed as in Definition 5. Furthermore let $\tau_{\mathcal{M}}(a)$ be the transition profile of $\mathcal{M}$ when reading $a$. For $p=2^{|\mathcal{M}|^{2}}+1$ we observe the sequence of transition profiles by synchronous execution of all finite automata in $\mathcal{M}$ :

$$
\tau_{\mathcal{M}}(a) \rightarrow \tau_{\mathcal{M}}(a a) \rightarrow \cdots \rightarrow \tau_{\mathcal{M}}\left(a^{p}\right)
$$

It follows that $\tau_{\mathcal{M}}\left(a^{i}\right)=\tau_{\mathcal{M}}\left(a^{j}\right)$ for $i, j \leq p$ with a simple pigeon-hole principle argument. There are only $2^{|\mathcal{M}|^{2}}$ many possible transition profiles. Hence, because $p=2^{|\mathcal{M}|^{2}}+1$, at least one transition profile must occur twice. We now set $k=i$ and $l=j-i$. It is obvious now that the following argument holds for all $n \in \mathbb{N}$ :

$$
\tau_{\mathcal{M}}\left(a^{k+n}\right)=\tau_{\mathcal{M}}\left(a^{k}\right) \cdot \tau_{\mathcal{M}}\left(a^{n}\right)=\tau_{\mathcal{M}}\left(a^{k+l}\right) \cdot \tau_{\mathcal{M}}\left(a^{n}\right)=\tau_{\mathcal{M}}\left(a^{k+l+n}\right)
$$

We will use this argument in later sections in the following form:
Corollary 7. Let $L_{1}, \ldots L_{m}$ be a finite set of regular languages and $k, l \in \mathbb{N}$ defined as in Lemma 6 then:

$$
a^{k+n} w \in L_{i} \Leftrightarrow a^{k+l+n} w \in L_{i}
$$

for $w \in \Sigma^{*}, n \in \mathbb{N}$ and $i \in\{1, \ldots, m\}$.

This follows directly from Lemma6. Because when we are considering the transition profiles we get:

$$
\tau_{\mathcal{M}}\left(a^{k+n} w\right)=\tau_{\mathcal{M}}\left(a^{k+n}\right) \cdot \tau_{\mathcal{M}}(w)=\tau_{\mathcal{M}}\left(a^{k+l+n}\right) \cdot \tau_{\mathcal{M}}\left(a^{w}\right)=\tau_{\mathcal{M}}\left(a^{k+l+n} w\right)
$$

Example 8. Consider the two finite automata $\mathcal{A}$ and $\mathcal{B}$ as in Figure 3.1 over the unary alphabet $\Sigma=\{a\}$. We now look at the transition profiles of the synchronous automaton $\mathcal{M}$ of $\mathcal{A}$ and $\mathcal{B}$, which can also be seen in Figure 3.1.

The first repeating transition profile of $\mathcal{M}$ is $\tau_{\mathcal{M}}(a a a)=\tau_{\mathcal{M}}(a)$. This means in this case we choose $k=1$ and $l=2$. Hence for every $n \in \mathbb{N} \tau_{\mathcal{M}}\left(a^{1+n}\right)=\tau_{\mathcal{M}}\left(a^{3+n}\right)$. It follows that for example $a^{2} \in L(\mathcal{B})$ and $a^{2+2 m} \in L(\mathcal{B})$ for every $m \in \mathbb{N}$ too.


Figure 3.1: The Example for Lemma 6

## Chapter 4

## Separating PDL[REG] and PDL[CFL]

In this chapter we will separate PDL[REG] and PDL[CFL] as well as PDL[REG] and PDL[VPL]. We start by separating PDL[REG] and PDL[VPL]. Let $L=\left\{a^{n} b a^{n} \mid\right.$ $n \in \mathbb{N}\}$ and $\varphi=\langle L\rangle$ ff. $L$ is obviously context-free. For readability we simply write $\left\langle a^{n} b a^{n}\right\rangle$ ff. We will show that this formula which is obviously in PDL[CFL] cannot be expressed in PDL[REG]. Note that $\left\langle a^{n} b a^{n}\right\rangle$ ff is not a formula over PDL[REG], but will be used as an expression for this property.

Lemma 9. Let $P$ be the property $\left\langle a^{n} b a^{n}\right\rangle \mathbf{f f}$ for some $n \in \mathbb{N}$. There exists no formula $\varphi$ over $P D L[R E G]$, such that for all labelled transition systems $\mathcal{T}$ holds: $\mathcal{T} \models P \Leftrightarrow \mathcal{T} \models \varphi$

Proof. Assume there is a formula $\varphi \in \operatorname{PDL}[R E G]$ which satisfies the claim. Let $L_{1}, \ldots L_{m}$ be the languages used in the modal operators of the formula. Furthermore, let $n=\operatorname{md}(\varphi)$ be the modal depth of $\varphi$ and let $k, l \in \mathbb{N}$ be defined according to Lemma 6 .


Figure 4.1: The transition systems for separating PDL[REG] and PDL[CFL].

Let $\mathcal{S}_{n}$ and $\mathcal{T}_{n}$ be defined as in Figure 4.1. Obviously $\mathcal{S}_{n} \vDash P$ and $\mathcal{T}_{n} \not \vDash P$. We will now show through induction over $d$ that for all $\varphi \in \operatorname{PDL}\left[L_{1}, \ldots, L_{m}\right]$ with $\operatorname{md}(\varphi)=d \leq n$ and $i \geq d(k+l): s_{i} \models \varphi \Leftrightarrow t_{i+l} \models \varphi$ with $s_{i} \in \mathcal{S}_{n}$ and $t_{i} \in \mathcal{T}_{n}$.

Note that for all $j, s_{j}$ and $t_{j}$ satisfy the same formulas, because the structures are isomorphic beginning from these states.
$\mathbf{d}=\mathbf{0}$ : The claim holds trivially because all states do not differ in their propositions.
$\mathbf{d}>\mathbf{0}: \varphi=\left\langle L_{j}\right\rangle \varphi^{\prime}$. Then either $s_{i} \models \varphi$ and it exist $s^{\prime} \in \mathcal{S}_{n}, w \in L_{j}$ with $s_{i} \xrightarrow{w} s^{\prime}$ and $s^{\prime} \models \varphi^{\prime}$, or $t_{i+l} \models \varphi$ and it exist $t^{\prime} \in \mathcal{T}_{n}, w \in L_{j}$ with $t_{i+l} \xrightarrow{w} t^{\prime}$ and $t^{\prime} \models \varphi^{\prime}$ 。

Case 1: $s_{i} \models \varphi$ and $|w| \geq k+l$. $w$ must be of the form $a^{k+l} w^{\prime}$. Then with Corollary 7, $a^{k+2 l} w^{\prime} \in L_{j}$ too. That means we can take the following path in $\mathcal{T}_{n}$ :

$$
t_{i+l} \xrightarrow{a^{l}} t_{i} \xrightarrow{w^{\prime}} t^{\prime} .
$$

As mentioned above $s_{i}$ and $t_{i}$ satisfy the same formulas and therefore, $s^{\prime}$ and $t^{\prime}$ too. Hence, $t^{\prime} \models \varphi^{\prime}$.
Case 2: $t_{i+l} \models \varphi$ and $|w| \geq k+l . w$ must be of the form $a^{k+l} w^{\prime}$ and

$$
t_{i+l} \xrightarrow{a^{l}} t_{i} \xrightarrow{a^{k} w^{\prime}} t^{\prime} .
$$

Then with Corollary 7, $a^{k} w^{\prime} \in L_{j}$ too. Because $s_{i}$ and $t_{i}$ satisfy the same formulas and $s_{i} \xrightarrow{a^{k} w^{\prime}} s^{\prime}$, it follows that $s^{\prime} \models \varphi^{\prime}$.

Case 3: $|w|<k+l$. $w$ must be of the form $a^{|w|}$. We can now apply our induction hypothesis and assume that $s_{i-|w|}$ and $t_{i+l-|w|}$ cannot be distinguished by $\varphi^{\prime}$ with $\operatorname{md}\left(\varphi^{\prime}\right)=d-1$.

Note that if no modal operator has a witness with length greater $k+l, \varphi$ can only distinguish a LTS in the first $d(k+l)$ nodes. Therefore, $\mathcal{T}_{n} \models \varphi$ holds trivially.

The cases of $\varphi$ being a boolean combination of subformulas, follow directly from the induction hypothesis.

For separating PDL[REG] and PDL[VPL] we consider another property. Let $L=$ $\left\{a^{n} b^{n} \mid n \in \mathbb{N}\right\}$ and $\varphi=\langle L\rangle$ ff. L is a well known example for a visibly pushdown language. We will show that there is no formula in PDL[REG] such that this property could be expressed.


Figure 4.2: The LTS for Lemma 10.

Lemma 10. Let $P$ be the property $\left\langle a^{n} b^{n}\right\rangle$ ff for some $n \in \mathbb{N}$. There exists no formula $\varphi$ over $\operatorname{PDL}[R E G]$ such that for all linear transition systems $\mathcal{T}$ holds: $\mathcal{T} \models P \Leftrightarrow$ $\mathcal{T} \vDash \varphi$

Proof. This proof works analogous to Lemma 9. Assume there is a formula $\varphi \in$ PDL[REG] which satisfies the claim. Let $L_{1}, \ldots, L_{m}$ be the languages used in the modal operators of the formula. Furthermore, let $n=\operatorname{md}(\varphi)$ be the modal depth of $\varphi$ and let $k, l \in \mathbb{N}$ be defined according to Lemma 6 .

Let $\mathcal{S}_{n}$ and $\mathcal{T}_{n}$ be defined as in Figure 4.2. Obviously $\mathcal{S}_{n} \models P$ and $\mathcal{T}_{n} \not \vDash P$. It can be shown through induction over $d$ that for all $\varphi \in \operatorname{PDL}\left[L_{1}, \ldots, L_{m}\right]$ with $\operatorname{md}(\varphi)=d \leq n$ and $i \geq d(k+l): s_{i} \models \varphi \Leftrightarrow t_{i+l} \models \varphi$ with $s_{i} \in \mathcal{S}_{n}$ and $t_{i} \in \mathcal{T}_{n}$.

This proof by induction works in the same way as the induction in Lemma 9. Hence we will omit the full induction proof in this case and refer to Lemma 9 .

Theorem 11. $P D L[R E G]$ is strictly less expressive than PDL[CFL].

Proof. The inclusion of PDL[REG] in PDL[CFL] is trivial, because it is well known that REG $\subset$ CFL. Hence, every PDL[REG] formula can also be seen as a PDL[CFL] formula. The strict inclusion follows from Lemma 9 ,

Theorem 12. $P D L[R E G]$ is strictly less expressive than $P D L[V P L]$.
Proof. In this case the inclusion of PDL[REG] in PDL[VPL] is trivial too, because every regular language can be represented as a finite automaton and every finite automaton can be seen as a VPA, which only uses internal symbols. Furthermore, we have shown in Lemma 10 that there is a property which can be expressed in PDL[VPL], but not in PDL[REG]. It follows that PDL[REG] is strictly less expressive than PDL[VPL].

## Chapter 5

## Separating vpFLC and PDL[CFL]

As mentioned in the introduction, this chapter will be about separating vpFLC and PDL[CFL]. Let $P$ be the property $\langle a\rangle^{n}[b]^{n} \mathrm{ff}$. Intuitively P expresses the following property. For some $n \in \mathbb{N}$, there exists a path labelled with $a^{n}$, such that from the end state of that path all paths labelled with $b^{n}$ end in a state where no proposition holds. It was shown in [3] that $P$ is expressible in vpFLC. The proof that $P$ is not expressible in PDL[CFL] will use several arguments introduced in the previous sections.

We start by proving the indistinguishability of two LTS, which will later appear as part of a bigger structure.

Lemma 13. For each $\varphi \in P D L[C F L]$ with modal depth $n \in \mathbb{N}$ exist $k, l \in \mathbb{N}$ such that $\varphi$ cannot distinguish the two LTS from Figure 5.1:

Proof. Let $L_{1}, \ldots, L_{m}$ be the pushdown languages used in $\varphi$. Without loss of generality we assume that for all languages $L_{i}$ must hold that $L_{i} \subseteq L\left(b^{*}\right)$. Due to the regularity of pushdown languages over unary alphabets [9], we can find numbers $k, l \in \mathbb{N}$ for any finite set of pushdown languages used in $\varphi$ defined as in Lemma 6 .

We will now show by induction over the modal depth $d$ that for all formulas $\varphi \in$ $\operatorname{PDL}\left[L_{1}, \ldots, L_{m}\right]$ with $\operatorname{md}(\varphi)=d \leq n$ and $i \geq d(k+l): s_{i} \models \varphi \Leftrightarrow t_{i+l} \models \varphi$ with $s_{i} \in \mathcal{S}_{n}$ and $t_{i+l} \in \mathcal{T}_{n}$.

Note that for all $f, s_{f}$ and $t_{f}$ satisfy the same formulas, because the structures are isomorphic beginning from these states.
$\mathbf{d}=\mathbf{0}$ : The claim holds trivially because none of the states differ in their propositions.
$\mathbf{d}>\mathbf{1}: \varphi=\left\langle L_{j}\right\rangle \varphi^{\prime}$ with $\operatorname{md}\left(\varphi^{\prime}\right)=n-1$. Then either $s_{i} \models \varphi$ and it exist $s_{f}, w \in L_{j}$ with $s_{i} \xrightarrow{w} s_{f}$ and $s_{f} \models \varphi^{\prime}$, or $t_{i+l} \models \varphi$ and it exist $t_{f}, w \in L_{j}$ with $t_{i+l} \xrightarrow{w} t_{f}$ and $t_{f} \models \varphi^{\prime}$.


with $p=n(k+l)$ and $q=n(k+l)+l$.

Figure 5.1: The LTS used in Lemma 13.

Case 1: $s_{i} \models \varphi$ and $i=p$, i.e., $s_{i}$ is the first node in $\mathcal{S}_{n}$. In this case we take to isomorphic path in the upper arm of $\mathcal{T}_{n}$. The end state of this path is isomorphic to $s_{f}$.

Case 2: $t_{i+l} \models \varphi$ and $i+l=q$. If $t_{f}$ is in the upper arm of $\mathcal{T}_{n}$, we choose the equivalent path in $\mathcal{S}_{n}$. Due to isomorphism of the remaining structures $s_{f}=\varphi^{\prime}$. If $s_{f}$ is in the lower arm, we apply Case 4.

Case 3: $s_{i} \models \varphi$ and $|w| \geq k+l$. $w$ must be of the form $b^{|w|}$ and with Corollary 7. $b^{|w|+l} \in L_{j}$ too. We can take the following path in $\mathcal{T}_{n}$ :

$$
t_{i+l} \xrightarrow{a^{l}} t_{i} \xrightarrow{w} t_{f}
$$

As mentioned above $s_{f}$ and $t_{f}$ satisfy the same formulas and therefore, $t_{f} \models \varphi^{\prime}$.
Case 4: $t_{i+l} \models \varphi$ and $|w| \geq k+l$. $w$ must be of the form $b^{|w|}$ and with Corollary $7, b^{|w|-l} \in L_{j}$ too. Therefore, we can take the following path in $\mathcal{S}_{n}$ :

$$
s_{i} \xrightarrow{b^{|w|-l}} s_{f}
$$

As mentioned above $s_{f}$ and $t_{f}$ satisfy the same formulas and therefore, $t_{f} \models \varphi^{\prime}$.
Case 5: $|w|<k+l$. $w$ must be of the form $b^{|w|}$. We can now apply our induction hypothesis and assume that $s_{i-|w|}$ and $t_{i+l-|w|}$ cannot be distinguished by $\varphi^{\prime}$ with $\operatorname{md}\left(\varphi^{\prime}\right)=d-1$.


Figure 5.2: The LTS for Lemma 14.

Note that if no modal operator has a witness with length greater $k+l, \varphi$ can only distinguish a LTS in the first $d(k+l)$ nodes. Therefore, $\mathcal{T}_{n} \models \varphi$ holds trivially.

The cases of $\varphi$ being a boolean combination of subformulas, follow directly from the induction hypothesis.

With the help of this lemma, we can now prove the actual claim.
Lemma 14. Let $P$ be the property $\langle a\rangle^{n}[b]^{n} \mathrm{ff}$ for some $n \in \mathbb{N}$. There exists no formula $\varphi$ over PDL[VPL], such that for all labelled transition systems $\mathcal{T}$ holds: $\mathcal{T} \models P \Leftrightarrow \mathcal{T} \models \varphi$

Proof. Assume there was a formula $\varphi \in \operatorname{PDL}[V P L]$ which satisfies the claim. Let $L_{1}, \ldots L_{m}$ be the languages used in the modal operators of the formula. Furthermore, let $n=\operatorname{md}(\varphi)$ be the modal depth of $\varphi$.

We construct the LTS $\mathcal{S}_{n}$ and $\mathcal{T}_{n}$ as seen in Figure 5.2 by doing an intersection of all languages $L_{1}, \ldots, L_{m}$ with $L\left(b^{*}\right)$. By doing this we get the languages $\widetilde{L}_{1}, \ldots, \widetilde{L}_{m}$, which are all unary. It is known that unary context-free languages are regular 9 . We now define $k, l$ as in Lemma 6 by considering the languages $\widetilde{L}_{1}, \ldots, \widetilde{L}_{m}$.

We will now show by induction over the modal depth $d$ that for all formulas $\varphi \in$ $\operatorname{PDL}[\mathrm{CFL}]$ with $\operatorname{md}(\varphi)=d$ and $i \geq d(k+l)$ holds: $s_{i} \models \varphi \Leftrightarrow t_{i} \models \varphi$ with $s_{i} \in \mathcal{S}_{n}$ and $t_{i} \in \mathcal{T}_{n}$ (Figure 5.2).
$\mathbf{d}=\mathbf{0}$ : The claim holds trivially, because none of the states differ in their propositions.
$\mathbf{d}>\mathbf{0}: \varphi=\left\langle L_{j}\right\rangle \varphi^{\prime}$. Then either $s_{i} \models \varphi$ and it exist $s^{\prime}, w \in L_{j}$ with $s_{i} \xrightarrow{w} s^{\prime}$ and $s^{\prime} \models \varphi^{\prime}$, or $t_{i} \models \varphi$ and it exist $t^{\prime}, w \in L_{j}$ with $t_{i} \xrightarrow{w} t^{\prime}$ and $t^{\prime} \models \varphi^{\prime}$.

Case 1: $s_{i} \models \varphi$ and $s^{\prime}=s_{0}$. In this case $t_{i} \xrightarrow{w} t_{0}$ and it follows with Lemma 13 that $s_{0}$ and $t_{0}$ cannot by distinguished by $\varphi^{\prime}$.

Case 2: $t_{i} \models \varphi$ and $t^{\prime}=t_{0}$. Analogue to Case 1.
Case 3: $s_{i} \models \varphi$ and $s^{\prime}=s_{f}$ for $f>0$. In this case we apply our induction hypothesis and assume that $s_{f}$ and $t_{f}$ cannot be distinguished by $\varphi^{\prime}$.

Case 4: $t_{i} \models \varphi$ and $t^{\prime}=t_{f}$ for $f>0$. Analogue to Case 2.
Case 5: $t_{i} \models \varphi$. Because of the connection between $s_{1}$ and $t_{0}$, we can also go from $s_{i}$ with $w$ to $s^{\prime}$ and $s^{\prime}=t^{\prime}$.

Case 6: $s_{i} \models \varphi$ and $s^{\prime}$ is one of the states on the right hand side of the lower structure. This case is analogue to Case 4, because we can simply take the same path in $\mathcal{S}_{n}$ and then $s^{\prime}=t^{\prime}$.

Case 7: $s_{i} \models \varphi$ and $s^{\prime}$ is one of the state on the right hand side of the upper structure. We notice that the upper arm of the lower structure is isomorphic to the arm in the upper structure. That means for every state in the upper arm, we can find a state in the lower arm which is reachable with the same path, such that both states satisfy the same formulas. In this case we choose the equivalent state to $s^{\prime}$ in the lower isomorphic arm $t^{\prime}$. Obviously $t_{i} \xrightarrow{w} t^{\prime}$.

The cases of $\varphi$ being a boolean combination of subformulas, follow directly from the induction hypothesis.

This results in the fact that there is no formula over PDL[CFL] which can distinguish the $\operatorname{LTS} \mathcal{S}_{n}$ and $\mathcal{T}_{n}$ for any model depth n .

Theorem 15. $P D L[V P L]$ is strictly less expressive than vpFLC.
Proof. The inclusion of PDL[VPL] in vpFLC was shown in [3]. Due to Lemma 14 the property $P=\langle a\rangle^{n}[b]^{n} \mathrm{ff}$ is not expressible in PDL[CFL] and therefore not in PDL[VPL] due to the obvious inclusion PDL[VPL] $\subseteq$ PDL[CFL]. However, it was shown in [3] that $P$ is expressible in vpFLC. Hence PDL[VPL] is strictly less expressive than vpFLC.

Theorem 16. $P D L[C F L]$ and $v p F L C$ are incomparable in terms of expressive power.
Proof. We showed in Lemma 14 that there is a property which is expressible in vpFLC, but not in PDL[CFL]. The other direction is presented in [1].

## Chapter 6

## Separating PDL[VPL] and PDL[CFL]

This last chapter aims to separate PDL[VPL] and PDL[CFL] by proving that $\left\langle a^{n} b a^{n}\right\rangle \mathbf{f f}$ is not expressible in PDL[VPL]. For this proof we will take advantage of the following property over visibly pushdown languages: Every visibly pushdown language, which is unary except from constant many other symbols is regular. We notice that the strategy is the same as for the previous proofs. We will try to reduce problems involving context-free languages to smaller problems over regular cases. This property is proven in the following lemma:

Lemma 17. Every visibly pushdown language $L \in V P L$ with $L \subseteq L\left(a^{*} b a^{*}\right)$ is regular.

Proof. Let $L \in$ VPL be a visibly pushdown language with $L \subseteq L\left(a^{*} b a^{*}\right)$. By definition there exists a visibly pushdown automaton $\mathcal{A}=\left(Q, \Sigma, \Gamma, \delta, q_{o}, F\right)$ with $L(\mathcal{A})=L$. The structure of $\mathcal{A}$ depends on the choice of the visibly pushdown alphabet $\Sigma=\Sigma_{\text {int }} \cup \Sigma_{\text {ret }} \cup \Sigma_{\text {call }}$.

Case 1: $a, b \in \Sigma_{\text {int }}$. In this case, by definition of a VPA, $\delta: Q \times \Sigma_{\text {int }} \rightarrow Q$. Hence $\delta$ has exactly the same form of the transition function of a finite automaton. Therefore $\mathcal{A}$ can trivially be understood as a finite automaton, ignoring the stack alphabet.

Case 2: $a \in \Sigma \backslash \Sigma_{\mathrm{int}}, b \in \Sigma_{\mathrm{int}}$. In this case an $a$ can alter the stack either by pushing a symbol to the stack or by popping a symbol from the stack. In both cases the stack can either never be read from or never be written to, because $b$ is internal. Hence, this case also collapses to a finite automaton, by simply ignoring all stack actions.

Case 3: $b \in \Sigma \backslash \Sigma_{\mathrm{int}}, a \in \Sigma_{\mathrm{int}}$. Analogue to Case 2.

Case 4: $a \in \Sigma_{\text {call }}, b \in \Sigma_{\text {ret }}$. In this case we will build a finite automaton $\mathcal{A}^{\prime}$ which accepts the same language as $\mathcal{A}$. The idea behind this construction is that we take advantage of the stack restrictions of $\mathcal{A}$. Because $a$ is a call symbol and $b$ is a return symbol, the stack can only be read from once. Therefore the finite automaton will remember the current top stack symbol. We define $\mathcal{A}^{\prime}=\left((Q \times \Gamma), \Sigma, \delta^{\prime}, I \times\{\perp\}, F \times \Gamma\right)$ with $\delta^{\prime} \subseteq(Q \times \Gamma) \times \Sigma \times(Q \times \Gamma)$ and:

$$
\begin{aligned}
\delta^{\prime} & =\left\{\left((p, g), a,\left(q, g^{\prime}\right)\right) \mid\left(p, a, q, g^{\prime}\right) \in \delta_{\text {call }}\right\} \\
& \cup\left\{((p, g), b,(q, \perp)) \mid(p, b, g, q) \in \delta_{\text {ret }}\right\}
\end{aligned}
$$

We will now show that $L\left(\mathcal{A}^{\prime}\right)=L(\mathcal{A})$ :
$\subseteq:$ Let $w \in L\left(\mathcal{A}^{\prime}\right)$ be a word accepted by $\mathcal{A}^{\prime}$. Therefore, there exists a sequence of states such that:

$$
\left(q_{0}, \perp\right) \xrightarrow{w_{1}}\left(q_{1}, g_{1}\right) \rightarrow \ldots \xrightarrow{w_{n}}\left(q_{n}, g_{n}\right)
$$

for $|w|=n, q_{0} \in I, q_{n} \in F$ and $g_{i} \in \Gamma$. By definition of $\delta^{\prime}$ for every transition $(p, g) \xrightarrow{a}\left(q, g^{\prime}\right)$, there exists a equivalent transition in $\delta$ with $\left(p, a, q, g^{\prime}\right) \in \delta_{\text {call }}$. For $(p, g) \xrightarrow{b}(q, \perp)$ we use $(p, a, g, q) \in \delta_{\text {ret }}$ and do not alter the stack of $\mathcal{A}$. Hence the sequence of configurations:

$$
\left(q_{0}, w_{1} \ldots w_{n}, \perp\right) \vdash\left(q_{1}, w_{2} \ldots w_{n}, g_{1} \perp\right) \vdash \cdots \vdash\left(q_{n}, \epsilon, g_{n} \gamma\right)
$$

is accepted in $\mathcal{A}$.
$\supseteq$ : Let $w \in \mathcal{A}$ with $|w|=n$. We know by definition that $w \in L\left(a^{*} b a^{*}\right)$. Let $i \in\{1, \ldots, n\}$ be the index with $w_{i}=b$. Note that, because $b$ only occurs once and is the only return symbol, only one state transition depends on the current top stack symbol. This state transition happens after reading $w_{i}$. Because $w$ is accepted by $\mathcal{A}$, we find a sequence of configurations:

$$
\left(q_{0}, w, \perp\right) \vdash \cdots \vdash\left(q_{i-1}, b w^{\prime}, g_{i-1} \ldots g_{0} \perp\right) \vdash \cdots \vdash\left(q_{n}, \epsilon, g_{n} \ldots g_{i} g_{i-2} \ldots \perp\right)
$$

with $q_{0} \in I$ and $q_{n} \in F$. By definition of $\delta^{\prime}, w \in L\left(\mathcal{A}^{\prime}\right)$ with:

$$
\left(q_{0}, \perp\right) \xrightarrow{w_{1}}\left(q_{1}, g_{1}\right) \ldots\left(q_{i}, g_{i}\right) \xrightarrow{w_{i}}\left(q_{i+1}, \perp\right) \ldots\left(q_{n}, g_{n}\right)
$$

Case 5: $a \in \Sigma_{\text {ret }}, b \in \Sigma_{\text {call }}$. In this case, the stack can only be written to once, because $b$ only occurs once. We will use a similar construction as in Case 4. We define $\mathcal{A}^{\prime}=\left((Q \times \Gamma), \Sigma, \delta^{\prime}, I \times\{\perp\}, F \times \Gamma\right)$ with $\delta^{\prime} \subseteq(Q \times \Gamma) \times \Sigma \times(Q \times \Gamma)$
and:

$$
\begin{aligned}
\delta^{\prime} & =\left\{((p, g), a,(q, \perp)) \mid(p, a, g, q) \in \delta_{\text {ret }}\right\} \\
& \cup\left\{\left((p, g), b,\left(q, g^{\prime}\right)\right) \mid\left(p, b, q, g^{\prime}\right) \in \delta_{\text {call }}\right\}
\end{aligned}
$$

Again we will show that $L\left(\mathcal{A}^{\prime}\right)=L(\mathcal{A})$
$\subseteq$ : This argument works analogous to the argument in Case 4. For every transition $(p, g) \xrightarrow{a}(q, \perp)$ in $\mathcal{A}^{\prime}$, there exists an equivalent transition in $\delta$ with $(p, a, g, q) \in \delta_{\text {ret }}$ which does not alter the stack of $\mathcal{A}$. For $(p, g) \xrightarrow{b}$ $\left(q, g^{\prime}\right)$ we use $\left(p, b, q, g^{\prime}\right) \in \delta_{\text {call }}$. Hence the sequence of configurations:

$$
\left(q_{0}, w_{1} \ldots w_{n}, \perp\right) \vdash\left(q_{1}, w_{2} \ldots w_{n}, g_{1} \perp\right) \vdash \cdots \vdash\left(q_{n}, \epsilon, g_{n} \gamma\right)
$$

is accepted in $\mathcal{A}$.
$\supseteq$ : Let $w \in \mathcal{A}$ with $|w|=n$. We know by definition that $w \in L\left(a^{*} b a^{*}\right)$. Let $i \in\{1, \ldots, n\}$ be the index with $w_{i}=b$. Again note that because $b$ occurs only once and is a call symbol this time, the stack will be empty all the time except from one possible $a$-transition after having read $w_{i}$. Because $w$ is accepted by $\mathcal{A}$ we find a sequence of configurations:

$$
\left(q_{0}, w, \perp\right) \vdash \cdots \vdash\left(q_{i-1}, b w^{\prime}, \perp\right) \vdash\left(q_{i}, w^{\prime}, g_{i}\right) \vdash \cdots \vdash\left(q_{n}, \epsilon, g_{n}\right)
$$

with $q_{0} \in I$ and $q_{n} \in F$. Note that $g_{n}=\perp$ if $w \neq b$. If $w=b$, then $g_{n}=g_{i}$. By definition of $\delta^{\prime}, w \in L\left(\mathcal{A}^{\prime}\right)$ with:

$$
\left(q_{0}, \perp\right) \xrightarrow{w_{1}}\left(q_{1}, \perp\right) \ldots\left(q_{i-1}, \perp\right) \xrightarrow{w_{i}}\left(q_{i}, g_{i}\right) \ldots\left(q_{n}, g_{n}\right)
$$

With the help of this result, we can now prove the inexpressibility of the mentioned property in PDL[VPL] by reducing the problem to the regular case.

Lemma 18. Let $P$ be the property $\left\langle a^{n} b a^{n}\right\rangle \mathbf{f f}$ for some $n \in \mathbb{N}$. There exists no formula $\varphi$ over $P D L[V P L]$, such that for all labelled transition systems $\mathcal{T}$ holds: $\mathcal{T} \models P \Leftrightarrow \mathcal{T} \models \varphi$

Proof. Assume there is a formula $\varphi \in \mathrm{PDL}[V P L]$ which satisfies the claim. Let $L_{1}, \ldots, L_{m}$ be the visibly pushdown languages used in the formula and $n=\operatorname{md}(\varphi)$ be the modal depth of $\varphi$. We will now show that $\varphi$ cannot distinguish the two LTS from Figure 4.1. Without loss of generality, we assume that all $L_{i}$ are either a subset from $L\left(a^{*} b a^{*}\right)$, or $L\left(b^{*}\right)$.

Notice that all used languages must be regular, because context-free languages over unary alphabets are regular and with Lemma 17, all languages which are subset from $L\left(a^{*} b a^{*}\right)$, too. Therefore, all languages which could be used in $\varphi$ are regular and with Lemma 9 follows that there cannot be such a formula $\varphi$.

Theorem 19. $P D L[V P L]$ is strictly less expressive than PDL[CFL]
Proof. The inclusion of PDL[VPL] in PDL[CFL] is trivial. This is, because visibly pushdown automata are a special form of general pushdown automata. Hence every formula over PDL[VPL] is also included in PDL[CFL]. The strict inclusions follows from Lemma 18 .

## Chapter 7

## Conclusion

An overview on the separation results between modal fixpoint and propositional dynamic logics can be seen in Figure 7.1. We see that FLC is strictly more expressive than all mentioned logics. vpFLC is strictly less expressive than FLC as proved in [1]. We showed the strict inclusion of PDL[VPL] in vpFLC in Theorem 15 and even that vpFLC and PDL[CFL] are incomparable in terms of expressibility. Furthermore, we showed in Theorem 12 that PDL[REG] is strictly included in PDL[VPL].

As stated in the introduction, we proved that propositional dynamic logic over context-free programs cannot express non-regular properties which are spread across multiple modal operators. Intuitively, there is no reason why propositional dynamic logic over context-sensitive languages PDL[CSL] should be able to express these properties. However, the techniques used in this thesis cannot be easily adapted to PDL[CSL]. This is, because we took advantage of the fact that unary languages over CFL are regular. This allowed us to construct transition systems which were long enough that we could use a pumping lemma like property of regular languages to "fool" PDL[CFL] formulas which try to express properties like $\langle a\rangle^{n}[b]^{n} \mathrm{ff}$. Over CSL, unary languages are not longer regular. For example $L=\left\{a^{2^{n}} \mid n \in \mathbb{N}\right\}$. Therefore, the mentioned arguments cannot be used anymore. But even though the argument with regularity over unary languages does not hold in CSL, there is no obvious reason why the additional expressiveness of context-sensitive languages should help in expressing such properties.


Figure 7.1: Expressiveness of logics mentioned in this thesis. Dashed lines are strict inclusions. Red lines are inclusions proved in this thesis.
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