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4 Summary and recommendations

1. Summary and recommendations

In the course of digitalisation, the democratic public sphere has already changed funda-
mentally. Alongside traditional media such as press and broadcast media, new digital 
forms of communication such as online media and social networks have emerged. With 
respect to their democratisation potential, these have given rise to great expectations, 
but they also facilitate critical developments. This change has enabled easier access to 
information for the general public as well as greater opportunities for political partic- 
ipation and to strengthen civil society. However, it has also resulted in an increase in 
misinformation, attempts to manipulate and hate speech. 
 
In order to properly understand the relationship between digitalisation and democratic 
public spheres, four aspects need to be considered: (a) the digitalisation of infrastruc-
tures of democratic public spheres, (b) changes in information and communication ef-
fectuated by digital media, (c) the increase in democratic participation due to new,  
digital formats and (d) the shift in political self-determination. 

Democratic public spheres rely on infrastructures that enable fair and open discourse 
and provide access to diversified and reliable information. In the past, press and 
broadcast media represented such infrastructures. However, digital infrastructures – 
in particular digital information and communication platforms (hereafter: platforms) 
– are playing an increasingly important role. Traditional mass media largely produce 
their own content which is curated, that is to say selected and prioritised by editorial 
departments, in accordance with professional criteria. Platforms, on the other hand, 
generally present the content of third parties – for example users, traditional mass 
media or advertisers. Algorithms are used to select this content for individual platform 
users (personalised curation) to increase the time that users remain on the platforms in 
order to generate income from advertisements (attention-based business model). For 
this purpose, the algorithms underlying the personalised curation use extensive obser-
vation and analysis data on user behaviour to try to attract the attention of platform 
users and influence their behaviour. 

The omnipresence of smartphones in everyday life and the importance of social media 
for both social and professional life enhance the importance of platforms still further. 
In addition, economic network effects result in a massive concentration of the platform 
market, which is characterised by a few major providers. These providers therefore 
have considerable power, which, in view of the key importance of platforms for the 
democratic public sphere, need urgent legal regulation. The existing approaches for re-
quiring platforms to delete illegal content and make their curating criteria transparent 
do not suffice. 

Information and communication of citizens are essential for democratic public 
spheres. Digitalisation is greatly broadening the sources of information and means 
of communication, as evidenced by the prominent online encyclopaedia Wikipedia, 
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new developments in sensor technology and data analysis that enable high-pre-
cision information to be provided in real time, and increasing global network- 
ing through new communication services. However, digitalisation also involves risks 
for information and communication. For example, the selection and reception of in-
formation present a significant challenge because the vast array of sources of infor-
mation overwhelms peoples’ cognitive capacities and platforms’ curating practices 
can result in an inadequate prioritisation of information. Furthermore, adequately 
assessing information is often nearly impossible, as it is extremely difficult to gauge 
the correctness of information and the reliability of the underlying sources as rele-
vant preconditions for normative statements. One reason for this, for example, is the 
rapid, far-reaching and mass dissemination of fake news in digital public spheres. 
In addition, the algorithmic curation practice and users’ selection behaviour present 
a risk to plurality and perceptions, that is to say the diversity of opinions and infor-
mation in democratic public spheres. For example, consumers with extreme political 
views in particular select mainly sources that support their own existing opinion. 
Moreover, social media groups in which the members reinforce each other in their 
homogeneous opinions increase in number. As a result, positions can become rad- 
icalised and the tone of political debate can become charged. Finally, the civility 
of political discourse is threatened by phenomena such as hate speech and online  
harassment. In many cases criminal offences are committed, which in view of the large 
number of these offences can only rarely be prosecuted. Such breaks in civility can 
make the moderate majority of a democratic public sphere shy away from political 
engagement, thus reinforcing political and social polarisation.

Digitalisation of the public sphere has also had a huge impact on democratic partic- 
ipation. For example, political participation through platform activity has increased 
significantly. Users can regularly communicate with journalists, activists can organise 
large online campaigns, people who previously did not have access to active public 
communication can comment publicly on platforms and influencers reach an audience 
that is often broader than audiences of traditional mass media. Such means of com-
munication enable a political discourse to take place across all social classes and envi-
ronments as well as beyond geographical boundaries. However, digitalisation-enabled 
participation is not restricted to the use of these new forms of participation, but rather 
also includes the participation of civil society in the creation of digital technologies and 
infrastructures. For example, the open data community champions free access for all 
users to data which, as in the case of numerous research projects, is generated with the 
help of public funds, and the open source movement develops freely available software. 
The civic technology movement then uses these data and tools for digital services to 
strengthen civil society and democracy. In addition, the pioneer journalism movement 
establishes new practices for journalistic production and the dissemination of infor-
mation with huge potential for democracy. A further new development in this regard is 
participation through the voluntary donation of data, which can be continuously collect- 
ed through the use of digital devices and in particular smartphones.

Ultimately, the digitalisation of democratic public spheres also affects an individual’s 
self-determination, that is, an individual’s ability to independently develop desires, 
expectations and goals and to make decisions freely. Digital public spheres support 
said self-determination because they offer people additional means to express their 
opinions and participate in public discourse. However, social pressure to adapt and 
breaks of civility can outweigh these opportunities altogether. A further risk for self-

Summary and recommendations
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determination is presented by microtargeting, a process in which digital services  
collect information about their users and analyse these data algorithmically in order to 
influence users individually. Microtargeting is a problem in particular in the political 
arena. While it remains unclear how successful such attempts to influence users really 
are, such an attempt alone can have a negative impact on users’ political engagement. 
In Germany and Europe, political microtargeting has played an insignificant role up 
until now. However, it is expected that the number and impact of data-based attempts 
to influence individual users will continue to increase as a result of technological ad-
vancements.

Against this background, the German National Academy of Sciences Leopoldina, the 
German National Academy of Science and Engineering acatech and the Union of the 
German Academies of Sciences and Humanities recommend the following measures:
 
Regulate the curating practices of digital information  
and communication platforms

(1) Platform operators should be required to involve an independent, pluralistic body 
with binding decision-making powers which is funded by them and made up of the 
representatives of governmental and civic bodies and users and which makes decisi-
ons on principles and procedures for content curation. Through its composition and 
actions, the body should contribute to the adequate representation on the platforms of 
the full range of topics and positions that are relevant to the public. 

(2) The platform operators should be required to publish information on the design of 
their platform and the principles of curation in order to create transparency and enable 
public discussion of this information. All parties involved should be granted the right to 
contact the independent body and suggest that the curating criteria be reviewed. 

(3) A mechanism should be established that enables users to have individual curation 
decisions (such as the deletion of or commenting on certain posts) placed under review.

Summary and recommendations
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Strengthen online content from public service broadcasters

(1) The telemedia mandate (Telemedienauftrag) of public service broadcasters in  
Germany should be extended. In particular the prohibition of press-like telemedia  
services should be lifted. The current three-stage test which decides on the admis- 
sibility of telemedia services from public service broadcasters protects commercial pro-
viders adequately against unfair competition.

(2) The broadcasters should publish programmes increasingly under public licences,  
in particular educational content such as documentaries, explanatory films and con-
temporary history programmes.

Facilitate research on platform databases

(1) Platform operators should be required to make their databases available for non-
commercial research projects that meet scientific standards, for example for the re-
search of the relationship between digitalisation and democracy. However, this should 
not violate the legitimate confidentiality interests of platform operators. 

(2) The platform operators should be required to provide scientists with information in 
general form on the data that is available and might be of use for research purposes and 
to provide more specific information upon request.

(3) In cases of very complex research projects, platform operators should be required to 
make their own processing resources (in terms of technology and personnel) available 
for scientific purposes for a reasonable fee.  

(4) In order to protect business secrets and personal data effectively, an independent 
body should be created that decides on requests for access. This body should be funded 
by the platform operators.

(5) The existing legal requirements for the further processing of collected research data 
should be reviewed, as copyright and data protection currently present large obstacles 
for the publication of research results and the transfer of data for validation purposes 
or for the undertaking of further research projects.

Ensure civility within the discourse

(1) Non-governmental organisations (NGOs) that work on behalf of the victims of  
digital violence and against the brutalisation of public discourse should have the right 
to take legal action so that they can prosecute legal violations that carry significance 
beyond an individual case. 

(2) The prosecution authorities should use personnel development, targeted training 
and appropriate technical support to ensure expertise and awareness of the problem 
as well as to make resources available for effectively punishing criminal acts of digital 
violence.

(3) Governmental and civic institutions should join together and cooperate in order 
to strengthen prevention, victim support and law enforcement.

Summary and recommendations
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Promote the democracy-friendly design of digital  
technologies and infrastructures

(1) Digital service user environments should promote transparency – for instance 
concerning the curation criteria used – and user autonomy. One important measure 
for the design of such usage environments would be the provision of additional infor- 
mation concerning the reliability and epistemic quality of sources.

(2) Research and development of platform-independent tools that can support users 
in the extraction and assessment of digital information and communication should be 
promoted, for instance by providing them with an understandable overview of relevant 
arguments and positions concerning a specific topic.  

(3) More research should be conducted on explainable and fair algorithms based on  
artificial intelligence (AI), and they should be implemented in practice. Being ex- 
plainable means that important decision-making criteria are understandable for hu-
man users. Fairness means that AI decisions are consistent with fundamental demo- 
cratic values and fundamental rights, in particular the principles of equal treatment 
and protection against discrimination.

Strengthen the development of digital and media skills

(1) Low-threshold measures should enable users to be architects of their own digital  
information environment. To this end, the usage environment must be designed accord- 
ingly, platform-independent tools must be made available and simple rules must be in 
place that can be learned and applied quickly.

(2) Digital skills should be developed in pre-school, school, university and beyond.  
Suitable concepts already exist in the area of school education that should be imple-
mented. In particular, measures should be in place to ensure that teachers are suitably 
qualified. 

(3) The handling of data should be an important part of school education as a topic that 
bridges many subjects, and a basic knowledge of statistics and probability theory as 
well as the skills for acquiring and interpreting relevant contextual knowledge should 
be taught. 

(4) At the university level, relevant expertise in the humanities and the social and behav- 
ioural sciences should be integrated into the curricula of STEM disciplines and basic 
technical mathematics and methodological skills should be promoted in all subjects. In 
addition, there should be compulsory courses in research and data ethics. 

(5) Media skills should be promoted as part of lifelong learning, namely in adult edu-
cation (for example, in adult education centres) and with a specific focus on senior 
citizens (for example, in welfare institutions and care centres).
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Promote data journalism 

(1) High-quality, data-based journalism should be promoted that, instead of focusing 
on individual anecdotes and narratives, analyses empirical data covering as wide an 
area as possible as well as long-term trends 

Increase digital participation

(1) A government-funded initiative for a term of at least six years that is dedicated to 
new forms of digital participation and journalism aimed at this should be established. 
The initiative should promote humanities and social sciences research as well as  
technical developments based on this. It should focus on alternative platforms as well 
as pioneer and non-profit journalism, with special attention paid to local and regional 
journalism, which has been put under massive pressure as a result of digitalisation. 
The initiative should also promote civic organisations dedicated to developing infra-
structures for new means of participation, for example in the area of data donation. In 
particular, those projects should be supported that involve young people from socio-
economically disadvantaged or politically disengaged backgrounds and focus on the 
integration of all, in particular previously excluded social groups.
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2. Introduction

Thirty years after the internet was introduced commercially, it is obvious that the dem- 
ocratic public sphere has been fundamentally changed by digitalisation. Alongside 
press and broadcasting, a communication infrastructure has emerged that is character- 
ised by a multitude of digital platforms, online media, social networks, messenger ser-
vices and search engines. The new conditions of public communication have challenged 
the institutions and processes of information acquisition as well as the way people form 
opinions and participate in representative democracy with regard to their forms and 
functions. On the one hand, this raises hope for further development of democracy in 
the sense of increased opportunities for participation in civil society and easier access 
to information. On the other hand, abundant cases of misinformation, manipulation 
and hate speech demonstrate that the variety of the information available in the age of 
Web 2.0 often results in political debates which are unfair, disrespectful and not based 
in fact. Hence, there is a growing fear in civil society and politics that digitalisation po-
ses a threat to democracy and, in particular, to the democratic public sphere. 

Functioning democracies depend on individuals’ ability to obtain a broad range of  
information and to exchange ideas with each another. As a result of digitalisation, 
the public sphere is characterised by an increase in modes of communication and a 
pluralisation of audible voices, but also by the lack of structure and coherence of vast 
amounts of information as well as shifts towards polarisation. Digital platforms are 
characterised by the logic of digital capitalism, technically determined information  
architectures and algorithmic curation, and they force traditional mass media, such as 
the press and broadcast media, to rethink their established business models and their 
journalistic functions. 

Digitalisation is changing the framework conditions of the democratic public sphere 
with respect to the opportunities members of a society have to participate and their 
informational self-determination. This situation requires an updated description and 
analysis of the state of affairs. This must be based in part on empirically proven know-
ledge about mechanisms of digital change, such as the nature and dynamics of political 
information flows. The focus should also be shared by the opportunities and the prob-
lems that determine the democratic discourse between individuals among themselves 
and with politics in the press and in broadcasting, as well as in digital public spheres.1 
This statement analyses the state of the scientific evidence of the interplay between 
digitalisation and democracy and, based on this, formulates recommendations for how 
politics and civil society can both contribute to actively shaping future developments.

1 Today, public spheres are increasingly spoken of in the plural in order to take account of the growing diversity of pub-
lic discussion spaces.

Introduction
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A central concept in the context of this statement is the public sphere, which is used in 
social science studies as a measure of democratic communication.2 In western democ- 
racies, the term public sphere also describes a communication and mediation system 
that organises the exchange of information among individuals as well as between entire 
populations and political institutions in a comprehensible way. This system should  
represent topics and opinions from all social groups and present their voices in a trans-
parent manner. It should also enable the discussion of the opinions expressed, promote 
critical self-reflection within a society and generate public opinions that provide poli-
tically effective guidance within a democracy.3 Thus, the public sphere is at the heart 
of democracy. It is a space for the formation of ideas, of political options for action and 
collective identities, but also for the legitimisation of political stakeholders between 
elections. 

The democratic value of public spheres can be determined by the extent to which they 
enable openness and transparency, balance, inclusion, civility and discursiveness.  
These norms already formed the basis for assessing the mass media public sphere in 
the 20th century. The effects of the internet on democracy were initially discussed  
almost exclusively with regard to the potential of network communication to promo-
te democracy. Meanwhile, in view of the economic and political structures of digital 
public spheres, it has become apparent that these reflect the “multiple logics of differ- 
entiation” (multiple Differenzierungslogiken)4 of modern societies. This means that 
not only diverse opinions, but sometimes conflicting interests, positions and values are 
visible in digital public spheres, without necessarily leading to a democratic resolution 
of the existing contradictions or a correspondingly regulated resolution of conflicts. In 
this situation, it would make sense to use the normative requirements for the demo-
cratic public sphere of the 20th century as a benchmark for the democratic quality of 
digital public spheres in the 21st century as well. 

In the course of digitalisation, the infrastructure for forming public opinion is shaped, 
among other things, by the technical architectures and features of the corresponding 
platforms, as well as their connections (e.g. hyperlinks, tweets, hashtags) and networks. 
This infrastructure comprises many different channels, forums and networks with their 
respective feedback systems, and it is highly dynamic and volatile due to continuous 
technical development through algorithms in general and self-learning systems in par-
ticular. These technical conditions influence both the subject matter in the public space 
and the quality of the available information as well as the tone of opinion formation. All 
of this also shapes the way in which users handle information, how they act toward one 
another and how they perceive their opportunities to participate in democratic society. 

This statement discusses the shift in democracy in the course of digitalisation with a 
view to four critical aspects of democratic public spheres: (a) the digitalisation of the 
infrastructure of public spheres; (b) the change in information and communication 
through digital media; (c) the expansion of democratic participation through new digi-
tal formats; (d) the shift in political self-determination. The focus lies on the following 
questions. 

2 Peters 1994.
3 Neidhardt 1994.
4 Weßler 2002.
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• What does the rise of digital information and communication platforms mean for the 
democratic public sphere, to what extent are these platforms accountable to users, 
and how can their power as intermediaries – that is, brokers of content – be regu- 
lated by civil society and legislation? 

• What are the key characteristics of information flows and communication dynamics 
in digital public spheres and how can both the truthfulness and quality of informa- 
tion as well as the civility of communication be guaranteed?

• How have participation opportunities and processes changed in response to new  
digital formats and how can these opportunities and processes be productively en-
hanced for democratic self-determination?

• How are the opportunities offered by democratic self-determination changing 
through digital attempts to influence users, and what dangers or opportunities does 
digitalisation present for self-determined development? 

This statement addresses the questions formulated here on the basis of the current 
state of research. In the corresponding sections of the analysis, we summarise the need 
for action, from which the concrete recommendations for action for politics are then 
derived. These are aimed at politics, civil society and science and relate to regulatory 
measures, the improvement of skills, technology development and research activities, 
and are targeted in particular at decision-makers at the national and European levels. 
Since effective control of digitalisation developments can only succeed at the interna-
tional and global levels, the academies see the need to work towards an international 
or even global process similar to that established by the case of the European General 
Data Protection Regulation (GDPR) with the help of initial regional initiatives. 

Due to the nature of analysing public spheres, the interplay between digitalisation and 
democracy can hardly be described in terms of causalities. At best, research data can 
illustrate the changes in public communication that have occurred so far, as well as 
their preconditions and consequences. It must be taken into account that interactions 
between digital communication infrastructures and democratic processes are in turn 
superimposed and permeated by general processes of social change, individualisation 
and the weakening of political and social ties.5 These processes are related to a legally 
spelled-out system of mass media that has evolved over time and has been shaped by 
cultural practices, as well as to a political order that ties demo-cratic representation to 
the party principle. It must therefore be borne in mind that many cur-rent problems of 
democratic politics (e.g. the loss of trust in political institutions) cannot be attributed 
to digitalisation alone. 

The specific political, social and cultural contexts of communication and opinion for-
mation in Germany ensure that changes in the democratic public sphere are often not 
observed in the same form or to the same extent as they are described in academic 
literature for the USA, for example. Nevertheless, the digital public spheres discussed 
in this statement are for the most part technically made available and designed by  
globally operating companies, which can also result in parallels in the development 
of different societies. However, comparative research is still in its infancy. Analysis of 

5 Hofmann 2019.

Introduction
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digitalisation-related opportunities and challenges for democracy is also subject to the 
proviso that the contexts that can be observed have been extremely dynamic over time. 
For example, during the period that the working group was active (2019–2021), the 
role of messenger services in the spread of misinformation – e.g. in the context of the 
COVID-19 pandemic – has only gradually come into the focus of public debate and 
research.

In preparing this statement, it became clear that there is no simple answer to the  
question regarding the connection between democracy and digitalisation. Systematic 
research on the topic has only been conducted for a few years, and the state of knowledge 
continues to develop month by month. The breakdown of complex interdependencies 
requires new, sophisticated research designs and methods as well as comprehensive 
data. However, the latter are not readily accessible because commercial information 
and communication platforms have not yet allowed this to the required extent. None- 
theless, numerous meaningful studies on the political consequences of digitalisation 
have been published which, based on various empirical and theoretical approaches,6 
have revealed far-reaching changes in the democratic public sphere.7 Many of these 
studies originate from the USA, which makes it difficult to transfer their results to the 
German or European situation in view of the cultural differences.8 The working group 
is aware of this problem and has taken it into account in formulating this statement and 
its recommendations.

In the area of conflict between digitalisation and democracy, this statement focuses 
on the central area of political public spheres. However, the authors are aware that 
digitalisation is initiating a comprehensive shift in society and fundamentally altering 
other areas relevant to democracy, for example within the entertainment and education 
sectors or the working world. For instance, this begs the question of how to deal with 
data-based technologies for decision-making support, which are already finding their 
way into many different areas. These can, for example, exacerbate inequalities (e.g. in 
the labour market), but also help to dismantle them (e.g. by exposing discrimination). 
Another problem in this respect is the reliance on a few global companies with head-
quarters outside of the European Union, which provide the infrastructure for digital 
technologies and in many cases also store the data of their users. This reliance on glob- 
ally operating companies results in challenges for sovereign state action. And finally, 
our democracy is confronted with undemocratic systems like that of China, which are 
very successful, particularly with regard to the development and use of digital technol- 
ogies. These and other issues will also require careful, science-based study and appro-
priate recommendations for action in the future. 

6 These include (field) experiments, theoretical models and conceptual arguments.
7 For example, the detailed report by Lewandowsky, S. et al. 2020.
8 One example is the much greater reach and importance of public service television and radio in Germany.

Introduction
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3. Analysis

3.1. Platforms as infrastructures

For individuals in a democracy to form and express political opinions and decide their 
political preferences in order to elect representatives to parliament, they need lively 
democratic public spheres. These provide the opportunity for fair, open and plural- 
istic debate and access to diverse, extensive and reliable information; without them,  
political debates and decision-making processes would be almost impossible to com-
prehend. Such pluralistic public spheres are therefore essential for democracy.

Democratic public spheres are based on media infrastructures that enable a wide dis-
semination of information and understanding across great geographical distances.9 
Although the traditional mass media of press and broadcasters remain the most impor-
tant infrastructure for democratic public spheres, new infrastructures are playing an 
increasingly important role. First and fore-most among these are digital information 
and communication platforms10, such as the US social networks Facebook, Twitter and 
Instagram, but also video portals such as YouTube and the Chinese TikTok. Messenger 
services such as WhatsApp and Telegram, websites of traditional mass media, govern-
ment and private institutions, blogs and above all search engines such as Google are 
also helping to create and shape digital democratic public spheres.11

In view of the huge increase in importance of these digital platforms, portals, services 
and offerings, there is an urgent need for their reappraisal in the context of democrat- 
ic public spheres. The focus of this statement is on platforms, as platform operators 
possess considerable power to shape democratic public spheres through their curation 
activities (selection and prioritisation of content – see the infobox “Platforms and the 
curation of content”). This leads us to the question whether, how and to what degree 
such activities themselves can be tied to democrat-ic processes and controls.12

3.1.1. The increase in infrastructures in democratic public spheres

Press and broadcast media are intrinsically heterogeneous: public service and com-
mercial broadcasters, as well as the quality and tabloid press differ in parts greatly in 
terms of the way they operate, their objectives and financing. The respective business 
models and ensuing dependencies range from licence fee funding in the public service 
media sector to the mixed concepts of commercial media, which are financed by sales 
revenue, user fees and advertising income, to donation-based solutions. However, what 
the press and broadcast media have in common is that they mainly produce their own 

9 Hofmann 2019.
10 In the following these are referred to as “platforms” for short.
11 Plantin et al. 2018.
12 Jørgensen 2019.
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content and make it available to the public. This content is curated by professional edi-
torial teams, known as “gatekeepers”, who produce, sort, prioritise and select news and 
information based on professional, standard criteria such as the currentness, political 
relevance or geographical proximity of a certain event, but also taking into account the 
interests of potential readers and listeners or advertising customers. 

Platforms and the curation of content

Digital information and communication platforms such as Facebook, Twitter, YouTube and Instagram play 

an important role in the structure of democratic public spheres. They present both content produced 

by their users and content produced by third parties, for example by mass media. Users can react to 

this content, for example by clicking on it, liking, commenting or sharing. Compared to traditional mass  

media, these platforms provide greater opportunities for the individual selection of content. The users 

can choose the online activities of other individuals, groups or institutions they would like to follow and 

what of their own content they might like to share. Many platforms decide, however, with what priority 

such content of other users is presented and what additional offerings and recommendations are shown. 

This procedure is known as “curation” or “content management”. For their curation, these platforms 

that are by and large commercial platforms generally use algorithms that analyse the behaviour of users 

primarily with the goal of keeping their attention for as long as possible with the help of personalised in-

formation and of steering it towards targeted advertising content. This is how the platforms generate ad-

vertising income. People only intervene in the curation process in exceptional cases, for example when a 

breach of the terms of use is reported or when assessing algorithmically filtered content. Although users 

have an indirect influence on the curation through their production of content and their selection behav- 

iour, the exact criteria and mechanisms are usually not transparent and therefore evade public debate. 

By contrast, platforms do not produce news and information themselves. Instead they 
present content produced by third parties such as users, traditional mass media and ad-
vertisers. On the face of it, this makes them appear to be neutral infrastructures. Yet 
many platforms actually select content individually for their users with the help of com-
plex algorithms. Unlike mass media, they therefore curate the content of third parties on 
a personalised basis. This curation performed by the platforms is mainly based on the 
expected popularity of content. It aims to maximise both the interaction time of users 
and the probability of them reacting to customised advertising.13 For this purpose, the 
platform operators leverage a range of psychological mechanisms. That said, it remains 
unclear just how effective and productive personalised advertising actually is – including 
compared to traditional, non-personalised advertising.14

Personalised curation is made possible because users, by individually selecting content, 
leave behind a user-specific data trail and because platforms collate and analyse such 
data profiles in detail – for example content preferences, communication content and 
contact management. As a result, content can be presented on a customised basis. This 
analysis is largely hidden from users. With the help of usage data, the platforms can 
continually improve their digital architecture15 and influence or even steer16 the interest, 

13 Zuboff 2018.
14 Karpf 2019.
15 Kaufman, Pitchforth, and Vermeer 2017.
16 Lamla 2019.
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attention and to some degree the behaviour of users through for example targeted but 
hardly noticeable nudging, gamification etc.17 The business models of numerous plat-
forms are based on such methods of data-based steering of attention and prediction 
and influencing of behaviour.18 However, data-based business models in democratic 
public spheres are not limited to just platforms. Search engines also present and curate 
the content of third parties and in doing so follow the principle of algorithmic optimisa-
tion.

Messenger services, on the other hand, do not curate information flows. While they also 
provide infrastructures for political debate, these are generally used by specific segments 
of the public, i.e. public sub-spheres, and are access-restricted. Their political influence is 
a new phenomenon that has not yet been sufficiently researched.19

Messenger services

Messenger services such as WhatsApp, Signal and Telegram represent an innovation in communica-

tion. They enable direct, encrypted communication between two persons or in groups, with group size  

varying greatly between a few and many thousands of members. For this reason, messenger services 

also perform functions that enable self-organised public spheres, without the content being curated as 

in the case of platforms. 

In some countries, including Brazil, messenger services have already played an important role in political 

mobilisation and election campaigning.20 Such services are also politically important because in some 

cases they are used to bypass the regulation of content by platforms. This appears to be the case in 

particular with extreme right-wing groups, which can expect their content to be blocked on platforms.21 

There is therefore a growing fear that messenger service groups could become a rallying point for anti-

democratic forces and another source of disinformation that is difficult to monitor. At the same time it 

should be stressed that specifically protected communication in closed groups is a basic requirement for 

a functioning democracy and liberal society.22

The handling of data and data analysis have now also become a highly lucrative source 
of added value beyond platforms and messenger services. The exploitation of data has 
resulted in a new type of economic relationship that is serving as a model for more 
and more industries.23 The characteristic feature of this so-called digital capitalism is a 
major concentration of economic power as a result of the monopolisation of data and 
privatisation of markets: the big digital companies are in a sense becoming markets 
themselves and setting their own rules.24

17 Andrejevic 2011.
18 Zuboff 2018.
19 Treré 2020.
20 Bursztyn and Birnbaum 2019; Evangelista and Bruno 2019; Moura and Michelson 2017.
21 Amadeu Antonio Stiftung 2020.
22 Seubert and Helm 2017.
23 Dolata 2015.
24 Staab 2019.
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3.1.2. Coexistence of press, broadcast media and platforms

Despite these findings, it is in no way the case that democratic public spheres today are 
completely controlled by platforms. The press and broadcast media continue to play an 
important role,25 and these media also have a selective curation effect, albeit different 
to that of digital platforms. With media libraries, websites and apps, they create their 
own digital offerings and coexist in this respect with platforms; the coexistence is cha-
racterised, however, by competing business models, different professional standards 
and considerable differences in the generation of profits.26 As platforms are able to 
register huge increases in use and a high share of advertising income, they currently de-
cide the conditions for cooperation with the press and broadcast media – for example 
for the inclusion of editorial content in the offerings of the platforms. These large num-
bers of platform users prompt the press and broadcast media to publish on platforms, 
even under unfavourable conditions that are damaging to their own business model, 
in order to reach their younger audience.27 In turn, the platforms provide them with 
the opportunity to monitor the popularity of posts based on current access figures and 
to add links to further content. The personalised analysis of for instance reading time 
and forwarding paths ultimately makes it possible to tailor content to a mass audience 
and allocate it to individual users. In this case an individualised analysis helps to better 
define what is suitable for a mass audience and adapt the media offering accordingly in 
a targeted manner. In addition, access to certain content can be adjusted on a case-by-
case basis, for example by restricting the access to specific content with a paywall as its 
popularity increases. This shows that these new business models go beyond platforms 
and are having a big impact on press and broadcast media as well. 

Although research on media use confirms that traditional mass media remain relevant 
for broad sections of the population,28 platforms are becoming increasingly important 
for the young generation in particular. Consequently, there is a gradual shift towards 
the platforms when it comes to channels for receiving mass media content. As a result, 
policymakers and parts of society fear a growing fragmentation of the public sphere,29  
the loss of reference points in public debate because there is no common basis of infor-
mation that can be referred to,30 and the manipulation of users.31 The digital transfor-
mation in the public sphere is also held responsible for the rising populism and political 
swing to the right in some democracies.32 At the same time, a degree of glorification 
of the pre-digital media era can be observed.33 The scientific findings behind these as-
sumptions and fears will be discussed in the following chapters of this statement.

25 Die Medienanstalten 2019.
26 Nielsen and Ganter 2018; Rashidian et al. 2019.
27 Nielsen and Ganter 2018.
28 Die Medienanstalten 2019.
29 Rau and Stier 2019.
30 Ingold 2017.
31 Susser, Roessler, and Nissenbaum 2019.
32 Rauchfleisch and Kaiser 2020.
33 Hamilton und Tworek 2017.
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3.1.3. The power of platforms 

We have seen that platforms are becoming increasingly important as infrastructures 
for public debate. Their decisions and the way in which they operate have a significant 
impact on how public communication processes function in a democracy. It follows 
that they are in no way neutral intermediaries, but powerful players who have an ac- 
tive role in the shaping of democratic public spheres. What’s more, digital communica-
tion now also plays a key role for most people in everyday life, due in particular to the 
omnipresence of smartphones. With social and professional life now being organised 
to a large degree through social media, there is considerable pressure to use digital 
platforms and services, in particular for the younger generation. This pressure often 
prevents individuals from choosing for themselves what digital services on the internet 
they use, also including not using specific platforms. Thus, the infrastructural power 
of platforms is based on the growing dependency of users and traditional mass media 
on the intermediation services of platforms, which means that the rules for using the 
platforms are increasingly influencing the public sphere.

The growing power of platforms is characterised by so-called economic network ef-
fects which result in an oligopoly of supply, that is to say a market dominated by a few 
providers. Network effects are expressed in self-reinforcing concentration dynamics. 
These are based on the value of a platform for potential users rising in proportion to its 
market share. This makes specifically those platforms that are already used by many of 
their contacts of interest to users. However, network effects not only make it difficult 
for new providers to enter the market, they also result in a high concentration of user 
data among a small number of platforms. The resulting oligopoly of providers restricts 
the choices of users and creates dependencies, so-called lock-in effects, which make a 
change even more difficult: if platforms are also used by persons who act as important 
points of reference, a history of shared content is created, for example the “time-line” 
on Facebook. Due to a lack of interoperability between platforms users are then unable 
to transfer this history to other platforms. As a result, the ability to react to adverse 
changes in functionality or terms of use by switching to a different provider is very li-
mited. Nevertheless, new platforms keep emerging which are recording strong growth 
in the younger age groups, though it is not yet understood sufficiently when and why 
these manage to establish themselves.34 In the past, established platforms have often 
responded to potential competitors by buying them up (for example the takeovers of 
WhatsApp and Instagram by Facebook). 

Their relevance to everyday life, the concentration dynamics and dependencies there-
fore give successful platforms a position of considerable power, which is reinforced by 
the non-transparent design of the platform services. For example, the curation criteria 
are only known and accessible to the platform operators, and even they do not always 
understand the results of the curating.35 The problem is exacerbated by the incalculable 
number of algorithmic curation decisions made daily for users. This lack of transpar- 
ency makes it difficult for third parties to credibly criticise or influence curation deci-
sions.36 Facebook has meanwhile reacted to this fundamental criticism and set up an 
Oversight Board whose task is to review selected contro-versial curation decisions and 

34 Genuinely new formats of use and communication might also have played a role. This was for example the case with 
SnapChat, which introduced the deletion of messages after a specific period of time, or with TikTok, a service in which 
short videos can be used to communicate in a new way.

35 Pasquale 2015.
36 Dolata 2019.
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rule on these with binding effect for Facebook.37 The fact remains though that much 
greater transparency and traceability are essential for the researching of the actual in-
fluence of digital infrastructures on democratic public spheres and the development 
and assessment of regulatory proposals.38

3.1.4. Current state of platform regulation

In liberal democracies, any form of exercising power has to be rooted in the principles 
of the rule of law. Sovereign power is thus controlled and regulated by numerous prin-
ciples such as separation of powers and the greatest possible transparency for sover- 
eign acts. If key infrastructures relevant for the democratic system are in the hands 
of privately-owned organisations such as companies, the state and development of 
these infrastructures have to at least be monitored continuously. Should serious faults  
emerge which might impair the democratic function of these infrastructures, then 
the state has to respond to these with an appropriate legal framework. It follows that  
societal and technological developments need to at a minimum be accompanied by 
legislative measures. Should such developments pose a risk to legally-protected inter- 
ests or even have a negative effect on the pillars of the democratic order of society, they 
also need to be guided by a regulatory framework. Current legislation regulates plat-
forms with different goals and instruments. A few regulatory approaches particularly 
relevant for the theory of democracy are presented below.

Problems in law enforcement and solution strategies

The transnational communication infrastructure of the internet is dominated by plat-
form providers whose head offices are not in Europe. Many platforms grant their users 
(at least seemingly) pseudonymous or anonymous communication. This poses chal-
lenges for the enforcement of national and European legal standards when it comes to 
the operation of platforms (for example regulations concerning the handling of user 
data) and the content published on platforms (for example regulations limiting free-
dom of expression).

In order to overcome these challenges, a number of regulatory counter-strategies have 
been developed. Gaps in law enforcement have been bridged at least in part with the 
help of a legal territorialisation39 of network communication. This legal territorialisa- 
tion takes several forms:

In order to bind platform operators and in some cases also platform users outside 
of Europe to the legal requirements that are applicable here, the territorial scope of 
important regulations has been extended significantly. An example of such a regu- 
latory strategy is European data protection law. While its territorial scope was already 
far-reaching under the previous legal framework,40 the General Data Protection Reg- 
ulation (GDPR) that came into effect in 2018 has extended it still further with its so-
called marketplace rule. According to this, players outside of Europe are still bound 
by European data protection law if they focus their activity on the European market 

37 Klonick 2019.
38 Rieder and Hofmann 2020; Ananny and Crawford 2018.
39 Cornils 2017.
40 ECJ 2014.
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or monitor the behaviour of persons in the Union.41 What’s more: if players who are 
directly responsible for the breach of a law cannot be prosecuted for legal or factual 
reasons, others who have contributed to or who could stop the breach of law can face 
significant claims. For example, users of platforms will be legally responsible for certain 
breaches of law committed by platform operators, in particular in the case of data pri-
vacy breaches in the processing of user data, for which the commercial platform users 
can be jointly responsible under data protection law.42 Individual persons or super-
visory authorities can make claims for such breaches against companies who present 
themselves on a platform. As a result of this, pressure is placed indirectly on platform 
operators to change the way in which they handle user data. 

On the other hand, platform operators have extensive obligations to check and delete 
illegal content disseminated by users. They can be required to delete content – due 
to their liability as a co-liable party (Störerhaftung)43 – on the basis of civil, data pro-
tection and youth protection laws. Content that is illegal under youth protection law 
includes for example insults, defamations, incitement of masses, public incitement to 
commit offences and the use of symbols of unconstitutional organisations or the dis-
semination of propaganda material of unconstitutional organisations. In addition, the 
Network Enforcement Act (Netzwerkdurchsetzungsgesetz) requires the operators of 
social networks to set up a reporting procedure where users can report certain criminal 
content so that it can be reviewed. At the same time, operators have to ensure that such 
content is deleted or blocked within a defined timeframe. However, there is criticism 
that the reporting procedure is too time-consuming for the data subject. A further crit- 
icism is that the wording of the law leads to operators deleting legal content by way of 
precaution, and that users do not have a sufficiently effective right to complain against 
unjustified deletions.44 A law recently passed by the German parliament will therefore 
create a so-called reconsideration procedure for those users who consider the deletion 
of their content to be unjustified.45 In addition, platform operators will be required 
from February 2022 to report certain illegal content to the Federal Criminal Police 
Office (BKA).46

At European level, a draft Digital Services Act was presented at the end of 2020.47 
This is intended, like the German Network Enforcement Act, to establish a procedure 
through which illegal content can be reported to the responsible platform operators. 
The platform operators would also have to set up a complaints management system 
which users can use to complain against unjustified deletions or blocking. In addition, 
they could also turn to an out-of-court dispute-resolution board, which could make a 
decision that is binding for the platform operators. And finally, according to the legis-
lative proposal, there will be an obligation for platform operators to report criminal 
content to prosecution authorities, although this will be limited to serious criminal 
offences and therefore does not go as far as the reporting obligation that will be appli-
cable in Germany from 2022. 

41 Uecker 2019.
42 ECJ 2018.
43 Wagner 2020.
44 Ladeur and Gostomzyk 2017.
45 Deutscher Bundestag 2020a; 2020b.
46 Bundesgesetzblatt 2021.
47 EC 2020.
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Initial guidelines for the curation of public communication

Much less clearly outlined and wide-ranging guidelines currently exist for the curation 
of public communication posts by the platform operators. Such guidelines could be 
based, however, for one on the principles of civil law, as many platform operators es-
tablish their own communica-tion rules (so-called community standards) and get their 
users to grant them the contractual right to delete or block illegal content. The ques- 
tion is whether this procedure might be inadmissible under contract law because it 
excessively curtails users’ freedom of expression. What limits, if any, result from such 
considerations for community standards is the subject of contentious debate and has 
yet to be resolved in practice.48

In addition, at least some curating decisions are now subject to regulation under media 
law.49 The State Media Treaty (Medienstaatsvertrag, MedStV) that entered into force 
in November 2020 contains special regulations for so-called media intermediaries 
with more than one mil-lion users per month in Germany. This term covers electronic 
communication services (so-called telemedia) which also bring together, select and 
present journalistic and editorial content of third parties in a manner that is generally 
accessible without turning it into one combined offering. Among other things, there 
is a transparency obligation that applies to these services concerning the criteria for 
the presentation of such content and concerning the workings of the underlying algo-
rithms. Moreover, in the absence of objective reasons, the journalistic and editorial 
content of third parties is not allowed to be discriminated against as part of the cu-
ration process. In the case of political, ideological or religious advertising, the role of 
the advertising person or institution has to be clearly indicated. Furthermore, content 
placed by so-called social bots, that is to say automated programmes that write texts, 
has to be identified as such if it might give the impression that it had been written by 
a natural person. 

However, current law does not contain any standards for the curation of content pro-
duced by the platform users themselves. Nor are there any guidelines for the participa-
tion of civil society in the formulation of controls and curation criteria. There are also 
currently no plans for such guidelines. However, under the planned European Digital 
Services Act, platform operators will have to publish information on the guidelines, 
procedures, measures and tools used for the moderation of content. In addition, the 
operators should be required when restricting content to give full consideration to the 
rights of all parties involved, including the fundamental rights of their users.

3.1.5. Challenges

The realisation that commercial platforms provide the democratic public sphere with 
infrastructures suggests that the existing regulatory framework needs to be updated. 
The considerable power of these platforms raises the question of how they can be made 
to be more committed to democratic and rule of law objectives than previously. In the 
opinion of the working group, this power cannot be curtailed sufficiently by the prin-
ciples of economic competition. In particular, there are significant differences between 
platforms and the press, for which it is assumed that there is a functioning, journalis-

48 Raue 2018.
49 Paal and Heidtke 2020.
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tic competition between different offerings, thus creating a diverse media landscape. 
Competition between competing platform operators, however, is restricted signifi-
cantly by network and lock-in effects. In the opinion of the working group, neither 
competition law controls nor instruments of data or consumer protection laws, such 
as the right to transfer a user profile from one provider to another, can lessen these ef-
fects sufficiently. In addition, platform operators display user-generated content with- 
out selecting it on the basis of journalistic criteria and editing it. The service offered 
by platforms of disseminating virtually any content with a low threshold and therefore 
the potential to reach a large number of people provides considerable communication 
opportunities, for example for members of marginalised population groups; these op-
portunities can be negated, though, by economically rational curation decisions by the 
platform operators.

The notion of a democracy-promoting regulation of platform activities and their pro-
viders envisages the targeted and reliable limiting of power by way of procedural, 
content-related and organisational obligations which controls the entrepreneurial 
freedom of platform operators in a democratic sense (primacy of politics). However, 
the platform operators are not state, but private institutions, and companies are not 
under direct pressure to justify themselves like the state and its institutions. Unlike 
public authorities, which have to perform certain tasks in clearly defined procedures 
and ways and are bound by fundamental rights, companies operate within a frame-
work that is not bound by fundamental rights. However, the scope of entrepreneurial 
freedom can only be determined when opposing interests are also taken into consider- 
ation. In this connection, especially fundamental obligations to protect and the consti-
tutional principles of democracy and the rule of law need to be mentioned.

Despite their infrastructural relevance for the democratic public sphere, the activities 
of commercial platform operators are not geared, as stated above, to the objective of 
constructive democratic debate. The challenge therefore lies in controlling and regu-
lating the power of plat-forms on the basis of rule of law principles in such a way that 
the democratic public sphere is strengthened. Even so, this has to happen in such a 
way that the fundamental freedoms of the platform operators as private companies 
remain intact. One way of achieving this that is both capable of and in need of im-
provement is the State Media Treaty, which through the term media intermediaries 
extends the scope of media legislation explicitly to digital platforms. The provisions 
of the planned European Digital Services Act are also a step in the direction recom-
mended by the working group.

For public service broadcasting, which also holds a position of considerable power in 
the democratic public sphere, there is a complex body of rules for external and inter-
nal control, including with the involvement of civil society. This body of rules should 
ensure that the broadcasters, in their combined offering, enable a public debate that is 
fact-based, accompanied by scientific and other views, but that also enables diversity 
of opinion and allows a critical analysis. In principle, such a body of rules must also be 
developed for private digital platforms, so that these can fulfil their role as infrastruc-
tures of democracy. Here it is not about the simplistic assignment of conventional 
media standards because these standards are tailored to journalistic professionals, 
and not to the curation of user-generated content based on non-journalistic criteria. 
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Instead, the objective is a network-adequate regulation.50 In particular governance 
structures can contribute to this – which, based for example on the model of the pro-
gramme advisory boards of commercial broadcasters that is to be suitably modified, 
enable the participation of different social groups in the shaping of the platforms and 
their curation practices.

It cannot be ruled out that tighter regulation of the major platforms will prompt ex-
tremist groups to migrate to platforms that are less regulated, or not regulated at 
all, or to messenger services, as happened in the US election campaign in 2020. It 
should be borne in mind, though, that such a bypassing of regulatory measures usu-
ally results in a reduced communication reach. In order to determine the effect of the 
curation activities of platforms more precisely and to better assess suitable regulatory 
proposals, research needs access to the corresponding data of the platforms. It should 
be noted that the commercial interests of the companies must not be unduly affected 
by such access. 

Finally it needs to be considered whether, in addition to the regulation of commer-
cial platforms, democracy-promoting counter-offerings could be supported. On the 
one hand, democratic public spheres would be strengthened by state support for non-
commercial platforms which focus their activities and curation criteria on democratic 
debate. This would be facilitated by greater interoperability between digital platforms, 
as the hurdles for new providers might be lowered as a result. On the other hand, public 
service broadcasters, which have always focused on ensuring journalistic diversity and 
have a democratic mission to inform, also need to be mentioned in this regard. Broad-
casters have until now been allowed to extend their offerings to web-based formats 
(so-called telemedia mandate) but they are subject to a number of restrictions here. 
These include an obligatory examination of the necessity and economic viability of all 
online offerings of public service broadcasters (so-called three-stage test, section 32 
(4) MedStV) and the prohibition of press-like online offerings (section 30 (7) MedStV). 
It appears to the academies that it needs to be reviewed whether these restrictions are 
still entirely appropriate for the fundamental mission of public service broadcasting of 
ensuring a democratic public sphere or whether they need to be relaxed in view of the 
increasing shift of the democratic public sphere to commercial platforms.
 

3.2. Information and communication

Digitalisation is not only changing the infrastructure of democratic public spheres  
significantly, but also the inner dynamics of these public spheres. Information and 
communication are changing under the conditions of digitalisation and they are essen-
tial for democratic public spheres. All parties have to have access to sufficient informa-
tion that provides them with a diverse range of opinions and be able to select, assess 
and place it in its proper perspective. In addition, they need to be able to have a free 
and fair discussion with other parties. Without this, democratic opinion formation 
and decision-making will not be possible. 

50 Vesting 2020.
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As outlined under 3.1, today’s information and communication infrastructure is hybrid: 
press, broadcast media and digital services coexist, whereby the latter are increasingly 
dominant51. Digitalisation is resulting in far greater complexity: countless producers 
and sources are providing huge amounts of information that can be disseminated 
quickly, with a great reach and at low cost,52 for example via platforms or search engines. 
This growing complexity is also reflected in the dynamics of public debate, which is 
characterised by topics emerging and disappearing again very quickly53 – and in this 
way public spheres also change and evolve without delay, virtually in real-time. At the 
same time, though, the tone is becoming ever more dissonant and discordant. Not only 
the information culture and the dynamics of debate have become more complex, the 
means of communication have also multiplied. Nowadays, communication can seam-
lessly take place across borders and quickly take on a global dimension given the reach 
of platforms and messenger services.

This chapter focuses on the question of how digitalisation has affected the quality of 
information and communication in democratic public spheres.54 In the course of digi-
talisation, the scope and accessibility of information and communication are growing, 
which is in itself desirable from a democracy point of view. At the same time, digitali-
sation entails significant risks. The following questions are being asked increasingly: 
Can players, for example individuals, groups or parties, filter out, assess and place in 
its proper perspective the information that is relevant to them adequately from the 
vast, complex offering? Or will such democratically essential activities be hampered, 
for example by the dependence on a few platforms and their attention-based curation 
practices (see 3.1)? Do the wide-reaching digital communication services enable dia-
logue between different political groups and factions or do they contribute instead to 
a fragmentation and polarisation of the political landscape? And do phenomena such 
as hate speech and online harassment render civilised digital communication, which is 
essential for functioning democratic public spheres, increasingly more difficult?55

3.2.1. Opportunities for the democratic public sphere

The sources of information that have increased hugely in the course of digitalisation 
are of extreme importance for democratic opinion formation and decision-making. 
This is illustrated by a few examples: With Wikipedia, a hugely effective online ency-
clopaedia of on the whole high quality and currentness that is freely available world-
wide56 has emerged within 20 years. In addition, progress in sensor technology and 
data analysis allow detailed information on politically-relevant topics to be provided 
in real-time, for example information on the development of the COVID-19 pandemic. 
Using their smartphones, all players in a democratic public sphere can document  
politically-relevant events in videos and publish these immediately, as in the case of 
the violent arrest of George Floyd and his death in Minneapolis in May 2020. As shown 

51 Surveys indicate that a significant portion of Germans use for example social media as a source of news (Hölig,  
Hasebrink, and Behre 2020), a trend that is even more marked at international level (Shearer and Mitchell 2021).

52 Hilbert and Lopez 2011.
53 Lorenz-Spreen et al. 2019.
54 The authors are aware that digitalisation and democratic public spheres influence each other but this statement 
 concentrates on the effects of digitalisation.
55 Christoph Neuberger has suggested nine values for measuring the quality of democratic public spheres. For the issue 

addressed in this section, in particular the values of information quality, debate quality, freedom, diversity and 
 integration are relevant. See Neuberger 2020.
56 In authoritarian political systems such as China’s, however, access to Wikipedia is blocked.
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by a recent study, increasing mobile access to news also correlates positively with a 
diverse consumption of news sources.57 In addition, special-interest internet groups 
are also allowing expert knowledge to be acquired outside of traditional information 
channels.58 

Yet not only the provision and availability of information have changed, the condi-
tions of communication have also shifted. The many digital communication services 
today offer considerable opportunities for the democratic public sphere because they 
facilitate global networking and far-reaching interaction. For example, in 2015 over 
400 journalists from 24 countries joined forces to analyse the so-called Panama Papers 
(data volume: 2.6 terabytes) and were able to uncover tax evasion, money laundering 
and other criminal offences in their respective countries on a large scale.59 And political 
groups can build new international audiences relatively easily and quickly, as highlight- 
ed for example by Fridays for Future or Black Lives Matter. As will be shown under 3.3, 
digitalisation also offers great opportunities for political participation.

3.2.2. Selection of information

The huge offering of information that goes hand in hand with digitalisation may  
present great potential, but it also overwhelms individual players, as it exceeds the 
limited cognitive capacity of people to process numerous pieces of information at the 
same time.60 This, though, limits the opportunity for the individual to use the im-
mense and complex offering of information presented by the digital information and 
communication ecology for their own opinion formation and decision-making and to 
select relevant information.61 In addition, the use of the new sources of information 
requires digital skills, something individuals do not possess in equal measure.62 

A further barrier to the adequate selection of information is that, as already mentioned 
above, democratic public spheres are becoming more and more fragmented and po-
larised, that is to say characterised by seemingly irresolvable conflicts – increasingly 
turning consensus-building into a challenge.63

Ultimately, citizens at least partly depend on curation by service providers in their use 
of the vast amounts of information and copious means of communication and therefore 
have to rely on the curating described under 3.1. However, as already explained, the 
goal of such curation is to keep the attention of users for as long as possible and to steer 
it towards lucrative advertising content; this, though, is often at odds with the provi- 
sion of information in an objective and comprehensive manner. For example, news 
items with the highest numbers of clicks are ranked and displayed preferentially, re-
gardless of their political importance and qualitative value,64 which in turn favours the 
spread of emotional and moralising content.65 Since 2020, platforms have occasionally 

57 Yang et al. 2020.
58 Nida-Rümelin, Zuber, and Greger 2019.
59 Obermayer et al. 2016.
60 Simon 1971.
61 Hills 2019; Lorenz-Spreen et al. 2020.
62 Kozyreva, Lewandowsky, and Hertwig 2020.
63 Pfetsch 2020.
64 Munger 2020.
65 Klinger and Svensson 2015; Brady, Gantman, and van Bavel 2020.
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deviated from their attention-based curation practice, for example in order to place 
prominently official health information during the COVID-19 pandemic or in order to 
put a brake on the spread of fake news in the run-up to the US election.66 However, a 
fundamental departure from the established form of curation has not been seen to date, 
nor can it realistically be expected (see 3.1.1).

In order to successfully overcome such obstacles and those described below, some 
promising initiatives have already been developed by civil society to support users 
with digital tools. Examples of this are browser add-ons which indicate the trust-
worthiness of news sites with icons or make personalised political advertising trans-
parent.67 However, such attempts often still fail because of the very limited release of 
data by the platforms – data which would be needed for the development and opera-
tion of such programmes. 

3.2.3. Assessment of information

People need to be able to assess the information presented to them, first and foremost 
to assess whether a factual claim is correct (facticity). For example, false claims can be 
found online that children cannot be infected with the SARS-CoV-2 virus68, which can 
result in disastrous wrong decisions on protective measures being taken, for instance 
in schools. Other fake news reported through social media have had a proven negative 
impact on the readiness of the population to be vaccinated.69 In order to be able to as-
sess properly whether information is correct, its epistemic quality is important (what 
evidence is cited, are the sources trustworthy?). 

By the same token, people also need to be able to assess normative statements; for 
example in connection with the question whether the current quota of women in listed 
companies should be increased. In order to be able to answer this question properly, 
however, it is important that they understand the relevant premises, that is to say know 
whether the practice or notion in question is based on recognised standards such as 
the Basic Law or an extremist ideology. Knowledge about the range of opinions, about 
consensus or dissent and specific points of contention in a given topical context also 
play an important role in the normative assessment. 

As already outlined under 3.1, in the case of traditional mass media journalists are  
generally expected to examine the veracity of information and to investigate and throw 
journalistic light on its possible background or political context – albeit they do this 
well or not so well depending on the individual medium. Likewise, some digital offer- 
ings such as the aforementioned online encyclopaedia Wikipedia have quality assur- 
ance procedures. For all that, many commercial digital services and especially plat-
forms provide such quality control only to a very limited degree, as outlined under 
3.1, because they select their content based on the principle of keeping the attention of 
users, whereby the context needed to place the information in its proper perspective is 

66 For example Twitter in the case of the US election: https://blog.twitter.com/en_us/topics/company/2020/2020-
election-update.html. Or Google in the case of Covid-19: https://support.google.com/websearch/
answer/9814707?p=cvd19_statistics&hl=de&visit_id=637507962082666920-985946249&rd=1.

67 A few examples: newsguard https://www.newsguardtech.com/de/; whotargetsme, https://whotargets.me/en/;  
tracemap, https://www.tracemap.info/home.

68 https://www.independent.co.uk/news/world/americas/trump-covid-press-conference-children-immune-shooting-
coronavirus-a9664106.html.

69 Loomba et al. 2021.
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often not provided. Recently and in exceptional cases, platforms and other commer-
cial digital services have sought to implement quality assurance measures, for example 
when content clearly conflicts with statutory regulations or their own statutes. Promi-
nent examples of this are tweets with false claims by the former US President Donald 
Trump, on which Twitter placed warning labels. At the same time, there are also ser- 
vices such as the Russian platform Vkontakte, which do not even meet minimum  
quality assurance standards as they do not or only inadequately implement law appli-
cable in Europe. 

A further key obstacle to ensuring democratic public spheres is so-called fake news, 
that is to say misleading information that is false or has been taken out of context, and 
is shared deliberately or out of ignorance. Although this is not a new phenomenon as 
such, in digital public spheres fake news spread much further and faster than correct 
information70 – probably as a result of the attention-based business model.71 A par-
ticular problem is fake news that is not identifiable as such, for example so-called 
deepfakes, i.e. fake videos made using artificial intelligence.72 Such fake news can have 
seriously negative consequences for a democratic public sphere, as made clear for ex-
ample by the various conspiracy theories surrounding the COVID-19 pandemic. Fake 
news can spread virally and thus make it very difficult to have an objective political 
debate. It is also used strategically, for example by the former US President Donald 
Trump, in order to distract from problematic events and revelations.73 That said, it 
seems to be mainly small, politically extreme groups who consume such fake news.74 
The spread of fake news and their impact are currently being actively researched.

70 Vosoughi, Roy, and Aral 2018.
71 Mocanu et al. 2015.
72 Thies et al. 2016.
73 Lewandowsky, Jetter, and Ecker 2020.
74 Grinberg et al. 2019; Allcott and Gentzkow 2017.
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3.2.4. Pluralism

For democratic public spheres, pluralism of perspectives is of immense importance, 
meaning that all relevant perspectives relating to a given issue can be put forward and 
that all players have access to sufficiently diverse information and communication. This 
is essential for being able to assess and place information and communication in their 
proper context and to voice criticism based on alternatives. Without this, sound polit- 
ical opinion-forming and informed political decision-making will not be possible. In 
the context of this statement, the question is to what extent digitalisation benefits or 
hampers such pluralism. 

On closer inspection, it can be stated that digital media initially has a positive effect 
on the diversity of perspectives relating to a given issue. The means for participating, 
expressing opinions and gathering information are growing steadily under the condi-
tions of digitalisation. Politically-interested users have easier access to communication 
platforms, where they can view content that is becoming increasingly more politically 
diverse,75 which strengthens the plurality of perspectives and opinions. On the other 
hand, there are also digitalisation-related effects that hamper plurality at both indivi-
dual and societal level. 

With regard to possible limitations to plurality on an individual level, echo cham-
bers in particular are being discussed, whereby the term has not yet been precisely 
defined. In the context of this statement, two phenomena are most relevant: The 
first concerns information behaviour where users of digital services mainly select 
sources that appear to reinforce their own opinion and world view.76 The result is a 
highly one-sided consumption of content through social media.77 However, this phe-
nomenon chiefly concerns consumers with extreme political views,78 whereas other 
users have been observed to actually become more aware of different opinions.79 The  
second phenomenon, which in the opinion of the working group is more of a problem 
for the democratic public sphere, is the formation of groups in which the members  
reinforce each other in their homogeneous opinions. This especially concerns plat-
forms such as Facebook that facilitate the networking of such groups.80 This can  
exacerbate mechanisms of group polarisation, where positive social feedback also 
hardens extreme political convictions.81

75 Beam, Hutchens, and Hmielowski 2018; Dubois and Blank 2018.
76 Cota et al. 2019.
77 Bakshy, Messing, and Adamic 2015.
78 Stier et al. 2020.
79 Yang et al. 2020.
80 Aiello et al. 2012; Cinelli et al. 2021; Mosleh et al. 2021.
81 Sunstein 2018; Baumann et al. 2020.
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Influencers 

Influencers are users of platforms, portals and services such as YouTube, Twitter and Instagram who 

present their own, in some cases high-quality, but also unverified content on a variety of topics and 

whose posts are regularly seen by other users (followers). Influencers interact with their followers as 

well – often a very large number of followers. Many, but not all influencers also advertise in their posts, 

for instance with product placements.82 Influencers can quickly trigger loud social feedback with their 

posts,83 even if they are not them-selves the source of the content, but only spread it, for example fake 

news.84 One well-known influencer is for example the German web video producer Rezo. His occasional 

political statements on YouTube attract the attention of a wide audience. As the activities of influencers 

that have public appeal are also in the interest of platform operators, they are supported by their selec-

tion algorithms (see 2.1).85 

At societal level, a possible fragmentation of the digital public sphere is a challenge to 
the principle of plurality. Like any social sphere, a digital public sphere is structured 
in a modular manner, that is to say in different groups (public sub-spheres).86 This 
modularisation is in fact reinforced by digitalisation because it is possible to select like-
minded persons from a large pool of potential contacts.87 New phenomena such as the 
so-called influencers (see infobox) are one example of this. Modularity will turn into 
fragmentation, though, if public sub-spheres are formed not just for specific interests, 
but also for the major issues of society and if the respective groups do not connect and 
communicate with each other, but hardly take any notice of or even reject each other. 
Such a fragmentation damages a democratic public sphere because the existing desir- 
able pluralism is not recognised as a result or is even opposed. Field experiments show 
that digital fragmentation is also facilitated by platforms controlling the findability of 
groups based on the criteria of an attention-based business model.88 Some groups are 
placed particularly prominently for advertising reasons, while others remain much less 
visible.89 The low visibility of other groups thereby supports the belief that one’s own 
opinion is that of the majority,90 which results in one’s own opinion becoming hard- 
ened91 and reinforces the fragmentation still further. 

The fragmentation of public debate is also a problem because it can contribute to a 
radicalisation of positions and the tone of political debate becoming charged. In the 
Anglo-Saxon majoritarian democracies a clear trend towards polarisation can already 
be seen. In democratic systems with proportional representation, more often than 
not a two-dimensional political arena develops in which above all a new battle line is 
drawn between authoritarian populism and liberal cosmopolitanism.92 In both cases 

82 Rotz and Tokarski 2020.
83 Cha et al. 2010.
84 Brennen et al. 2020.
85 Gupta et al. 2013.
86 Adamic and Glance 2005; Ugander et al. 2011; Ferrara 2012.
87 Sasahara et al. 2021.
88 Shmargad and Klar 2020; Levy 2021.
89 Theile 2019.
90 Lerman, Yan, and Wu 2016.
91 Leviston, Walker, and Morwinski 2013.
92 De Wilde et al. 2019.
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the phenomena described in connection with echo chambers contribute to a radical- 
isation and hate speech, particularly on the right of the political spectrum, and can 
also promote politically-motivated acts of violence.93 A causal relationship has also 
been established between the use of online media as a source of information in Italy 
and Germany and an increase in populist rhetoric.94

3.2.5. Civility

Ultimately, the ability to have a free and fair discussion is key for a functioning dem- 
ocratic public sphere. In the digital public sphere a greater variance in topics and 
communicative tone is noticeable (see 3.2). The breaks in civility, which are mainly 
summed up as hate speech and online harassment, is a particular problem in this 
context. 

Hate speech refers to comments which deliberately disparage persons or groups or are 
associ-ated with inciting others to commit criminal acts against them. Prominent ex-
amples are anti-Semitic, racist and sexist comments. The term “online harassment” 
covers a wide range of in-trusive behaviour, the purpose of which is to threaten or in-
timidate a specific person. Hate speech and online harassment can be committed an-
onymously or pseudonymously, but they can also occur among people who know each 
other or using real names. Certain types of hate speech (in particular racist and homo-
phobic speech) are anonymous more often than others.95 Targeted online harassment, 
however, is committed in most cases by someone known to the victim, and less so by 
identifiable strangers or anonymous persons.96

The fact that hate speech and online harassment are a major problem is backed by 
empirical evidence: representative surveys showed that in 2019, 8 per cent of the 63 
million internet users in Germany, i.e. over 5 million people, had been personally af-
fected; an additional 40 per cent had noticed hate speech and online harassment on 
the internet. 54 per cent expressed their political opinion in the democratic public 
sphere less often because they feared hate speech and online harassment. People from 
a migrant background and who are particularly exposed were affected disproportion- 
ately; women expressed their opinion less frequently than men after directly experi-
encing hate speech or online harassment. Victims also reported to have suffered from 
emotional stress, fear and anxiety, depression and self-image problems as conse- 
quences of hate speech and online harassment; in particular young victims told of 
such consequences.97 Hate speech even directly resulted in some criminal acts.98 All 
these experiences therefore hamper people’s willingness to engage and active partici-
pation in public debate. 

In digital communication, however, not only informal social norms of civility are vio- 
lated. Many forms of hate speech and online harassment, for example threats and in-
sults, represent not only a break in civility, but are in themselves criminal offences as 
well. The effective enforcement and application of legislation stipulated in states under 

93 Müller and Schwarz 2020; Rauchfleisch and Kaiser 2020.
94 Schaub and Morisi 2020.
95 Mondal, Silva, and Benevenuto 2017.
96 Duggan 2017; Mondal, Silva, and Benevenuto 2017.
97 Geschke et al. 2019; Nadim and Fladmoe 2019.
98 Müller and Schwarz 2020.
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the rule of law therefore starts with a clear distinction between comments that repre-
sent a criminal offence and comments which are pointed but permitted by law. In the 
case of criminal offences, the relevant authors also need to be identified and referred 
to the prosecution authorities. In view of the large number of comments potentially 
punishable by law in the digital public sphere, this is a huge challenge for investigating 
authorities and the judiciary system and can quickly result in expectations concerning 
the power of a state under the rule of law to enforce the law not being met. 

The tendencies with regard to changes in communication and its tone described above 
represent a considerable problem for the democratic public sphere. The moderate po-
litical majority, as well as vulnerable groups and persons, who feel particularly affected 
by this, are put off from participating in political debate, holding a political office or 
becoming involved in politics in some other way. In turn, this benefits politically ex- 
treme positions and also reinforces political polarisation and potentially fragmentation 
as well. This often discourages the finding of compromises and understanding of other 
views and positions inherent in a democracy.99

3.2.6. Challenges

Nowadays active democratic participation in the shaping of the digital information and 
communication ecology is a prerequisite to ensuring a functioning democratic public 
sphere. This involves enabling users to deal with its complexity, promoting plurality 
and civility and counteracting fake news, polarisation and coarsening of debate.

The first challenge in this context is to support people who do participate in digital  
democratic public spheres. The development of skills in dealing with the digital infor-
mation and communication ecology in all sections of the population is key here. This 
concerns for example the ability to adequately select, assess and place content in its 
proper perspective, the training of certain behaviours in digital communication (civil- 
ity), and dealing with distortions of reality through fake news and with collapses of 
civility. To this end, users need to be actively supported by the design of technologies 
and platforms, instead of being hampered by platforms influenced by the attention 
economy. In addition, digital assistance programmes100 can help to increase the limit- 
ed cognitive capacity of people and successfully cope with the high complexity of the 
digital information and communication ecology.

A second challenge is posed by the problematic impact of the attention economy, 
which can affect in particular the selection, assessment and plurality of information 
and communication. In this context, regulatory measures – as discussed under 3.1 – 
need to ensure transparency and curation practices that are more focused on facts and 
relevance. 

The third challenge in connection with the information and communication ecology 
lies in enabling free and fair debate in democratic public spheres, but also taking firm 
action against negative changes to the information and communication culture in the 
form of hate speech and fake news. Although there is already an appropriate legal 

99 Spiecker gen. Döhmann 2018.
100 Examples of such digital assistance programmes are the browser add-ons referred to under 2.2.2.
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framework for this particularly in Germany, which nevertheless still needs improving, 
the enforcement of the law presents a major problem. As mentioned earlier, there is 
currently an overwhelming number of potentially criminal comments and commu-
nications for investigating authorities and the judiciary system to deal with. In view 
of this, the use of technological tools such as digital assistance programmes would 
provide significant support. There is, however, also a personnel and skills problem: 
there needs to be adequate training and awareness in the prosecution authorities and 
the judiciary system. A further difficulty also lies in identifying the authors of criminal 
comments, as they may be posting anonymously or pseudonymously or be active on 
platforms that do not fall under German jurisdiction. And finally, a successful strategy 
to curb destructive effects in the democratic public sphere also requires steps to pro-
tect and support people affected more effectively. 

All of the measures mentioned here need to be accompanied by appropriate research. 
However, this will not result in reliable findings and generally applicable statements 
without access to data of the platform and service providers. It follows that an obliga-
tion to provide the relevant data also needs to be covered by any regulatory measures. 

3.3. Participation

3.3.1. Between euphoria and disillusionment

For the longest time democratic participation was largely defined in the sense of parlia- 
mentary representation as participation in elections, involvement in political parties 
and freedom of expression in the public sphere.101 Meanwhile a broader definition of 
participation which covers as widely as possible the active participation102 of citizens 
in all areas of society has become prevalent. This includes for example involvement in 
citizen action groups and co-determination in the workplace as well as in the public 
sphere. This understanding is associated with the notion of a general democratisation 
of society and is closely connected to the development of media.103 The following is 
based on such a broad understanding of participation, but focuses on issues of social 
communication and public debate in the context of digitalisation. 
 
Table 1: Selection of digital and digitalised forms of participation
 

Institutionalised  
political participation

Non-institutionalised  
political participation

New forms of  
social participation

Digital party conferences Active participation  
in public debate

Citizen and pioneer journalism

E-voting Organisation and mobilisation  
of demonstrations, social movements  
and protests

Civic tech, open data and  
open source initiatives

Online petitions Data donation

Participatory development of  
digital media/platforms

 

101 Zimpel 1970.
102 Dahlgren 2009.
103 Casteltrione 2015.

Analysis



33

Research results underline the potential that digital media harbour for participation 
processes and the associated social democratisation worldwide. In particular the means 
of participation summarised under the term “online participation” (see Table 1) play a 
major role here.104 For example, digital platforms promise to support traditional means 
of participation by facilitating access to these. In Estonia, for instance, people can vote 
using their mobile phone; party events such as conferences are shifting increasingly to 
the digital sphere; and the format of online petitions has already made it much easier 
to start, circulate and support petitions for the German parliament.105 The COVID-19 
pandemic has demonstrated the need to possess digital means of participation, but 
also the challenges to involve people in productive online participation processes. And 
there are several other countries that had already been exploring this issue far more 
intensively than Germany before the pandemic (see the infobox “Digital democracy and 
the example of Taiwan”).

With regard to the means of participating in social communication and public debate 
discussed here, the establishment of digital media and its infrastructures, with those 
of the internet and mobile communications leading the way, was initially accompanied 
by high expectations.106 New opportunities for participating in the so-called network 
society107 were envisaged, for example Web 2.0 digital platforms making it easier for 
people to express their opinions and become involved in society and in public debate. 
At the same time, there was euphoric talk of “produsage”, that is to say the possibility 
of media content no longer being just consumed, but also being produced by users.108 
Hopes were placed on a new amateur or citizen journalism,109 with which older ideas 
of “open channels” and “citizen media” were revisited and rethought for the digital 
age. Digital media were also considered to be promising tools for social movements, as 
they would provide interested individuals with the opportunity to connect in open net-
works.110 So-called “connective action”,111 which is organised through digital platforms, 
mainly establishes protest-oriented forms of participation, for example participation 
in online petitions or mobilisation of people through hashtags. Technology-related  
movements such as the open data or civic hacking movement are increasingly helping 
to shape the digital media infrastructure.112 Such hopes triggered research on political 
communication in the online world in Germany as well.113

Having said this, the continued commercialisation of the internet and the oligopoly of 
providers described under 3.1 have already changed the means of participation in the 
digital sphere again. While some hopes of more means of participation have been ful-
filled, and others have been disappointed, a new problem has emerged: the underlying 
infrastructures are not managed democratically, but by a few commercial platform 
providers who are motivated not by the promotion of participation, but by the maximi-

104 Scholl, Kubicek, and Cimander 2011.
105 Kolleck 2017.
106 Hösl 2019.
107 Castells 1996.
108 Bruns 2008.
109 Deuze 2008; Reese et al. 2007.
110 Castells 2012.
111 Bennett and Segerberg 2013.
112 Dunbar-Hester 2019.
113 Vowe and Henn 2016.
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sation of profit.114 In addition, the buzzwords clicktivism and armchair activism have 
been repeatedly invoked to express the fear that the increase in means of participation 
might even ultimately result in the population having less influence on political deci- 
sion-making. Low-threshold forms of participation, for example participation in an on-
line petition, are said to often have little effect, but are gaining in importance compared 
to traditional, more effective forms such as involvement in parties.115

Digital democracy and the example of Taiwan

Digital democracy is considered to hold great promise for participation. Three different phenomena are 

debated under this headline116: firstly the digitalisation of political debate and communication, which 

has already been discussed in detail in this statement; secondly digital forms of participation such as 

online petitions, which supplement traditional institutions of participation such as electoral processes; 

and thirdly concepts for the reshaping of democracy and participation in the digital society. Online forms 

of participation such as e-petitions or so-called participatory budgeting are now also very common in 

Germany, while other countries such as Estonia are considered pioneers in the digital accessibility of 

administrations. In order to gain an idea of what a digitalised democracy might look like, it is worth taking 

a look at Taiwan:

Taiwan’s Digital Minister, Audrey Tang, has described the concept of a digital democracy with the three 

principles of radical transparency, civic deliberation and fast consensus-building. This is put into practice 

using simple methods: for example, public discussion and petition platforms such as VTaiwan bring polit- 

ical representatives and stakeholders together and structure their joint discussions. In addition, govern-

ment data is provided in an open, machine-readable format in line with the open government principle 

and should strengthen transparency and innovative data use. The involvement of the country’s civic tech 

scene should also boost technological development in civil society and administrative capacity to deal 

with for example the COVID-19 crisis. In that, the Taiwanese blueprint for a digital democracy stands out 

not so much for its remarkable tools or institutional reforms, but for its comprehensive concept for a 

digital democratic culture and the appointment of a political coordinator and ambassador.

3.3.2. Diverse means of participation

One significant change that has taken place in recent years is the increase in diversity 
when it comes to means of participation through digital media. This concerns on the 
one hand the positions that have become part of the public debate through the various 
digital media, and on the other hand the ability to organise campaigns entirely through 
digital means.

One low-threshold form of participation are the comments and feedback options pro-
vided as standard functionality by numerous online media. While not every form of 
online activity such as the liking of a page or post without political relevance can be 
considered participatory in the sense outlined above,117 the ability of users to commu-

114 van Dijck, Poell and de Waal 2018.
115 Theocharis and Deth 2017.
116 Schaal and Heidenreich 2016.
117 Theocharis and Deth 2017.
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nicate continuously with journalists and other authors by commenting on and discus-
sing their texts has changed the relationship between journalists and their audience. 
Today it is characterised by more immediacy, which has both led to journalists focusing 
more on their audience as well as the latter becoming more irritated.118 In addition, 
the position of journalism with regard to public debate and participation has changed 
altogether, since civic players have started running activities exclusively as online 
communication campaigns, as is customary for example in the case of so-called data 
activism119.

Today people who previously had no access to public communication can express their 
opinion with the help of platforms such as Instagram, Facebook and Twitter and crea-
te group public spheres with messenger services such as WhatsApp and Telegram.120 
Such new means and forms of communication, which are also known as tiny acts,121 
have also opened up new participation channels. The influencers and YouTube stars 
mentioned above under 3.2.4 highlight the change strikingly because they can reach an 
audience that is bigger than that of many traditional mass media.122 In this connection, 
to what extent influencers such as the video blogger Rezo with his YouTube video “The 
destruction of the CDU” (Die Zerstörung der CDU) actually make important political 
contributions to public debate or whether such activities are primarily marketing mea-
sures used by bloggers to raise their profile and as a result their number of followers 
and advertising income, is currently the subject of critical debate. 

The prerequisites for finding a huge audience through such digital channels are typi-
cally relevant cultural and social capital and relevant media literacy.123 The buzzwords 
Digital Divide and Digital Disconnect have recently inspired research that shows some 
significant inequalities so far as the opportunities of players to participate are con- 
cerned, whereby Germany occupies a mid-table position compared to other countries.124 
It is clear that not all people have the same opportunity to participate in the digital 
sphere. People with a lower level of education and income are at a disadvantage, their 
political positions therefore often under-represented. One aspect that is still neglect- 
ed in this context, however, concerns another form of exclusion, namely the exclusion 
of people with physical or mental disabilities who, due to lack of accessibility,125 are  
unable to use many digital participation offerings in public debate.

Nevertheless, many more individuals and groups are attracting public attention for 
their positions through platforms and other digital media, who were largely excluded 
by the curating practice of traditional mass media. The new means of communication 
therefore provide on the one hand the opportunity to shape political debate across 
geographical boundaries, social classes and environments, to conduct intercultural 
dialogue and to establish new transnational or transcultural public spheres. On the 

118 Loosen and Dohle 2014.
119 Milan 2017.
120 Baym and Boyd 2012.
121 Margetts 2018; Hepp and Pfadenhauer 2014.
122 Burgess and Green 2018.
123 Livingstone and Helsper 2007.
124 See for example Helsper 2021.
125 Accessibility in the digital sphere is achieved for example by websites and PDFs being in formats that can be  

recognised by automated reading tools. The writing of texts in plain language and the adding of subtitles to videos  
also contribute to accessibility. 
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other hand, this means that positions critical of or hostile to democracy are now also  
becoming increasingly visible in public debate. For example, the Pegida movement  
positions itself on online platforms explicitly in opposition to established journalistic 
media and refers for its own arguments to “alternative” sources126 – a trend that can 
also be seen in the case of the COVID-19 protest movement Querdenken 711, which is 
currently attracting a lot of media coverage. The fact that curating algorithms of plat-
forms even give priority to radical positions in their recommendations is a particular 
problem in this context (see also 3.2).127

3.3.3. Role of civic bodies and movements

In the course of digitalisation, the importance of media has also changed significantly 
for civic bodies and movements, who for a long time only considered media a tool they 
could use to organise themselves and create audiences for their own issues.128 Yet the 
relentless spread of digital media and their technical infrastructures has seen these 
themselves evolve into a subject of civic engagement at the same time: what is meant 
here is that an increasing number of civic bodies and movements are committed to 
actively shaping the infrastructures and practices of digital media and in addition to 
establishing alternative forms of offering and use. Key drivers in this context are for 
example the open data and the civic tech movements. Parts of the open data commu-
nity support free access for all people to data which has been collected for example in 
research or public administration activities. Other initiatives work under the umbrella 
of open source to produce freely available software whose source code can be viewed 
by all interested parties and can be used as a basis for the further development of the 
software. In turn, the so-called civic tech movement uses such data and tools to set 
up digital services such as platforms that support civic engagement and strengthen 
civil society129 – an approach that is of international importance particularly during the  
COVID-19 pandemic, with many crucial projects with a data-based approach to dealing 
with COVID-19 emerging.130 

The main objective of movements such as open data and civic tech is not to use new  
media to spread their own positions and messages, but to shape the digital infrastruc-
tures so that they can be used in a way that promotes democracy and the common 
good.131 Some of these initiatives go as far as demanding new platforms for public com-
munication and social interaction, which are organised based not on the commercial 
principles of what they call surveillance capitalism132, but which enable participation 
based on cooperative principles.133

126 Haller and Holt 2019.
127 Ribeiro et al. 2019.
128 Cammaerts, Mattoni, and McCurdy 2013; Mattoni and Treré 2014.
129 Schrock 2016.
130 Stefania Milan, Treré, and Masiero 2021.
131 Kubitschko and Kannengießer 2017; Hepp 2020; Milan 2017.
132 Zuboff 2019.
133 Scholz and Schneider 2017.
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Likewise, journalism initiatives are starting to form under the umbrella of “pioneer 
journalism” which aim to establish new structures and practices of journalistic pro-
duction and dissemination.134 Prominent examples in Germany are Correctiv135, Riff-
reporter136 and Rums137. There are also many other initiatives beyond the established 
publishers and media companies: such forms of journalism are often closely linked 
to civic engagement, which can open up considerable potential for further democra-
tisation.

3.3.4. Means of participation through data

A further innovation in the course of digitalisation relevant to participation concerns 
the explicit release of data for use by third parties and the related debate surrounding 
issues such as data donation, data sovereignty and data security.

The use of digital devices and in particular smartphones is leaving behind a growing 
data trail138. This trail allows digital service providers to create a so-called data double139, 
an assemblage of data that generates detailed user profiles. However, these profiles are 
always reductionist given that they are above all based on criteria that focus on eco- 
nomic aspects. As far as users are concerned, scientific debate on this phenomenon 
has until now centred primarily on the risks associated with a general rise in society of  
self-tracking and quantification.140 With regard to the companies that collect and ana-
lyse the data, the risk of its commercial exploitation in more and more areas of society 
has been the main focus of discussion – a scenario described as data colonialism141. 
Lastly, one further risk in addition to this is connected to the potential manipulation 
of users in their interests and behaviour (see 3.4) using such personalised information. 

In spite of that, the data trail created by the use of digital media and devices can also be 
used constructively, for example when used to establish applications for the common 
good. One important possibility here is participation through voluntary, so-called data 
donation.142 In the short term, users can for instance make their data available to orga-
nisations so that these can reconstruct and reveal the workings of commercially-used 
algorithms.143 In the long term, data provided voluntarily, such as mobility or other 
usage data, could also help to optimise projects for the common good and public infra-
structures in the interest of the population, for example traffic flows. Other measures 
that would help to reduce energy consumption or emissions and to improve the quality 
of life would be conceivable and are being discussed in the context of what is known as 
smart city concepts. 

Participation with the help of digital media and infrastructures therefore does not  
necessarily have to be a communicative act. However, it should be borne in mind that 

134 Baack 2015; Hepp and Loosen 2019; Keiller and Charter 2014.
135 https://correctiv.org.
136 https://www.riffreporter.de.
137 https://www.rums.ms.
138 Karanasios et al. 2013.
139 Ruckenstein 2014.
140 Bolin and Velkova 2020; Mau 2019.
141 Couldry and Mejias 2019.
142 For example Kraft et al. 2018.
143 Spielkamp 2019.
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data donations can only be participative if they are made voluntarily and in connection 
with a process in which opinions are formed and expressed.  

3.3.5. Challenges

A significant challenge in the context of this statement is to shape participation under 
the conditions of digitalisation so that it enhances democratic public spheres and  
debate and promotes community. As participative acts through digital media and  
infrastructures always generate traceable and exploitable data, how such data is 
handled has to be examined critically. At the moment the access sovereignty for this 
data lies almost exclusively with a few private companies, whose handling of this data is 
primarily motivated by economic concerns.144 However, if in the long run digital partic- 
ipation is to be possible not only on the terms of these platforms, services and portals, 
then the establishment of infrastructures that are more focused on democracy and the 
common good needs to be promoted. Such civic initiatives and solutions therefore need 
to be supported politically and financially on a long-term basis. 

3.4. Self-determination

Free political decision-making and individual self-determination are necessary in  
order for representative democracies to function. As already explained, digital public 
spheres increase the means for political decision-making, but also involve risks. For 
example, it is the subject of wide debate that it is easier to influence and manipulate 
in digital public spheres due to for instance algorithm-assisted personalised political 
advertising, mass disinformation and conspiracy theories or targeted discrediting of 
persons and groups. In order to better understand, though, how digitalisation influ-
ences processes of individual self-determination in democracies, the precise impact of 
the practices of digital platforms, services and portals on the individual behaviour and 
attitudes of users needs to be analysed. It has to be taken into consideration here that 
human opinion formation and decision-making are highly complex and even under ex-
clusively analogue conditions are influenced by many internal and external factors such 
as rationality, emotionality, social influences and external circumstances.

144 Mazzucato 2011.
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3.4.1. Self-determined development in digital public spheres

Digital public spheres offer individuals many different ways of expressing themselves, 
voicing their opinion or presenting a particular lifestyle. They therefore provide the in-
dividual with new spheres in which to develop their own personality. These spheres are 
used by influencers, that is to say users of platforms who have a great reach and produ-
ce their own content.145 Not only (semi-)professional presentation activities can be very 
relevant, though, private posts made by individuals can be too (everyday politics)146, 
for example when fathers talk about their parental leave, mothers publish photos of 
themselves breast-feeding or non-heterosexual persons document their relationships 
online. In this way new forms of democratic participation are created (see 3.3). Digital 
platforms such as Twitter and Instagram also allow special-interest groups to be form- 
ed which can quickly achieve great public awareness (for example #MeToo, #Black-
LivesMatter, #AbleismTellsMe). This, too, increases the means of self-determination 
for users. 

At the same time, though, due to the large audience that can be reached by individ- 
uals in the digital sphere, there is a greater risk of social pressure to conform and  
harassment. For example, online harassment and hate speech are now used intensely 
against certain groups in order to intimidate them.147 In addition, risk-averse people 
and people who value their privacy find it difficult to use online services securely 
and productively. Furthermore, the existence of so-called chilling effects has been  
proven: the expectation of digital behaviour surveillance alone deters many people  
from using their freedom.148 The impression is created that use is inescapable, there are 
no safe alternatives. Finally, digital participation is not possible for all citizens for tech-
nical and practical reasons. Such phenomena directly affect the means of participation 
of the persons concerned and limit their self-determined development in the digital  
public sphere significantly (see 3.2). 

3.4.2. Influence in digital public spheres

In democratic public spheres a wide range of players try to influence political opinion-
forming and decision-making. Some attempts to influence are desirable, for example 
in the form of political discussion, education or deliberation. Also legitimate are for 
example election advertising or health education campaigns. However, other attempts 
to influence people can be a problem, in particular if they are non-transparent and 
concealed. If such attempts are noticed, this can result in the audience feeling a loss of 
control and limit their self-determined actions.149 

145 Nguyen-Kim 2020; Rezo ja lol ey 2019.
146 See Boyte 2017.
147 See for example https://www.tagesschau.de/investigativ/report-muenchen/hass-politikerinnen-101.html.
148 Penney 2016; Stoycheff et al. 2017.
149 EC 2015; Pew Research Centre 2014.
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Attempts to exert influence in politics have been made since time immemorial in ana-
logue public spheres as well, for example in commentaries or editorials of traditional 
broadcast and press media or in the form of political election advertising. However, 
these attempts are usually recognisable as the expression of an opinion and also under- 
stood as such by most users. In digital public spheres, though, there is now a new 
or rather much more comprehensive method that is used to try to exert influence 
which lacks such transparency, so-called microtargeting. Digital services such as so-
cial networks and search engines collect information about their users and analyse 
this algorithmically with the goal of influencing them as efficiently as possible through  
individually tailored measures. Microtargeting is even possible if the data subject does 
not contribute their own data, but information about them is shared by users of the 
services, for example by inputting their address books or uploading photos, or when 
so-called tracking tools on websites of third parties generate data and make this avail- 
able. On the basis of the data collected, informative user profiles and typologies are 
then created. 

The trade in personal usage data has become a prosperous industry. Companies that 
are largely unknown to the public such as Datalogix and BlueKai, which are both part 
of the Oracle Group, and Acxiom possess huge data and market power globally. For ex-
ample, Acxiom alone reportedly possessed data records of 44 million Germans in 2018, 
which can be purchased by third parties for commercial purposes.150 

In the economic sphere, microtargeting is used for personalised advertising, that is 
to say advertising individually tailored to groups or individuals, for index-linked and 
individualised pricing or so-called recommender systems. The latter enable groups or 
individuals to be addressed in a tailored fashion, for example in the form of persona-
lised content, media offers or products. This personalisation is used productively parti-
cularly from a commercial point of view151 because it enables a better service. 

In political spheres, however, addressing people directly is clearly opposed.152 That 
said, there have been and continue to be data-based and algorithm-controlled attempts 
to exert influence here as well, for example in the US presidential election campaign of 
2016 and in the campaign in the run-up to the Brexit vote. Among others the British 
company Cambridge Analytica played an important role here;153 it had gained access 
to more than 50 million Facebook accounts worldwide and used these to create perso-
nality profiles for targeted election advertising (US elections in 2015) and to influence 
the Brexit vote (2016). In Germany, too, there is election advertising through digital 
media, but political attempts to exert influence through individually tailored microtar-
geting appear to have played hardly any role in previous election campaigns.154 In the 
election for the European Parliament in 2019, for example, political advertising was 
broadcast to specific target groups via Google and Facebook, in particular by the CDU. 
The actual influence of microtargeting, though, was considered in this connection to 
be “relatively low”155. However, the technical requirements for effective microtargeting 

150 Sachverständigenrat für Verbraucherfragen (SVRV) (2018).
151 Kozyreva et al., n. d.
152 Kozyreva et al., n. d.
153 Heft et al. 2019.
154 Kurz and Dachwitz 2019.
155 Hegelich and Serrano 2019, p. 7.
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are already in place in Germany and Europe as well.156 Digital platforms and services 
are now trying increasingly to limit political attempts to exert influence;157 see also the 
infobox “Measures taken by the most important platforms in the 2020 US presidential 
election campaignˮ. 

Measures taken by the most important platforms in the  
2020 US presidential election campaign  

Facebook, Twitter and YouTube in particular were under close scrutiny in the (primary) election campaign 

in the run-up to the US presidential elections in November 2020. Following the scandals surrounding 

Cambridge Analytica and Russian interference in the previous election campaign, many platforms took 

precautionary measures to reinforce democratic integrity – the appropriateness and success of which 

were however the subject of contentious debate. The central topics of this debate were Donald Trump’s 

allegations of election fraud and the growing relevance of domestic disinformation campaigns. The re- 

sponse of the platforms to disinformation and misinformation about COVID-19, the antitrust investi- 

gation into them by the legislative bodies and allegations of discrimination against certain political con-

tent also played a role.

Twitter had already banned professional and paid-for political election advertising worldwide in the  

autumn of 2019. Facebook, which generates far more income with (election) advertising, like YouTube 

introduced an obligation to register for election advertising and examined the content of advertisements 

on a partly automated basis – the precise criteria for rejecting content are still unknown today, though. 

At the same time the options for political microtargeting were limited and an open archive of all political 

advertisements placed was set up. However, it remains unclear which users were presented with these 

advertisements.

For the moderation of political content, further criteria applied in addition to the applicable community 

guidelines: for example, Facebook and YouTube announced they would remove content that aimed to 

dissuade users from voting. Misleading content posted or tweeted by politicians was contextualised on 

Facebook and in particular Twitter with the help of warning messages and links to fact checks and veri-

fiable information. In addition, notably Twitter took new curation decisions: for example, some tweets 

by Donald Trump that contained lies about the election result could not be shared by followers. Further- 

more, a brake was placed on the reach of viral external media content, for example by prompting users 

to actually read an article before sharing it.

Besides these arrangements for individual content, measures were also taken to deal with various play-

ers. For example, government bodies, politicians and candidates were labelled accordingly. In order to 

prevent any foreign interference, efforts to identify and remove coordinated networks and campaigns 

were stepped up. In the weeks before the election, there was an extensive clamp-down on Facebook 

pages and groups as well as content on YouTube posted by Trump supporters who were prepared to use 

violence and by users close to the QAnon movement that promotes conspiracy theories.

156 Hegelich and Serrano 2019; https://www.stiftung-nv.de/de/publikation/regeln-fuer-faire-digitale-wahlkaempfe.
157 EC 2018.
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It is difficult to establish scientifically and it is still not clear to what extent such data-
based attempts to exert influence are actually successful, given that opinion forma-
tion and decision-making is, as already mentioned, determined by many factors (for 
example conscious and unconscious, rational and non-rational); what’s more, these 
factors also influence each other. Furthermore, it is almost impossible to conduct 
research on the effectiveness of such attempts because most providers of digital infra-
structures and services make hardly any data available for such analyses. However, it 
seems plausible that attempts to exert influence contribute above all to mobilisation, 
but have less effect on attitudes and behaviour.158

Even so, the lack of evidence in this case should in no way be misunderstood as evidence 
of such data-based influencing not being effective. There is no reason to sound the all-
clear. Even if digital attempts to manipulate only have a minor effect in the short term, 
even small changes could have far-reaching consequences in the long term because 
they reach many people. This is the case in particular in situations in which a very close 
election or vote is expected, and in first-past-the-post election systems such as in the 
USA and in the United Kingdom. In addition, even attempts to manipulate and fears 
of this happening change public debate. And finally, it is a plausible assumption that 
the effect of data-based attempts to exert influence will continue to become more pro-
nounced in future due to technological progress and driven by economic competition. 

3.4.3. Challenges

Digitalisation can support democratic self-determination significantly by providing 
people with many opportunities to express themselves politically, to participate and 
to present their own views of life. At the same time, though, this self-determination 
is at risk due to a lack of civility in digital communication and data-based attempts to 
exert influence. In this situation new means of participation and the individual lifelong 
acquisition of skills in using digital services need to be promoted financially and polit- 
ically as outlined above. Regulatory and technical measures are necessary to limit the 
risks. The regulatory measures concern on the one hand the support for civil commu-
nication, as explained under 3.2.; on the other hand they should also limit the possibil- 
ities for data-based, personalised manipulation. The technical development focuses 
in particular on transparency, traceability and fairness of algorithmic systems. Lastly, 
access to the databases of the platform and service providers is also necessary in this 
connection in order to enable systematic research of the interrelationship between 
digitalisation and political self-determination.

158 Baldwin-Philippi 2019; Karpf 2019.
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4. Recommended actions

The preceding analysis has shown that the digitalisation of democratic public spheres 
provides opportunities and at the same time entails significant risks. The following 
recommended actions should contribute to these opportunities being exploited and 
the risks being managed adequately. Specifically, the regulatory framework needs to 
be extended accordingly; the available information and communication technology 
needs to be shaped in a way that promotes democracy; the development of skills in the 
digital democratic public sphere needs to be reinforced; and new means of participa-
tion need to be developed systematically.

4.1. Regulate the curating practices of digital information and 
   communication platforms

As outlined under 3.1, platform operators decide through curation what the criteria 
are for prioritising and what forms of content are prioritised, for example where it is 
displayed (in the “feed”), and what content is banned and deleted. Due to the impor-
tance of these platforms for the democratic public sphere which is also outlined under 
3.1, their curation criteria have a say in the chances of content prevailing in public 
debate. The setting and application of criteria should for this reason not be left to the 
commercial platform operators who have not been democratically legitimised. Instead, 
at least in the case of platforms with greater power in debate, procedural and substan-
tive requirements which are regulated by law and establish in concrete terms their 
responsibility as operators of infrastructures relevant to democracy are needed. These 
requirements should preferably be enshrined in European law in order to maximise 
their clout and manageability and prevent a fragmentation of rules. The current pro-
ceedings for adopting a European Digital Services Act provide an opportunity to ex-
tend the approaches for platform regulation contained in the draft of the European 
Commission.

For this purpose, a procedural framework should be created that goes beyond the re-
quirements of the State Media Treaty and the draft Digital Services Act, as it should 
also apply to the content created by users and cover the entire process for the creation 
and revision of curation criteria (not just their application in individual cases). In all 
curation-related processes, platform operators should be required to involve an inde-
pendent, pluralistic board which is funded by them and made up of representatives of 
governmental and civic bodies as well as users. Through its composition and actions, 
the board should contribute to the adequate representation on the platforms of the full 
range of topics and positions that are relevant to the public and the political arena. In 
particular, the board should ensure that no curation criteria are agreed that result in the 
unjustified unfavourable treatment (discrimination) of certain types of content or po-
sitions. This requirement does not preclude well-founded criteria aimed at preventing 

Recommended actions



44

misrepresentation, hate speech and online harassment. The board should have wide-
ranging rights to request information from and the authority to make decisions that 
are binding for platform operators. In addition, anyone, even if they are not a user of 
the respective platform themselves, should have the right to contact the independent 
board and initiate a review of the curation criteria. 

A mechanism should be established that enables users to have individual curation deci-
sions (such as the deletion of or commenting on certain posts) placed under review. The 
dispute settlement bodies provided for in the draft Digital Services Act, which should 
be independent and given binding decision-making powers by the platform operators, 
could be a starting point here.

Finally, the platform operators should, as partially provided for in the draft Digital 
Services Act, be required to publish information on the design of the platform and the 
principles of curation in order to create transparency and enable public discussion of 
this information. 

4.2. Strengthen online content from public service broadcasters

Journalistic selection and editing of news remain essential for individual opinion- 
forming, and journalistic media contribute significantly to ensuring diversity and qual-
ity in the presentation of information. This is the case in particular for public service 
broadcasters. However, in order for them to be able to contribute to the forming of 
opinions, the information offering needs to be available with a low threshold and also 
needs to reach young people who are obtaining news and information increasingly  
online. For this purpose, it is advisable that the aforementioned democratic mission of 
public service broadcasters to inform is extended and that they are thereby given new 
opportunities to fulfil their mission in a hybrid media system. 

In particular, the prohibition of press-like telemedia services should be lifted. In the 
upstream three-stage test, which decides on the admissibility of telemedia services 
from public service broadcasters, the existing telemedia services and the effects on the 
market of a corresponding public service offering are to be considered anyway. This 
protects commercial providers adequately against unfair competition.

In order to extend the accessibility and possible uses of telemedia services from public 
service broadcasters, broadcasters should also be required to publish programmes in-
creasingly under open licences. This applies in particular to educational content such 
as documentaries, explanatory films and contemporary history programmes. 

4.3. Facilitate research on platform databases

The preceding analysis shows that digital information and communication platforms 
as infrastructures of the democratic public sphere are an important place for the self-
presentation and self-examination of an open society. Statements on social change are 
only well-informed if the discussions that take place on these platforms are included, 
a trend that is likely to grow. Accordingly, the data processed by the platforms (com-
munication content and usage data) provide an increasingly important basis for the  
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scientific research of social processes. This data is also needed in order to conduct  
credible research on the effects of the platforms on democratic debate. 

However, many platform operators currently only allow scientists access to data under 
very restrictive conditions.159 A legal framework is therefore needed that requires 
platform operators to make their databases available for research purposes, without 
violating the legitimate confidentiality interests of the platform operators or third par-
ties (in particular of users). Only those databases that the platform operators already 
possess anyway are to be made available. A requirement on the part of the platform 
operators to collect certain data just for research purposes might conflict with princi- 
ples of data protection law and should therefore be avoided. Initial steps have already 
been taken in this direction. For example, from 2022 platform operators will be re- 
quired under the Network Enforcement Act to provide researchers with information on 
complaints, deletions and the automated recognition of inadmissible content. Under 
the draft European Digital Services Act, very big platforms will be required to enable 
access to data for research work on risks posed to democratically constituted societies 
by platform activities. However, the proposal by the working group goes beyond the 
issues to which the steps of the draft European law are confined in order to take into 
account the value of the platform data for research projects on social processes. 

For the new access rules that are to be created, a distinction needs to be made between 
various databases. On the one hand, different levels of confidentiality interests of plat-
form operators or users may be attached to different data. On the other hand, the access 
rules need to be adapted to the different technical means of access to the various data 
categories.

If users publish communication content on a platform so that it is generally available, 
use of the published data for research purposes can often be justified, although this 
always depends on the specific case.160 Access to the data might generally be provided 
technically through the programming interface for the respective platform. Scientists 
should therefore be granted a fundamental right to access against the platform opera-
tors for specific research projects to be specified. It goes without saying that the further 
data processing and publication of the research results must satisfy the requirements 
of data protection law and research ethics.

However, the situation with regard to requests to access non-public communication 
content or usage data is more complex. In order to make and narrow down such ac-
cess requests in the first place, information on what databases the platforms possess 
is needed. The platform operators should therefore be required to provide scientists 
with such information in general form and to provide more specific information upon 
request. The actual data access would then depend legally on considerations related to 
the specific case which would by and large not be covered by a generalisation. Tech-
nically it might be necessary, depending also on the legal considerations, to develop  
mechanisms which restrict access to data to the necessary degree and the necessary depth. 
Furthermore, the data analysis following the data collection might need the involve-
ment of the platform operators. The platform operators should therefore be required 

159 Ausloos, Leerssen, and ten Thije 2020.
160 Bäcker, Golla, and Hofmann 2018.
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to compile and release information needed for analysis. If necessary, particularly in 
cases of very complex research projects, they should be required to make their own 
processing resources (in terms of technology and personnel) available for scientific 
purposes for a reasonable fee.

In order to protect business secrets and personal data effectively, while at the same 
time not placing data access at the discretion of the platform operators, an indepen-
dent board to be funded by the platform operators should be created that decides 
on requests for access. The board’s decision-making powers should cover the access 
obligations of the platform operators as well as protective measures by the scientists 
requesting access.

The access rules should apply only to research projects that are exclusively for the pur-
pose of scientific knowledge and satisfy scientific standards.161 This means in particular 
that such research results are published. Access rules for the benefit of commercially-
oriented industrial research geared directly towards the manufacture of products for 
profit should not be created. Accordingly, where access has been granted to raw data for 
scientific use, the use or transfer of this data for non-scientific purposes, including for 
market research and advertising purposes, should be excluded. Such exclusion would 
probably also lead to more acceptance of data access.

Lastly, existing legal requirements for the further processing of research data once it 
has been collected within the scientific system should be reviewed and revised. Here 
it is not about a general exemption of scientific research from legal requirements, but 
about making sure such requirements are adequate for scientific purposes. In particu-
lar copyright and data protection laws currently present in some cases large obstacles 
for the publication of research results and the transfer of raw data to other scientists 
for the validation of results or for the undertaking of further research projects. These 
need to be reduced. 

4.4. Ensure civility within the discourse 

As stated under 3.2, the digitalisation of the democratic public sphere is also bringing 
about a huge change in the information and in particular in the debating and communi-
cation culture. Key functions of democratic information intermediaries (“gatekeepers”) 
such as the traditional mass media are not performed by social digital media. This  
includes in particular the context and reach-oriented confinement of a debate and the 
setting of rules of conversation that maintain the civility of communication. The mix of 
different forms of discourse and the public visibility of comments that under analogue 
conditions would more likely be received in more small-scale settings can unsettle and 
deter users as well as encourage undemocratic, disparaging and aggressive statements, 
but also promote deliberate misinformation and manipulation activities. To date, often 
even criminal content and formats cannot be prosecuted because anonymous and pseu-
donymous authors remain almost impossible to identify. Deletions are frequently inef-
fective because the relevant posts have already been shared, are posted again under a 
different name or cannot be reliably identified in the mass of content. In addition, the pros- 
ecution authorities and courts are overwhelmed by the huge volume of such comments. 

161 For these requirements in general, see Caspar 2019.
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As already shown under 3.2, hate speech, online harassment and other negative  
changes in the platform-based public debating culture cause many users to withdraw 
from the sphere of digital media; this is particularly the case for people who are risk 
averse or feel particularly threatened by aggression. As a result, there is a danger that 
the voices of these people are heard less, that their positions are no longer represented 
in political and social debate and that they are less willing to show civic engagement 
and in particular to hold offices relevant to society as well as political offices. 

In order to limit extreme forms of public debate that are harmful and criminal and 
ensure effective prosecution in the digital sphere as well, strategies and measures are 
needed. However, these must not affect the open, occasionally pointed or ironic expres-
sion of opinions in order not to undermine the valuable right to freedom of expression 
protected by law. 

For example, non-governmental organisations (NGOs) such as “HateAid” that work 
on behalf of the victims of digital violence against the brutalisation of public debate 
should have the right to take group action beyond the Network Enforcement Act so that 
breaches of law that carry significance beyond an individual case can be prosecuted. 
The prosecution authorities should use targeted personnel development, training and 
appropriate technical support to ensure resources, expertise and awareness for effec-
tively punishing criminal acts of digital violence and in digital debate. The planned 
Central Reporting Office for Criminal Content on the Internet (Zentrale Meldestelle  
für strafbare Inhalte im Internet) of the BKA is a step in this direction.

In addition, the joining together and cooperation of civic institutions with govern- 
mental and private institutions which work against hate speech and for the civility of 
debate should be actively supported. This can take the form of support and supervision 
of victims and perpetrators of online harassment and hate speech, the teaching of in-
ternet etiquette in schools (see also recommended action 4.6) or targeted information 
on available support during and after prosecution action.

4.5. Promote the democracy-friendly design of digital technologies 
  and infrastructures

The regulatory measures explained above should strengthen democratic principles in 
digital public spheres and have to be supplemented and supported by the democracy-
friendly design of existing and new digital services – in a manner similar to ethically-
sound design as outlined in the statement of the Data Ethics Commission.162 Such a 
design should, as already explained above, ensure the transparency of digital plat-
forms and services, the quality of information and the civility of democratic debate  
as well as the realisation of new means of participation and support the digital self-
determination of people. 

Many players need to step up to the challenge for this to become reality: scientists, the 
providers of digital infrastructures and services (for example platforms and public ser-
vice media), but also NGOs and start-ups. Scientists can develop and provide innovative 
concepts and technologies for a democracy-friendly design. Here, close cooperation  

162 Data Ethics Commission 2019.
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between computer and behavioural scientists is key. Computer scientists develop for 
example advanced information processing technologies, while social scientists study 
their effect on individuals and society and the appropriate use of such technologies. 
Commercial and non-commercial service providers on the other hand have to be awa-
re of and meet their responsibility for the democratic public sphere in their design 
choices. The independent board recommended under 4.1, which are responsible in the 
case of digital platforms and services for the implementation of a democracy-friendly, 
transparent curation of content, should also contribute to this. 

As outlined under 3.1, digital information and communication platforms and other 
digital services often design their usage environment so that the attention of users is 
kept for as long as possible and can be steered towards targeted advertising content. 
This steering of attention is achieved with the help of behavioural science methods 
and techniques. As the preceding analysis shows, this entails a substantial threat to 
the democratic public sphere, which is why it is recommended that a democracy-
friendly design of usage environments is introduced as standard for services. At the 
same time the usage environment of digital services needs to be designed transpar- 
ently with regard to the curation criteria used and adjusted so that the autonomy 
of users is promoted. The evidence-based measures for such a design of the usage 
environment range from the configuration of default settings, labels and filters, to 
very visible information concerning the reliability and epistemic quality of sources, 
to commenting in order to correct or present counterarguments to content that dis-
torts reality163. Having said that, the effective implementation of such measures also 
requires intensive research, which has to involve access to research-relevant data- 
bases of the platform and service providers (see 4.3). In addition, the development of 
democracy-friendly usage environments is closely linked to the recommendations for 
the development of skills presented under 4.6. 

Democracy-friendly design also includes the development and provision of instru-
ments and procedures aimed at supporting users in the extraction and assessment of 
digital information and communication, as suggested under 3.2. For example, apps 
could be developed that provide users with an easy-to-understand overview of impor-
tant arguments and opinions concerning a topic and bring to attention the implemen-
tation of regulatory requirements for digital services or privacy-related risks. What 
matters is that the developed instruments support the self-determination of users by 
also providing the appropriate context for the reception of information and do not ap-
pear to be manipulative. 

For the democracy-friendly design of the usage environment, for instruments for the 
differentiated reception of information and many other digital services, algorithms 
which are based on the principle of so-called artificial intelligence (AI) are used. In  
order to ensure a democracy-friendly design of digital infrastructures, algorithms 
should have in particular two properties: they should be explainable and fair. Being 
explainable means that important decision-making criteria are easy for users to under-
stand, and is therefore essential for transparency, which is shown to be a key challenge 
by the preceding analysis. Nevertheless, making the workings of AI algorithms trans-
parent and understandable is a difficult challenge. If such algorithms use the principle 
of machine learning, it will be almost impossible to reconstruct their workings from the 

163 Lorenz-Spreen et al. 2020.
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outside. In addition, the requirements concerning explainability change depending 
on the skills of users and the purpose for which they need to understand the algo-
rithms: the information needed by users who would like to know why they have not 
been granted a loan is not the same as information needed by experts who have to ex-
amine whether a software might be discriminating illegally. The academies therefore 
recommend the funding of research into explainable AI algorithms. 

Fairness, the second important democracy-friendly requirement of AI algorithms, in 
this context means that AI decisions need to be consistent with fundamental democratic 
values.164 For example, they must not disadvantage people on the basis of their gen-
der, descent or religion. Such racist discrimination has been found for example in al-
gorithms to detect hate speech.165 Such distortions occur when insufficient data is used 
for the training of an AI algorithm. For the democracy-friendly use of AI algorithms, 
reference training data that mirrors (and as a result implicitly defines) the desired fair-
ness is therefore needed. Initial steps have been taken to algorithmically establish such a 
degree of fairness; however, the complexity of the problem urgently requires additional 
research activities, which the academies strongly recommend are funded. 

4.6. Strengthen the development of digital and media skills

For the acquisition of knowledge, processing and assessment of information, communi-
cation and discussion, political and social participation, informed decisions and respon-
sible action, a broad range of skills is needed. Digital technologies are a key resource for 
the acquisition of this broad range of skills. At the same time, skills in using such tech-
nologies need to be developed and promoted. Such skills, which are often described as 
“digital skills”, algorithmic skills”, “media literacy”, “data skills”, “data literacy” or 
“computational literacy”, cover a wide variety of aspects. For example, media skills to-
day range from the ability to verify sources,166 to respectful and fact-oriented communi-
cation (civility) in digital public spheres, to the secure and responsible handling of one’s 
own data. In addition to knowledge on the workings of digital services and technologies, 
sometimes knowledge about the underlying business models of relevant information 
and communication platforms is important in order to be able to assess one’s own be-
haviour and its possible consequences. “Data skills” or “data literacy” on the other hand 
covers not only handling one’s own data, but also knowledge about the collection, pro-
cessing and interpretation practices of the platforms and services. In this connection 
not only IT knowledge (for example about the use or development of software and data-
bases) and mathematical knowledge (in particular about statistics and probability  
theory) are of vital importance, so too are empirical knowledge, relevant context know-
ledge and as a consequence expertise in the humanities and the social sciences. In turn, 
“algorithmic skills” cover basic knowledge of the workings of algorithms and data struc-
tures and as a consequence also programming skills. 

In addition to the acquisition of such digital skills, which vary significantly depending 
on the individual and their needs, there also needs to be extensive promotion of the abi-

164 Herzog 2021.
165 Sap et al. 2019.
166 How can information in the digital sphere be placed in its proper perspective?  

What are valid quality criteria and markers?
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lity to reflect on the ethical, epistemological and social requirements and consequences 
of digital technologies. To this end, a range of measures that differ in terms of their  
effort and the duration of their effect can be taken. Due to the huge importance of digital 
skills for almost all areas of life, low-threshold services for the development of skills are 
recommended initially. The aim here is to enable users to shape their own information 
environment virtually like architects in order to strengthen their autonomy.167 Here, 
the development of skills should take place “in action”, either with the usage environ-
ment designed in a manner that promotes skills through external aids such as browser 
add-ons or apps (see 4.5) or with simple rules that can be learned and applied quickly. 

Thinking, acting and decision-making in the digital world can be strengthened by a 
range of in-dividual skills. Among these are for example being able to recognise (1) how 
algorithm-controlled services (for example Facebook Newsfeed) or recommender sys-
tems steer and con-trol attention, contacts and information offerings, (2) how the reli-
ability of information sources and the state of a political discussion can be assessed, (3) 
how political content is tailored on the basis of individual personality traits or personal 
preferences and (4) how access to personal data is given unintentionally168. 

Initial research results suggest which of these skills can be strengthened specifically, 
for example by adding hyperlinks to content which point to other relevant sources and 
invite the user to read around a subject.169 Other digital decision-making aids such 
as plug-ins and pop-ups can repeatedly remind users to take simple, systematic steps 
to assess information, steps which after a while will become routine for users.170 Short 
online games for skills training are also an option.171 Such digital aids should be offered 
not least by the platform operators – but civil society should not rely on these alone. 
In addition, the dissemination of information and promotion of skills should also take 
place with the help of non-digital measures, for example with posters, brochures and 
broader media campaigns as in the case of the AIDS information campaign. It also 
needs to be stressed in this connection that the systematic research of skills-promoting 
intervention in the digital sphere requires targeted support in order to better under-
stand and improve its effectiveness and as a result strengthen democratic debate for 
the long term.

Beyond these low-threshold services, digital skills should also be developed in tradi-
tional educational institutions in pre-school, school, university and beyond. Here the 
federal, state and local authorities, as well as many private educational and care insti-
tutions (such as churches, welfare organisations, parent associations, etc.) have a duty 
to promote digital skills with appropriate offerings. Concepts already exist particularly 
for schools,172 but in many cases it has not been possible to implement them. A particu-
lar challenge here lies in the teaching staff often not having received sufficient training 
themselves. What is also important in this connection is to understand “digital skills” 
as a topic that bridges many subjects, a topic that should be established on a cross-
subject and cross-discipline basis through syllabuses, school curricula and vocational 
training regulations. In universities, as well as in schools and in vocational training, 

167 Kozyreva, Lewandowsky, and Hertwig 2020; Lorenz-Spreen et al. 2020.
168 These skills require basic knowledge in the areas of data protection, privacy and information security.
169 Wineburg and McGrew 2017.
170 For examples see Kozyreva, Lewandowsky, and Hertwig 2020.
171 Roozenbeek and Linden 2019.
172 See for example “Bildung in der digitalen Welt” (Kultusministerkonferenz 2016).
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where social partners are involved in shaping the offering, the handling of data in par-
ticular should be implemented as a topic that bridges many subjects in addition to 
media and digital skills. For this purpose, basic knowledge of statistics and probability 
theory, as well as skills in the acquisition and interpretation of relevant contextual 
knowledge are needed. For example, especially at university level, relevant expertise in 
the humanities and the social and behavioural sciences should be integrated into the 
curricula of STEM disciplines, while it should be compulsory to develop basic technical 
mathematical and methodological skills in all subjects. In order for there to be greater 
reflection on the scientific basis and the potential social consequences of scientific and 
professional practice, compulsory courses in epistemology and ethics (in particular re-
search and data ethics) are recommended. 

The acquisition of skills for the digital sphere and for responsible and mature participa-
tion in the platform-based democratic public sphere does not end with the completion 
of a formal education, but should continue as part of lifelong learning throughout an 
individual’s entire life.173 Therefore services that enable the acquisition of media and 
digital skills in adult education should be widely available (for example, in adult edu-
cation centres, libraries) and with a specific focus on senior citizens (for example, in 
welfare institutions).174

4.7. Promote quality and data journalism

Finally, the academies recommend the further development of quality journalism and 
the targeted promotion of data journalism. High-quality journalism plays a key role 
for political education and democratic processes, although it has come increasingly 
under pressure in the course of digitalisation. Measures should therefore be taken in 
order to assure and raise the quality of journalism and to support existing initiatives.175 
In particular public service media play a prominent role in promoting a critical, con- 
structive journalism and have at the same time a great responsibility.

Also of particular importance in this connection is the promotion of high-quality,  
data-based journalism that, instead of focusing on individual cases, anecdotes and nar-
ratives, analyses extensive empirical data and long-term trends, ideally accompanied 
by neat visualisations.176 It is important to stress, however, that data-based journalism 
alone does not guarantee high quality or objective assessment. Data journalism should 
in no way replace traditional journalism, but rather complement it. In data journalism, 
too, quality criteria and distortion factors need to be considered. This concerns specifi-
cally established news criteria such as currentness, surprisal value and negativity.177 In 
other words, people are intuitively inclined to focus on current, surprising and negative 
content, whereas long-term, systematic and positive developments are not recognised. 
For example, in recent decades life expectancy has risen globally, extreme poverty has 
reduced massively178 and the general level of violence has fallen.179 Greater consid- 
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eration of these long-term developments, which were accompanied by increasing  
democratisation worldwide,180 may possibly boost the positive self-image of democracies 
and make them more resistant to and easier to defend against attacks by parties hostile 
to democracy. The widely-held view that “bad news is good news” will certainly be  
difficult to eradicate – which is why the targeted promotion of constructive journalism 
is all the more important.181

4.8. Increase digital participation

Digitalisation not only results in problems for democracy and the public sphere, it also 
creates numerous opportunities. As stated under 3.3, this concerns in particular new 
means of social and political participation, which help to improve the public engage-
ment of individuals and civic players. It is not just about issues of communication, but 
also about the appropriate use of automatically generated data. 

In order to strengthen the principle of participation under the conditions of digitalisa- 
tion permanently, the academies recommend a government-funded initiative to pro- 
mote digital participation. The aim of the funding initiative would be to support and 
permanently establish the participation of civil society in a public sphere that is changing 
rapidly as a result of digitalisation. For this purpose, new forms of participation need 
to be established by the promotion of journalistic pioneer projects, civic players and 
corresponding research. Such a funding programme would be an important instrument 
in order to react effectively and adequately to the challenges presented under 3.3.5. In 
this connection it is particularly important that the funding is available long term, so 
that in addition to the research and development of suitable participation concepts and 
processes, their implementation and establishment would also be assured. Innovative 
participation approaches should also be promoted in a targeted manner, as established 
platform operators and service providers are likely to be very attached to their current 
business and participation models, which might be an obstacle to support from the pri-
vate sector for democracy-friendly, commercially less attractive formats.

The working group considers such a funding programme to be another key pillar 
alongside the existing government funding of established newspaper and magazine 
publishers, which focuses in particular on the digitalisation of existing structures, and 
the Live Democracy! programme of the Federal Ministry for Family Affairs, Senior 
Citizens, Women and Youth (BMFSFJ), which basically aims to promote democracy, 
shape diversity and prevent extremism. In addition, the programme suggested here 
directly serves digital participation in the public sphere in a hybrid media system. The 
funding programme should promote the two following areas.

The first concerns pioneer journalism, non-profit journalism and alternative platforms 
in a digital media environment. What is relevant here is the promotion of ideas in order 
to establish an innovative journalism that is an integral part of civil society, gives greater 
consideration to the digital means of (data) research, production and distribution and 
is willing to explore new avenues in participation and in building a relationship with 
people in their everyday lives. It would be important to include participative approaches 
to the development of digital media and plat-forms, such as the concept of “co-creation”, 

180 Marshall and Elzinga-Marshall 2017.
181 Haagerup 2015.

Recommended actions



53

where users and other players are involved throughout the development process from 
the start. This even goes beyond the promotion of quality journalism recommended  
under 4.7. Special attention should be paid in this connection to the development of new 
business, organisational and participation models for journalistic and participation- 
relevant platforms that have not just a commercial focus. An eye needs to be kept in 
particular on local and regional journalism, as in the course of digitalisation and with 
the massive reduction in funding contributed until now by advertisers, more and more 
local and regional newspapers have been closing. Particularly in this area, there is 
therefore clearly a considerable need for new news platform concepts with alternative 
business models. It is important to have an integrative perspective here which does not 
reduce the challenges to technical problems. An approach that addresses the social and 
societal problems from the point of view of the people is key. It follows that humanities 
and social sciences research should be promoted which should be linked to technical 
developments prompted by it and social and civic projects that promote democracy. 
The projects should be supported in such a way that the transition from research-based 
concepts and prototypes to permanent establishment in society is assured. 

The second area concerns support for civic players and open forms of digital partici- 
pation. Many civic bodies which are active in the area of digital participation are faced 
with considerable financial uncertainties, which have been exacerbated by the COVID-19 
crisis. In order to provide greater financial security at a time of extensive change in the 
democratic public sphere, fixed-term structural funding is needed that would see civic 
bodies promoted that are dedicated to the sustainable development of infrastructu-
res for new means of participation and corresponding quality assurance – for example 
in the area of data donation, crowdsourcing, self-help, smart cities, citizen science 
and open forms of innovation such as platforms for collective intelligence or “City 
Olympics” (Städteolympiaden). In addition, digital participation projects also need to 
be promoted, in particular those that involve young people from socio-economically 
disadvantaged or politically-disengaged backgrounds and focus on the integration of 
social groups that until now have been largely excluded. It is important that there is no 
rigid list of topics to be promoted as part of these projects in order to enable and foster 
the development of new ideas.  

Due to the general societal and political relevance of the topic “digital participation”, 
the funding programme suggested here should have a wide remit and address a range 
of scientific disciplines and interdisciplinary cooperations, namely activities involving 
humanities, social sciences and engineering sciences. In order for research-generated 
ideas, concepts and technologies to become permanently established in society, the 
programme should be established for a term of at least six years and support projects 
for longer periods into the realisation and establishment phase. Such a strategy would 
create major opportunities for democracy and serve as a model of great influence.
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