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Abstract. This paper investigates regional convergence in unified Germany for the period
1992-2000. We adopt a spatial econometric approach on the basis of an extended Solow
model. If spatial dependence across regions turns out to be substantial, its ignorance leadsto
biased and inconsistent estimates of the convergence rate and impacts of control variables; in
case of a nuisance dependence biased estimates of standard errors would mislead statistical
inference. In the parsimonious spatial setting proposed here, we allow for higher order
gpatial lags as well as mixed forms of spatial dependencies across regions. On the basis of
this framework findings on 3-convergence are presented for unified Germany.
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1. Introduction

The issue on whether poor countries and regions tend to catch-up richer economies plays a
prominent role in growth theory. The so-called convergence debate has origindly arisen from
predictions of neo-classcd growth theory (Baumol, 1986) but is nowadays lead by contrary
propositions of endogenous growth theory. Influentid articles on the convergence of countries
and US regions sem from Barro and Sda-1-Martin (1991), Mankiw, Romer and Weil (1992),
Idam (1995) and Bernhard and Jones (1996a, 1996b). Armstrong (1995) and Fingleton (1999)
have studied convergence across European regions. The papers of Seitz (1995), Schalk and
Untiedt (1996), Bohl (1998), Funke and Strulik (1999) and Niebuhr (2001) address the issue
of regiona income convergence to West Germany. Barrel and te Velde (2000) and Funke and
Strulik (2000) provide evidence on East-West convergence in unified Germany.

For testing the convergence hypothess different econometric approaches have been

employed which comprise traditiond cross-section regressions, pand econometric methods



and Makov chains. Although sngle papers pointed to the spatid dimenson of growth
processes (e.g. Armstrong, 1995), for a long time no spatiad effects have explicitly been taken
into account in convergence sudies. The crucid question is not whether a growth impetus
comes to a hdt a a regiond border but how strong its effect will be. Are spatid effects in
convergence andydss sufficiently srong that they redly matter? What changes are involved if
soatid effects will explicitly taken into account in econometric growth andyss? Rey and
Montouri  (1999) fird addressed these questions when investigating US regiond income
convergence. They showed that ignorance of spatid effects is not judified in generd. The
consequences of theirs ignorance depend on the kind of spatial dependence which is actudly
present in the growth process.

This paper adopts a spatia econometric perspective for testing the @nvergence hypothes's
for unified Germany. For West Germany both absolute and conditiond income convergence
is srongly reported by nearly dl growth studies. Regarding unified Germany econometric
evidence is missing. Just recently regiondly disaggregaied data on economic growth for a
short decade are avalable from officia datistic sources which enables us to trace the
economic  development in unified Germany up to now in a spdia econometric setting.
Although not explicitly disinguished in neo-classca growth theory, a differentiation between
income per cgpita and labour productivity turns out to be highly relevant for assessng
German regiond convergence. Econometrically, the existing spatial approaches are extended
by choosng a generd spatid mode as suitable framework for growth analysis. It turns out
that the usudly employed spatid lag or spaia error modd can fal short in catching spatid
dependence in convergence modds. For modd identification we manly make use of robust
LM diagnostics (Bera and Yoon, 1993) which have been shown to be superior compared to
traditional criteria (see Ansdin and Horax, 1995) applied up to now in spatid convergence
andyss.

The paper is organised as follows. In Section 2 the human capitd augmented Solow model
as the base for convergence andyss is outlined. Section 3 deds with spatid econometric
modelling issues. Alternative models and diagnogtics for spatid dependence are presented.
Section 4 contains a description of the regiond data set. Section 5 offers an exploratory
andyss on gspaiad dependence of the varidbles employed. Results on convergence are
discussed in detail in Section 6. Section 7 concludes.



2. Growth Theoretic Bass

In empiricd dudies of growth human capitd has proved to provide a dSgnificant
contribution in explaning the varation of labour productivity even in a neodasscd
moddling framework (see eg. Mankiw, Romer and Waell, 1992, Seitz, 1995; Idam, 1995;
Niebuhr, 2001).. Stressing the importance of human capitd as an input factor, Lucas (1988)
modelled the production function for human capitad different from that for other goods. Here
we adopt the view of Mankiw, Romer and Wall (1992, pp. 416) who suppose that both
production functions are not fundamentaly different (see a'so Romer, 1996, pp. 126).

The regiond production functions in the augmented Solow modd ae of type Cobb-

Douglas!

(2.1) Y() = KO HO [AQ <O **.

Y, K, H, A, and L denote the production, physical capitd, human capitd, level of technology
and labour input of a region conddered a time t, respectivey; Ax  denotes the regiond
labour input in efficiency units. The paramges a and a(0<a<l1l0<a<l ae the

production dadticities of physcd and human capitd; 1-a- >0 is the dadicity of labour
input. On competitive markets the input factors are paid by ther margind products. Labour L
and the levd of technology A are assumed to grow exogenoudy at rates n and g. While
technology growth g is sipposed to be uniform in dl regions of the economy, the growth rate
of population, n, generdly differs from region to region.

To trace the evolution of production, physcd and human capitd in the economy we define
the varigbles in efficiency units of labour:

§=YI(A L), k =K/(A %) and h =H/(A XL).

With congant fractions of income invested in physcd and humen cepitd, s, and s,, a

regional economy evolves according to the differential equations?

(22) k() =S (1) - (n+g+8) k()
and

(23) hy (1) =s, 90 - (n+g+d) (D),

11t is assumed that (2.1) underlies the production of consumption, physical and human capital. The goods can be
transformed costlessin either of each utilisation.

2 A dot above avariable describes its derivation with respect to time: X = dx / dt.



where d denotes the uniform depreciation rate of physcad and human capitd. If there are
decreasing returnsto “aggregate’ capitd (4 +4a <1), aregion convergesto its steady-state

(24) R* :( S?:ésa )1/(lé—é)

n+g+a

and

(25) ﬁ* =( Sel;lsﬁé )1/(l a-8)
n+g+a

in which the rdlatiion

a.a o
(26) y* = A(O) )(eg’t (LA )l/(l— 4-8)
(n + g + a) at+ta

with y=Y/L holds for labour productivity. Since the parameters n, g and d as wdl as the
quantities s, and s, can differ from region to region, only conditional convergence applies in
generd. Unconditional convergence would presuppose a catching-up by poorer regions
without a need to control for regiona-specific differences.

Baro and Sda-i-Martin (1999, pp. 87) have shown how the evolution of labour
productively can be traced for an economy outsde the steady-date in the Solow model. In the
caxe of the augmented Solow mode the same dynamic equation results (Mankiw, Romer,
Well, 1992, pp. 422; Romer, 1996, pp. 139). By a Taylor series expansion around the steady
state, one gets®,

@7 In§t) = (1- €)Y §" +e " ¥n §(0),

where the parameter é(é>0 ) Is the rate of convergence. Usng equation (2.6) it can be
shown that the growth of labour productivity, In[§/(t) / 9(0)], is a function of the modd
parameters determining the steady state and of itsinitid level §(0) :

(28) IIO/50)] = (1- &) - & s +(1-e*)—2 ns,
-a-a 1- 4-a

ey 2% |n(n+g+8)- (1- &) InF(0).

-(1-e <
1- 4- 4

According to the trangtion equation (2.8) the growth of labour productivity is podtively
related to the accumulation rates of physical and human capitd and negdively related to the

3 Only the steady statevalue §* of the production per efficiency unit labour (eq. 2.6) is different determined.



sum of the exogenous quantities n, g and d and the initid level of labour productivity. The
latter effect implies that a regiond economy will grow the faster towards its steedy dSate the
farer away it is from it in the Sarting postion. A catching-up seems to be possible for poorer
regions, but absolute convergence can only be expected if economic conditions tend to

equalise across the regions.

Convergence occurring by a higher growth rate of poorer regions is caled 3 convergence. In
case of 3 convergence the disperson of labour productivity does not necessary diminish, since
disturbances can offset the negative effect of growth rate differences (see eg. Baro and Sda-
[-Martin, 1999, pp. 383). An equdisation of disperson across regions characterises the

concept of s convergence. It ensues I3 convergence but the reverse does not necessarily hold.

3. Spatial Econometric Methods
3.1 Modelling Spatial Processes

In order to study the convergence process empiricaly, the trangtion equation (2.8) has to
be transformed into an appropriate econometric modd. Since the cross-sections in this study
are labour markets, we adopt a spatid econometric modeling approach. Spatia dependence
can be subgantive in the sense that it “follows from the exigence of a variety of spdid
interaction phenomena’ or as “a by-product of measurement errors’ (Ansdlin, 1988, p. 11). In
the first case it has to be captured by spatia lags of the reevant economic variables, whereas
in the latter the disturbances are spatidly autocorrdated. Usudly, in spatiad  econometric
models only spatia lags in the dependent variable are taken into account, while spatia lagged

exogenous variables are not explicitly modeled.*

Here we condder the mixed regressve, spatid autoregressve moving average mode
(spatid ARMAX modd) as a general spatid modd which dlows for both kind of spatid
dependence® Given n spaid units in the economy we can state the convergence equation
(2.8) in terms of the generd spatiad model compact in matrix form. Let y be an nx1 vector of
the dependent variable In[y(t)y(0)], X an nx4 observation matrix of the exogenous variables

4 In analogy to time series analysis a spatial econometric model with lagged exogenous variables could be
termed as a spatial distributed lag model (see e.g. Lauridsen, 2002). As in time series analysis one can argue
that spatial effects stemming from exogenous variables will be captured by a spatial lagged endogenous
variable.

® Huang (1984) has been the first who has introduced the spatial ARMA model in econometrics. In addition to
the spatial lags, our model includes control variables (X).



1, In s, Ins, and In (H+g+d), B an nx4 parameter vector reflecting the effects of the exogenous
variables on the dependent variable In[y(t)y(0)] and e an nx1 disturbance vector. The
autoregressive dructure is determined by the AR paramters r; and nxn spaia weight matrices
Wi, i=1,2,...,p, whereas the moving average structure is defined by the MA parameters ¢ and
nxn soatia weight matrices W, j=1, 2,...q. Then the ARMAX(p,q) modd of the growth

equation (2.8) can be presented in the form

BDy=riWy+..+r,Wpy +RBX+e+qWre + ... + ggWge

with e~N(0, s%). From (3.1) one obtains the mixed regressive, spatia artoregressive model
[ARX(p) moddl] by imposing the parameter restrictions g1=0=...=0s=0:

(B2 y=riXWy+..+rppy +RBX +e.

By contrast, for the parameter redrictions ri=r,=...=r,=0 the mixed regressve, spdtia
moving average modd [MAX(g) modd]

BIy=RBX+e+qpWre+..+qMNge+BX+e

results.

In our regiond growth andyss the spatid weight matrices Wi, Wa, ..., Ws, S=p,q are
consdered to be neighbourhood or contiguity matrices. More exactly W; denotes an ith order
neighbourhood matrix having only non-zero entries for contiguous regions. Let W, be an nxn

neighbourhood meatrix which entries V\/i*'k , take only thevalues 1 and O:

(34 W' _11if regions kand ¢ are ith order neighbours
T 0 otherwise |

The entries of W; result from a row normdization of W, which is done by dividing the

dements of the kth row of W, by the kth row sum & W,,,. Thus the kth component of the
L

nx1 spatid lag vector W;% renders the mean of he variable Yk in the ith order neighbourhood

regions of k.°

Ansdin (1998, p.6) brings into prominence that the generd gspatid modd has rardy
conddered in empiricd dudies. Instead, specid cases like the ARX(1) modd (first order
spatid lag modd)

BHy=rWiy+RBX +e

® While afirst order neighbourhood is defined by two regions having a common border, in an ith order neigh-
bourhood of two regionsi-1 regions must lie between them.



or the MAX(1) modd
(3.6) y =RX +q1 ¥V + e.

have obtained atention in applied spatia econometrics (see eg. Ord, 1975; Haning, 1988;
Schulze, 1999; Niebuhr, 2001). The ARX(1) modd is conventionaly called mixed regressive,
autoregressve model or spatid lag modd. Indtead of the moving average error process in
(3.6) in spatid econometricstraditiondly afirst order autoregressive process,

(3.7 e =qu¥e +n,

is preferred for modelling the spatial error process (see- Hordijk, 1979; Ansdlin, 1988, pp. 34;
LeSage, 1998, pp. 50). In this case the spatiad error modd, i.e. the linear regresson mode
with spatid autoregressive errors, reads

(3.8)y = RX + quWpe +n.’

Its equivalent form
(3.9)y = RX + (I - quWa) b = RX + (I + gy +&2 W2 + &3 + ...)n®

gans dtraction gnce it shows tha a random shock hitting a specid region will not only effect
this region but propagate in space. In order to guarantee diminishing nuisance dependence we
impose the parameter redtriction |g|<0. A propagation mechanism results likewise from the
soatid lag modd dnce it can be equivdently represented by an infinite spatid moving
average eror process (Ansdin, 1999, p. 7). This opens the possbility to trace spillover effects
within a spatiad moddling frame.

Usudly only firsd order variants of the generd spatid modd are used in practice One
reeson may be the lack of efficient agorithms in spatid econometric software® Add to this
powerful diagnogtics tools for mode identification are only avalable since the mid 90ties (see
Ansin and Horax, 1995). In view of the former issue and potentid multicollinearity the
edimation of the generd spatid modd can be smplified if one is willing to dlow for satid
effects in a condensed form. The contiguity matrix W_, . for neighbourhoods up to the sth

" The spatial error models (3.6) and (3.8) are observationally equivalent. However, one has to be conscious that
an identification problem arises if one wishes to combine the spatial lag model (3.5) with the spatial error
model (3.8) using the same weight matrix (Anselin and Florax, 1995, p. 24). The identification problem does
not occur in the special variant of the spatial ARMAX model.

8 The last representation follows from the properties of lag polynomials well-known form time-series analysis
(see e.g. Franses pp. 32). In contrast to time series analysis, we have to distinguish between the ith order
weight matrix W; and the ith power of the weight matrix W'.

° Even at present time the general spatial model can only be applied in SpaceStat (Anselin, 1999) in a restricted
form with a uniparametric spatial autoregressive error process.



order (cumulative contiguity) can be eadly cdculaed from the ith (i=1,2,...5) order
neigbourhood matrices W1, Wo, ..., W

W, . =W, +W, +...+W_,s=p,q.

12..s

Usng the row-sandardized cumulative contiguity matrix W, . the spatid ARMAX model
(3.1 smplifiesto

BL0)y=r ><Vvlz...p ¥+ X + q>W12...q e +e.

In the representation (3.7) r and g ae globa autoregressve and moving average
parameters, which comprise spatid effects from 1st up to pth and qth order neighbours,
respectively. The spatid lag vector W,, ¥ here contans eg. the means of dl regions up to
a neighbourhood of pth order so that the autoregressive parameter measures the total effect of
the dependent variable in the broader defined neighbourhood regions on y. Of course, the use
of the contiguity marix W, . can adso offer a way for a generdisation of the first order

spatid autoregressve error modd (3.8). Moreover, the ARMAX representation reflects the
structure of the genera spatid model if one works with agenera spatiad weight matrix. '°

3.2 Testsfor Spatial Dependence

In a gpatiad econometric andyss spatid dependence can be established by examining the

resduads e=y - X& obtained from OLS estimation of the multiple linear regression model

Bll)y=XRB+e.

It can be concelved as the most redricted form of the generd spatid modd (3.1) when al
spatial effects are ignored ( 1=r >=...=r ;=0 and q1=0=...=q4=0). If spatia effects are present,
the resduas will not be white noise but spatidly autocorrdated. In this case nuisance effects
would imply a loss of efficiency in the OLS edtimator of 3. . Standard errors of the regression
coefficient would be biased and usud t tests mideading. If spatid dependence arises from
spaid lags in the dependent vaidble, the problem is more serious insofar as the OLS
esimator of 3 would become biased and inconsstent (Cliff and Ord, 1973, pp. 87; Ansdin,
1988, pp.58).

10" For the construction of general spatial weight matrices see Anselin (1988, pp. 19).



Tests for spatiad dependence in generd are rarely applied in empirica economic research.
However, Moran's | test plays a predominant role in gpplied spatiad econometric andyss. Let
X be an nx1 observation vector of a varigble X measured in devidions from the mean. Then
for agenerd weight matrix W Moran’s | takes the form

X xx/S,,

312) | =
( ) X/ n

where n is the number of regions and S, the sum of weights'’ The numerator of | is a
covariance measure between X and its spatid lag and the denominator corresponds to the
variance of X -; its expected vaue E(1)=-(n-1)" approaches zero for large n. Since Moran's |
is expected to lie in the range between —1 and 1, its interpretation resembles the well-known
non-spatial  correlation measures. For carrying out a test on spatid autocorrelaion one can
take advantage of the asymptoticdly doandard norma didribution of Moran's | in
standardised form (Cliff and Ord (1973), pp. 29).

In our study the Moran test is used to establish if and up to what neighbourhood order the
variables entering the extended neoclassicad growth modd are spatidly autocorrelated. When
goplied to the resduds (x=e) the multiple linear regresson modd (3.11) it is not very hepful
for spatid modd building, Snce it cannot discriminate among Spatid  dternatives (Ansdin
and Rey, 1991; Ansdin and Florax, 1995, pp. 34). As an overdl test it could only indicate,
whether the errors prove to be spatialy autocorrelated at al.

On the assumption that the disturbances are normaly distributed a Likeihood Ratio test

(LR test) can dso gpplied for discovering spatid effects. Let R be the OLS estimator (=ML
resricted estimator) for 3 in the regresson modd without dlowing for spatid dependence

A

and

'spat

the maximum likeihood (ML) esimator (= ML unredtricted estimator) for the

presumed spatial regresson modd. Then the LR datistic defined as twice the difference of the
log likelihood functions (/) of the unrestricted and restricted regressions models,

(313) LR=2£/(R,,) - £(R)],

is known to be asymptoticdly distributed as a c? variate with degrees of freedom given by the
number of condraints (Ansdin, 1988, pp. 67; Darnel, 1994, pp. 222). In the spatid case the

1 cliff and Ord, 1973, pp. 8; Ansdlin, 1988, pp. 101. In case of a row-standardised because of $,=n the
guantities S, and n cancel out. For the sake of simplicity in this section we suppress any order index for the
spatial weight matrix in definitions of diagnostics for spatial dependence.
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number of congraints correspond exactly with the number of spatia parameters included in
the unrestricted modd.

For testing he kind of spatia dependence two Lagrange Multiplier tests by Bera and Yoon
(1993) have proved to be promisng. In Monte Carlo experiments Ansdin and Florax (1995)
have shown that the BeraYoon Lagrange Multiplier tess has high power in discriminating
between spatid lag and error dependence. The basic idea of these tests consdts in correcting
the Lagrange Multiplier test datistics for spatid error and lag dependence, LM(err) and
LM(lag) (see e.g. Ansdlin and Florax, 1995, pp. 25),

(3.14) LM(err) =(&" X /b 2)? [ tr(W'W + W ?)
and
(3.154.4) LM(lag) = (€W xy/6 )2 [[(WX ) MWXR)/E 2 +tr(W'W +W 2)],

with the ML esimator 6 2 =e"e/n for the error variance s2and M = | — X (X' X)X’ known
from regresson andyss a a projection matrix. In order to discriminagte among the
dternatives, the spatid lag dependence is diminated from LM(err) by extracting a function of
eV %y , whereas a function of eV »e is subtracted from LM(lag) in order to control spatia
error dependence.!? This means that e adjusted LM error test, LM op(erT), responds to spatial
error dependence but not to spatiad lag dependence. In contrary, the adjusted LM lag test,
LMon(lag), is expected to indicate spatial lag dependence but not spatial error dependence.
Under the assumption that the errors are normaly distributed both test datigtics, LM on(€rT)
and LM on(lag), obey a c? distribution with one degree of freedom.

4. Data

The study of regiond convergence in unified Germany refers to the period 1992-2000.
Although officid datigtics provides data for disaggregated adminidtrative ared units, our
notion of a region is economic in naure. Making no dlowance for economic rdationship in
space may involve digortions regarding economic conditions and development (see Eckey,
Horn and Klemmer, 1990). For this Eckey (2001) has defined German functiona regions by
agoregating didricts (Kreise) on the bass of commuter flows. The functiond regions aising
in this way ae caled ‘regiond labour markets. Starting from 440 German didtricts Eckey

12 See Beraand Y oon (1993); Anselin and Florax (1995, pp. 25).
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(2001) congructed 180 German labour markets of which 133 are mainly located in West
Germany and 47 in East Germany. 3

Since growth theory takes full employment for granted, the convergence reaionship can
be applied to both income per capita and labour productivity.'* Both indicators are calculated
in red terms, where didrictiona data on gross domestic product (GDP), employment and
polulation have been aggregated and date data on the GDP price index have been
disaggregated to match with the regiond labour markets concept. All data stem from the
“Nationd Accounts of the States’ (“Volkswirtschaftliche Gesamtrechnung der Lander”)
compiled by the Statistical State Office Baden-Wrttemberg.

In the augmented Solow modd the sum of popuation growth, capitd depreciation and
growth of technologica progress enters as an exogenous variable. Mankiw, Romer and Well
(1992, p. pp. 413) and Idam (1995, p. pp.1139) eg. view the last two components to be
congant in their country samples and set them equd to 0.05 in order to “match the available
data’.® Since for unified Germany regiond differentiated depreciation rates are not available
as wdl, we have cdculated a uniform average depreciation rate of 4.8% for the period of
invedigation from data on depreciation and invested capitd (Statistisches Bundesamt, 1999,
2001).2® Our choice of the rate of technological progress is based on an empirica study of
Gromling (2001) who edtimated a vaue of 0.6% for unified Germany in the period 1992-
1999. Investment rates for the overal regiona economies as measures of regiona savings
rates s¢ ae not avalable on the disaggregation level required. Regiond investment rates are
only avalable for the industrid sector. Because the indudtria sector no more represents even
the largest sector of the economy, there is a founded danger that distortions may produce
uncontrolled effects when working with such redricted indicator. That is why we prefer to
meesure regiond invesment intendty by the newly established enterprises in rdation to the
working population. Didrictional data on newly established businesses are available for 1998-
2000 on the CD “Statigtik regiona” are offered by the Federd Statistical Office Germany. In
our sudy the regiona data for the invesment proxy are computed in form of tempord

averages per capita

13 There are three overlapping regions which consists of a majority of West German districts. Therefore they are
|abelled as West German regions.

14 Formally the equality of both concepts is established by normalising the labour participation rate to 1. In
applied work a differentiation between the two conceptsis necessary.

15 Mankiw, Romer and Weil (1992), p. 413. In both studies the deprecation rate is set equal to 0.03, whereas for
the rate of technological progress avalue of 0.02 is chosen.

16 The depreciation rate appears to be very stable over the period of investigation.
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Snce invetment in human capitd is much more difficult to measure than invetment in
physcd capitd, we subgtitute s, in convergence equation (2.8) by an indicator of the bvd of
human capitd.l” Human capitd is in generd viewed as labour qudifications acquired in
education and traning. In West German regiond growth sudies the proportion of working
population with a university degree or a degree & an advanced technical college is used as an
indicator for human capita.*®

Due to data accesshility it is usudly referred only to the part of population bounded by
lav to the socid security sysem. Beside the sdf-employed persons, especidly dl officds
and cvil sarvants are missing in this datistic. To reduce distortion effects as far as possble
we condruct a comprehensve human capitd indicator which comprises officids and civil
savants. The two highest career groups of civil servants are well matched with the degrees of
the employees being bound to the socia security sysem. Disaggregated data on the
qudifications and careers of the working population have been provided by the German
Federal Statistical Office and the German datistical Sate offices. It is assumed that the 2000
data are representative for the period under investigation.

5. Spatial Autocorreation of Variables

In order to get an impression on the extent of spatia autocorrelation - encounter Moran's |
is goplied to dl variables that enter the regiond growth modd. This can be viewed as a
preliminay spatid data andyss to our spatidly econometric modeling agpproach. Since
Moran's | is just an overdl measure of spatid autocorrelation we do not expect to get an
ingght in the kind of spatid dependence we ultimately have to take into account. However,
beyond a generd impresson of the strength of spatia autocorrdation we additionaly expect
to obtain some clues on the possible dimenson of spatid dependence. For this we use

contiguity matrices up to an order of Sx in caculating Moran's|.

Table 5.1 shows the pattern of spatid autocorreation for the growth rate of read GDP per
capita and tota employment (columns 2 and 5) in the period 1992 - 2000 for the 180 German
labour markets. In generd the spatid autocorrdation diminishes with a higher order of

17 Formally, if In(sy) is substituted by the log level variable H, equation (2.8) changes insofar as the production
elasticity of human capital, 3, now only appears in the numerator of the coefficient of In(H). See Mankiw,
Romer and Weil (1992), p. 418.

18 See Seitz (1995), p.180; Niebuhr(2001), p. 121.
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neighbourhood. Regarding the - growth rates a consderable postive spatid dependence can
be dated up to regiond neighbourhoods of order three. Although Moran's | is ill highly
dgnificant for a neighbourhood of order four, its absolute vaue is markedly reduced. Despite
patly dgnificant autocorrdation coefficients gpatid dependence is practicdly negligible for
neighbourhoods of fifth and sixth order, because of the low vaues of the Satistic. The pattern
of gpatia autocorrelation for the logs of rea GDP per capita (columns 3 and 4) and GDP per
tota employment (columns 6 and 7) at the two edges of the sample period is very amilar to
that of the growth rate.

Table5.1: Moran's| for regiond GDP growth and leve variables

Order of WGDPC LGDPC92 LGDPCOO WGDPE LGDPE92 LGDPEOO

contiguity

1% order 0.668 0.698" 0.525 0.655 0.777" 0.684
2" order 0.545" 0.551"" 0.394"" 0.561"" 0.639"" 0.518™"
39 order 0.427"" 0.454"" 0335 0461 0.525"" 0.419”"
4™ order 0.245" 0.295"" 0.248"" 0.215" 0.320"" 0.296""
5™ order 0.047" 0.128"" 0.139™" 0.013 0.112 0.146""
6"order  -0.076"  -0.0147") -0.023 -0.097"" -0.056" -0.010

Notes: WGDPC: growth rate of real per capita GDP, WGDPE: growth rate of real GDP per total employment,
LGDPC92 (LGDPCOQQ): logarithmic GDP per capita 1992 (2000), LGDPER92 (LGDPEQQ): logarithmic GDP
per total employment 1992 (2000)

** Gignificance at 1% level; * significance at 5% level; (*) significance at 10% level

From Table 52 a somewha different picture emerges for human capitd and investment
intensity, wheress the growth rate of population® resembles the former one. Human capitd
and invetment intendty ssem only be linked within immediately contiguous regions or

Table5.2: Moran's | for control variables

Order of contiguity LHUMAN LNFB LDTW
1% order 0.228" 0.101° 0.725
2" order -0.015 0.169" 0.589""
3 order 0.076"" -0.017 0.509""
4™ order 0.070"" -0.030 0.273"
5™ order 0.010 -0.038™) 0.066""
6" order -0.044") -0.058" -0.084""

Notes: LHUMAN: log human capital (proportion of highly educated people per total employment);

NFB: log newly founded businesses; LDTW: log of (n+g+d)
** Significance at 1% level; * significance at 5% level; (*) significance at 10% level

19 Since the parameters g and dare hold constant across the regions, the behaviour of the variable LDTW is de-
termined by the growth rate of population.
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second order neighbourhood regions, respectively. Moreover, in both cases gpdid
autocorrelation is not strongly marked.

In summary, spatid correation andyds brought some evidence that growth spillovers
seem to be more important than the pillovers arisng from human capitd and investment
drength. All in dl it would appear from this that spatid dependence in the data coud be well
captured by a spatial modd.

6. Empirical Evidence on Regiona Convergence

6.1 Tests on Regional Income Convergence

At fird we invedigate the convergence hypothess of neodasscd growth theory with
respect to income per capita. The sample comprises 180 labour markets in West and East
Germany. The time period covers not quite a decade from 1992 till 20002° We test for
absolute as wel as for conditional convergence. Tests of absolute convergence hypothesis
rely on models where apart from the intercept only log income per capita in the initid year is
taken into account. In a gspatia setting regiond dependence has to be accounted for by
modelling spetia error and/or spetia lag effects.

The edimaion of the convergence equation (2.8) without control varidbles and spatia
effects serves as a point of departure. Classica regresson andysis leads to estimation results
shown in the second column of the upper part of Table 6.1. Out of this a rate of convergence
of 6.5% on the average can be inferred® The coefficient of initid log income per capita which
“explans’ the variaion of income growth to about 75% is highly sgnificant and takes the
expected Sgn.

Agang OLS edimation of the convergence parameter it is objected that random
fluctetions of GDP in the darting period result in a “regresson towards the mean” (Quah,
1993). As a consequence the “true’ value of the convergence parameter will be systematically

overestimated in absolute value which means that there is a bias towards convergence. Its

20 Although most growth studies refer to long periods, potential structural breaks often require a division of the
sample period into sub-periods. Barro and Sala-i-Martin (1995, pp.382) e.g. analyse economic growth for the
period 1880-1990 but divide it into 10-, 15 and 20- but also just 5years sub-periods for studying
convergence.

21 The speed of convergence, | , is obtained from the convergence parameter a = - (1- &€ "t) ;@ =-[In(1-a)]/it;
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Table 6.1 Tests on absolute income convergence

Dependent Classicd Spatia lag mode (1¥ order)?
Vwaé%lgc regrcl)_nsr)nodel Maximum Instrument Variables
Likelihood (ML) Method (1V)
Vaidbles Coefficients Coefficients Coefficients
Congtant 4.0846"" 2.9496 2.74289"
(0.1673) (0.2630) (0.3504)
W_LAG 0.3581" 0.4234"
(0.0643) (0.0993)
LGDPC92 -0.4035"" -0.2924"" -0.2722""
(0.0171) (0.0262) (0.0346)
Implied | 0.0646 0.0432 0.0397
R2 0.758 0.795 0.796
SSE 0.00702 0.00589 0.0060
AIC -379.802 -402.269
BIC -373.416 -392.690
B 6.642" 5.6230")
Diagnogtics for spatia dependence
Wy W, W3
Moran 2.863"" 1.981" 1.042
LM on(err) 0.305 0.000 0.0344
LMyon(lag) 15.589"" 8.833" 3.802"

LR(err vsclas)=24.467"" LM(err in lag): 0.950 (ML) and 1.023 (1V)

Notes: aMixed regressive, 1% order spatial autoregressive model [ARX (1) model]
**: 1% significance level; *: 5% significance level; (*): 10% significance level
R2: Coefficient of determination (for spatial models: pseudo R2); SSE: Standard error of regression;
AIC: Akaikeinformation criterion; BIC: Schwartz criterion; JB: Jarque-Bera statistic;
Moran: Moran’s| for residuals; Wi, i=1,2,3: ith order contiguity matrix (row-standardised);
LM(err), LM op(err), LM(lag), LM op(lag): Lagrange Multiplier statistics (see Section 3.2);
LR(err vsclas): Likelihood Ration statistic (see Section 3.2);
LM(errinlag): LM test for spatial error dependence in spatial 1ag model

Sze depends on the magnitude of the error variance relative to the variance of the flawless
GDP per totd employment. The bias does not disgppear with an increasng sample size but it
will be negligible if the error variance proves to be smdl in rdation to the variance of the
“true” regressor.??> For obtaining a consistent estimator of the convergence parameter | the
method of indrumenta vaiables (IV method) is recommended (see eg. Johnston and
DiNardo, 1997, pp. 155).

22 The problems of regression towards the mean can be formally treated in an errors in the variables model (see
e.g. Johnston and DiNardo, 1997, pp.153). From such a setting it can be shown that for the OLS estimator of

the independent variable In  § (0) of the convergence equation (2.8) the relation plim 51 :él(s ,2;,9(0)/
(s ,zn ) S \,2) holds where In y(0) denotes the flawless independent variable and v the error of the actual used

regressor In y(0) .



16

However, usng an adequate ingrument for the starting value of income per capita would
not solve the problem in presence of gpatid effects. In case of a subsantive spatid
dependence parameter estimation would continue to be inconsistent, whereas in occurrence of
goatid error dependence standard errors of the parameter estimates would be biased with the

consequence of amideading inference. It isthisissue we focus attention in our work.

From gpatid autocorrdation andyss of the modd varidbles we know that spatid
dependence is present in the data However, we have to investigate through which channels
spatia dependence manifests itsdf in the convergence equation. In the lower part of Table 6.1
various diagnogtics on spatial dependence are listed. At first the Moran test and robust LM
tests are carried out for neighbourhood matrices of first, second and third order, respectively,
for the OLS resduds. The high dgnificance of Moran's | for W; dealy indicates the
exigence of gpatid effects which could invdidate the results obtaned from the classicd
regresson setting. This finding is strongly confirmed by the LR test. The robust LM datistics
unambiguoudy point to a spatid lag modd for capturing these effects. Usng the information
criteria AIC and BIC for modd identification the 1% order spatiad lag modd turns out to be
favourable to mixed regressive, higher order spatia autoregressve models.

The ML edimates of the firs order spatid lag model (Table 6.1) show a high sgnificance
of coefficient of the spatid lag term. The rdevance of spatia lag dependence is dso brought
about on the bass of the information criteria as wel as the standard error of regresson.?®
From ML estimation a noticesble lower rate of convergence of 4.3% per year in comparison

to the corresponding OL S estimate results.

Note that the LM(lag in er) datistic does not point to a relevance of the dternative spatid
lag model. However, despite the good modd fit the assumption of norma disturbances
underlying ML edimation may be doubted. In contrary to OLS resduas the Jarque-Bera
datigtic for the ML resduds is not dgnificant a the 5% but on the 10% leved. In order to
check the robustness of inference we additiondly estimate the first order spatid lag mode by
applying the method of ingrument variables (IV method). In essence IV edimaion of the
spatia lag modd backs the results of ML estimation. The convergence rate decreases further
by &out a third percentage point to 4%. Some caution yet remans advisable as
heteroscedagticity of OLS errors could be decreased but not fully eiminated in the spatid

2 |n case of ML estimation the R2 measure is only a pseudo coefficient of determination which is not compara-
ble to the standard R? measure of OL S estimation.
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sting.?* Moreover, the role of control variables in the course of the process of income
convergence has to be assessed.

Here we dart again with the classca regresson mode in order to test for spatia effects
Table 6.2).. Indeed, the existence of gpatiad dependence is clearly indicated by Moran's | and

Table 6.2: Tests on conditiona income convergence

Dependent Classcd Spatia models
varigble regresson , St , ,
Spatia lag modd (1 ARX(1) with spatid
WGDPC moael (OL.S) order)? (ML) autoregr. errors® (2SLS)
Vaidbles Coefficients Coefficients Coefficients
Congtant 3.5604"" 3.3003" 3.4133"
(0.4553) (0.4392) (0.4554)
W_ERROR(2) 0.9122
W_LAG(1) 0.2688"" 0.2692")
(0.0714) (0.1484)
LGDPC92 -0.4010"" -0.3429™" -0.3707""
(0.0267) (0.0307) (0.0364)
LDTW -0.0523 0.0525 0.0400
(0.0819) (0.0818) (0.0867)
LHUMAN 0.1186" 0.1041"" 0.1343"
(0.0221) (0.0219) (0.0230)
LNFB 0.0248 0.0173 0.0301")
(0.0152) (0.0145) (0.0170)
Implied | 0.0641 0.0525 0.0579
R2 0.803 0.818 0.477
SSE 0.00583 0.00522 0.00580
AIC -410.367 -420.524
BIC -394.402 -401.366
B 1.999 5.888(")
Diagnostics for spatia dependence
W, W, W3
Moran 0.162"" 0.145" 0.068""
LM on(err) 2.169 14.751" 7.386
LM on(lag) 2.245 0.040 1.042

LR(lag vs. Clas)=12.157"" LM(errinlag)=0.832 (W1)  LM(err)=11.487** (W,)

Notes: aMixed regressive, 1st order spatial autoregressive model; b Mixed regressive, 1st order spatial auto-
regressive model with a2nd order spatial autoregressive error process (usingWy)
**: 1% significance level; *: 5% significance level; (*): 10% significance level
R2: Coefficient of determination (for spatial models: pseudo R?); SSE: Standard error of regression;
AIC: Akaikeinformation criterion; BIC: Schwartz criterion; JB: Jarque-Bera statistic;
Moran: Moran’s| for residuals; W, i=1,2,3: ith order contiguity matrix (row-standardised);
LM(err), LMop(err), LM(lag), LM on(lag): Lagrange Multiplier statistics (see Section 3.2);
LR(err vsclas): Likelihood Ration statistic (see Section 3.2);
LM(errinlag): LM test for spatial error dependence in spatial lag model

24 |n the spatial setting he spatial Breusch-Pagan (spatial BP) statistic is only weakly significant (10% level),
whereas the BP test displays high significance in the classical regression model. Thus, along with allowing for
spatial dependence it is succeeded to reduce heteroscedasticity to alarge degree.
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LM datigtics. In contrary, though, to unconditional convergence analysis mode identification
tuns out be much more difficult. Although Moran's | indicaes the strongest gpatid
dependence in case of the firg order contiguity matrix, the robust LM datistics fail to reflect
this finding. But both the LM(er) as wel as the LM(lag) Satistics are highly significant.?®
According to the traditiona identification criterion because of LM(lag) > LM(ar) a spatid lag
modd could be viewed to be preferable to a spatid error modd (Ansdin and Rey, 1991).
However, a 1% order spatid lag canot diminate the 2" order spatid error dependence
dressed before by the robust LM test statistic. Therefore we choose a mixed regressive, T
order spatiad autoregressve model with a 2" order spatiad autoregressive error process to
capture the spatia effects. The speed of convergence of 5.8% per year lies well below the
implied vaue from OL S etimation.

The importance of human capitd as a driving source for the growth process s exposed by
its high dgnificance in dl regresson modds. In contrary, population growth does not matter
for growth in unified Germany. Note that the rdevance of physcd invesment for
productivity growth is only found in the last spatid setting. OLS estimation in the dasscd
model faled to prove the dgnificance of newly founded investments as a proxy for the
investment rate. Although far from being perfect, this proxy seems to be able to resolve a
leest the problem of uncontrolled effects that occurred in German regiond convergence
studies when working with purely industria investment rates® .

6.2 Tests on Regional Convergence of Labour Productivity

While income per capita is usudly interpreted to reflect the prosperity of a region, red
GDP per totd employment mimics the labour productivity. Since in growth theory full
employment is presupposed, there is no need to distinguish between the two concepts?’
However, empiricdly an increase in regiond productivity over time may not go hand in hand
with in increase in prosperity. Since one cannot assume convergence to be unaffected by
different developments of both quantities, an extenson of spatiad econometric andyss to
labour productivity could shed more light into the convergence process in unified Germany.

The findings on unconditiona convergence of labour productivity across German labour
market regions are displayed in Table 6.3. From preiminary OLS esimation of the classca

25| M(err) and LM(lag) take values of 11.3385 (p=0.00074) and 11.461 (0.00071), respectively.
%6 See Seitz (1995), p. 184; Schalk and Untiedt (1996), p. 575.
271 the extended Solow model the employment rate s set to one for sake of simplicity.
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regresson mode a high speed of productivity convergence is uncovered. But the diagnogtics
for spatid dependence clearly indicate a misspecification of the non-gpatid regresson model.
In the 1% order spatid eror mode, which follows graightforwardly from mode
identification, the ML edimator of the coefficient of the spatid error term proves to be highly
ggnificant. However, the implied convergence rate of 7.61% does only differ dightly from
the OL S edtimate.

Table 6.3: Tests on absolute productivity convergence

Dependent Classcal regression Spatial error model (1% order)®
vende. modet (OL.S)  Maimum Generd Method of
Likelihood (ML) Moments (GMM)
Variables Cosefficients Cofficients Cofficients
Congtant 4.9736** 4.9616** 4.9505* *
(0.1803) (0.2204) 0.2240)
W_ERROR 0.2805** 0.3013
(0.1012)
LGDPE92 -0.4570** -0.4561** -0.4559**
(0.0170) (0.0208) (0.0218)
Implied | 0.0763 0.0761 0.0761
R2 0.802 0.802 0.802
SSE 0.00406 0.00377 0.00380
AIC -478.358 -486.667
BIC -471.972 -480.281
JB 6.219* 5.953(*)
Diagnostics for spatia dependence
W, W, W3
Moran 0.1586** 0.0527 0.0314
LM on(err) 4.400* 0.655 0.383
LM on(lag) 0.400 1.715 1.427
LR(err vsclas) = 8.310** LM(laginerr) = 0.272

Notes: a Regression model (3.8) with 1% order spatial autoregressive error process
**: 1% significance level; *: 5% significance level; (*): 10% significance level
R2: Coefficient of determination (for spatial models: pseudo R?); SSE: Standard error of regression;
AIC: Akaike information criterion; BIC: Schwartz criterion; JB: Jarque-Bera statistic;
Moran: Moran’s| for residuals; W, i=1,2,3: ith order contiguity matrix (row-standardised);
LM on(err), LM op(lag): Robust Lagrange Multiplier statistics (see Section 3.2);
LR(err vsclas): Likelihood Ration statistic (see Section 3.2)

If one quedtions the normdity assumption because of the wesk sgnificance of the Bera
Jarque datigtic for ML resduas an gpplication of the genera method of moments (GMM) for
parameter estimation could be taken into congderation.. The Kejian-Prucha GMM estimator
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(Keljian and Prucha, 1998) corroborates highly the results of ML estimation.”® The main

difference to the non-gpatid setting lies in an explict accounting for spillovers in form of

random shocks. The spatid error model offers a framework for tracing the propagation of a

random shock emerging in aregion throughout the neighbourhood regions.

Table 6.4: Tests on conditiona productivity convergence

Dependent Classicd regresson Spatid error models (ML)?
vWar(lsa[b;ISE model (OLS) 1% order 2" order 3 order
Variables Coefficients Cosfficients Cosfficients Cosfficients
Congant 4.7050** 4,7526** 4,7076** 4.7172%*
(0.3266) (0.3347) (0.3324) (0.3220)
W_ERROR 0.2597* 0.5239** 0.6758**
(0.1026) (0.1323) (0.1389)
LGDPE92 -0.4542** -0.4591** -0.4583** -0.4605**
(0.0278) (0.0288) (0.0292) (0.0286)
LDTW -0.0181 -0.0198 -0.0284 -0.0238
(0.0426) (0.0431) (0.0420) (0.0414)
LHUMAN 0.0708** 0.0729** 0.0787** 0.0845**
(0.0173) (0.0174) (0.0166) (0.0167)
LNFB 0.0192 0.0173 0.0219(*) 0.0223(*)
(0.0120) (0.0117) (0.0119) (0.0117)
Implied | 0.0757 0.0768 0.0766 0.0771
R2 0.826 0.825 0.825 0.825
SSE 0.00364 0.00335 0.00323 0.00320
AIC -494.971 -502.240 -507.677 -509.468
BIC -479.007 -486.275 -491.712 -493.503
JB 1.674 1.803 1.641 1.447
Diagnostics for spatia dependence
Wq W> W3
Moran 0.1503** 0.1047** 0.0854**
LMy on(err) 9.036** 0.838** 10.580**
LM on(l20) 1.070 0.668 0.788
1st order model 2" order model 3 order model
LR(err vs. clas) 7.268** 12.705** 14.496* *
LM(lagin err) 1.180 0.442 0.035

Notes: a ARX error model (3.8) with cumulative weight matricesWi, W12 and Wi 23
**: 1% significance level; *: 5% significance level; (*): 10% significance level

Rz: Coefficient of determination (for spatial model: pseudo R?); SSE: Standard error of regression;

AIC: Akaikeinformation criterion; BIC: Schwartz criterion; JB: Jarque-Bera statistic;

Moran: Moran’s| for residuals; Wi, i=1,2,3: ith order contiguity matrix (row-standardised);
LM(err), LM op(err), LM(lag), LM op(lag): Lagrange Multiplier statistics (see Section 3.2);

LR(err vsclas): Likelihood Ration statistic (see Section 3.2);
LM(laginerr): LM test for spatial lag dependence in spatial error model

28 gince heteroscedasticity seems still to be present the spatial model could not regarded as being " perfect”.
Heteroscedasticity cannot be captured- adequate by the exogenous variables used in this study.
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Table 6.4 refers to the issue of conditiond productivity convergence in unified Germany.
The diagnogtics for spatia dependence unequivocaly point to the spatid error modd as an
adequate spatia nodelling framework. Spatid effects turn out to be strong which implies that
the classcd regresson modd is misspecified. But unlike to the case of income convergence
the convergence rate differs only dightly in al three spatid error modes. Note dso that the
increase in the speed of convergence is smdl in comparison to the unconditiond modd. In
any case with a value of about 7.7% the convergence rate of labour productivity exceeds that
of income per capita consderably.

The robust LM(er) datistics show dgnificance up the 39 order neighbourhood meatrix.
Obvioudly, the £ and 2' order spatial error model do not succeed to catch the spatial effects
sufficiently well. According to al goodness of fit criteria the 3 order spatid error model
disolays the best performance. The outcomes of the Jarque-Bera test give no reason to
guestion the normdity assumption in aty case 0 tha ML edimaion is best auitable
Heteroscedadticity cannot be unambiguous assessed because the spatiad Breusch-Pagan test
and the White test indicate contradictory evidence. Regarding the control variables the same
inference as in the gpatia income per capita modd holds which emphasises the importance of
human capital and investment intengity for productivity convergence.

Spatid econometric andlyss has brought about a congderable difference in the speed of
convergence between labour productivity and income per capita Since income per capita,
GDPC, equasthe product of labour productivity, GDPE, and the employment rate, EC,

GDPC = GDPEEC,
the log income per capita, LGDPC, isgiven by

LGDPC = LGDPE + LEC,

where LGDPE and LEC dencte the naturd logs of labour productivity and the employment
rate, respectively. Hence, the variance of log income per capita can be decomposed into the
variances of the logs of labour productivity and employment rate and twice the covariance of
the latter variables:

(6.1) Var(LGDPC) = Var(LGDPE) + Var(LEC) + 2:Cov(LGDPE, LEC).

Table 6.5 digplays the variance decomposition (6.1) for the starting year 1992 and the latest
year 2000. Since the variances of income per capita and labour productivity diminish for the
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Table 6.5: Variances decomposition of income per capita

Y ear Var(LGDPC) Var(LGDPE) Var(LEC) Cov(LGDPE,LEC)
1992 0.133647 0.077930 0.013617 0.021050
2000 0.054505 0.026892 0.009770 0.008922
Vaianceratio/ 0.408 0.345 0.718 0.424
Covarianceraio

period of invedigation s-convergence holds. Note that the variance ratio for labour
productivity is markedly lower than that for income per capita. This outcome can be attributed
to two factors. Firdly, the reduction of variance in the employment rate turns out to be smal;
its variance raio is about twice as lage as the vaiance raio for labour productivity.
Secondly, a posgitive covariance between labour productivity and employment rate means that
employment benefits not in low but in high productivity regions?® Because of the covariance
ratio lies above the variance ratio for labour productivity the relaionship between the two

variables exerts an adverse effect on income convergence.

7. Conclusions

Convergence across regiond labour markets in unified Germany has to be judged
differently depending on what growth phenomenon exactly becomes the focus of attention.
Although spatid econometric analyss corroborates both regiond income and productivity
convergence for unified Germany, the speed of convergence turns out to be consderably
higher in case of the later quantity. Moreover, human cgpitd and the investment intensty
measured by the newly founded business prove to be relevant control variables in the progress
of the convergence process. However, only for income per capita the convergence rate in the
conditiond modd differs markedly from that of the &bsolute convergence case. Since
conditional convergence is sronger backed, a well-founded scope for policy measures seems

to be given for reducing regiond inequditiesin the sandard of living.

An exploratory data anadyss of exogenous variables displays strong spatid effects in form
of digtinct spatia autocorrelaions up to a neighbourhood order of three. The spatid lag or

goatid eror modd employed in recent empiricd convergence andyss are not suited to

29 The correl ation between labour productivity and the employment rate takes a value of 0.646 in 1992 and is yet
marked in 2000 whereitsvaluelies at 0.550.




23

capture to spatid effects present in the data. For that reason we propose a parsSmonious
vaiant of the generd spatid lag modd with an identification drategy andogue to ARMA
mode building in time series andyss Although robust LM tests for spatid lags and errors
prove to be vaduable criteria for modd identification, conventiond criteria are supplementary
diagnogtics.

The spatid setting has brought a@bout a conditiond rate of convergence for income per
capita between 5 1/4 and 5 %%. From this range a hdf-life time between about 12 and 13
years can be inferred. With regard to the East-West income gap the spatid growth model
predicts a reduction of about one third within a decade. This means that East Germany’s
relaive income level of 66,1% in 2000 is expected to increase to a vaue between 77.2 and
78% in 2010 if the East-West proportions in the control variables will reman sable
Productivity converges with a consderable higher rate of about 7.7 which implies a hdf-life
time of about 9 years. For the growth decade 2000-2010 our variant of the neo-classicd
modd predicts for East German regions an increase of reldive labour productivity from
73.5% in 2000 to 87.7% in 2010.

In view of a grest many incentive measures and development programmes by German
government and EU funds the danger could occur to loosen the efforts in supporting the
caching-up process of East Germany’s regions. Examples of other EU countries are suitable
to become aware that despite of extensve externa support a catching-up of poorer regions
does by no means natura take place. Although income differences have been diminished
across EU member dates during the past fifteen years, regiond inequalities have increase
(Basle, de Nardis and Girardi, 2002). It turns out that it is above dl catching-up of richer
regions in periphery countries that caused across-country convergence. This example makes
clear that the outcomes of our regional convergence study are specific to the growth process
in unified Germany which cannot be trandated to regiond development in other countries.
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