Recent developments in magnetic nanostructures
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Some of the new developments on magnetic nanostructures are reviewed. The advances on the synthesis, characterization, and understanding of magnetic dimers, nanoclusters, magnetic nanowires, Heusler alloy thin films, and single molecule magnets, are discussed. Particular emphasis is made on the magnetic properties of: (a) manganese dimer, whose properties is a field of debate and are important to disentangle the multifarious behaviour of the macroscopic samples, (b) manganese nanostructures which show a very rich and complex behaviour, not shown in other transition metal clusters, (c) cobalt magnetic nanowires, which show spin-reorientations as a function of size and microstructure, (d) Heusler alloys, that are half-metallic present potential applications for spintronics, and magnetic shape memory devices, and (e) single molecule magnets, systems with very high magnetic moments and are homogeneous in macroscopic samples. All these systems are good candidates for technological applications and in particular for the emerging field of spintronics.
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Introduction

Due to the effects of special confinement and low dimensionality, ultra thin films, nanowires, and clusters of atoms composed of transition metal atoms exhibit magnetic properties not displayed by the corresponding bulk solids. For example, elements that do not show magnetic phases in bulk samples, like rhodium, display magnetic moments in small clusters¹. Furthermore, due to recent advances in experimental techniques, nowadays one can synthesize, characterize and design special materials with specific size, composition and structure. It is interesting that these new materials show unexpected physicochemical properties that are not interpolations between the atomic or molecular structures and the bulk solids. These effects are recognized to be produced mainly by the large ratio between surface and bulk atoms².

In particular, the magnetic properties of low dimensional systems are of great importance from both, the point of view of fundamental understanding, for the potential applications in storage media, medical applications and pharmacology. Careful measurements of the magnetic properties of small magnetic aggregates, nanowire arrays, and single molecule magnets have been published in the last decade. In the case of small atomic clusters, most of them show an enhancement in the atomic magnetic moments and a smooth size dependence³. An exemption is manganese, which by far is the most complicated magnetic element. The size dependence of the magnetic moment is non-monotonic with various maxima⁴,⁵.

On the other hand, other systems that exhibit potential technological applications are nanowires of magnetic transition metals. Transition metal (TM) nanowires are among the most studied magnetic nanostructures. In particular, a large amount of previous experimental reports have shown that single component as well as alloyed TM nanowire arrays synthesized by electrodeposition into porus membranes can be fabricated (see for example ref. 6) and that they are characterized by having magnetic properties (e.g. hysteresis curves⁷–⁹, Curie temperature¹⁰, magnetization reversal mechanisms¹¹,¹², etc.) that strongly depend on relatively easy experimentally accessible parameters like for example, the wires length and diameter, inter-wire coupling, microstructure, and the chemical composition of the samples.

Here, we address a few particular systems. First, we report on recent results on the magnetic properties of...
manganese dimer\textsuperscript{13}. It is important to understand this basic unit in order to shed some light on the very complex behaviour of manganese systems. We present next recent results on the size dependence of the magnetic properties of manganese clusters\textsuperscript{14}. Then, we mention results on the magnetocrystalline anisotropic energy as well as local spin and orbital magnetic moments for finite length Co nanowires\textsuperscript{15}. The recent interest of Heusler alloy films for its half-metallic behaviour as well as memory shape properties is discussed next. Here, we present a simplified two-dimensional model studied recently\textsuperscript{16}. Recently, the discovery of complex Mn-molecules that function as nanoscale magnets has been reported\textsuperscript{17,18,19}. These intricate molecules with Mn\textsubscript{12}– and Mn\textsubscript{8}–complexes act as single-domain magnetic particles that, below their blocking temperature, exhibit magnetization hysteresis. These systems will be addressed in more detail. Finally, we summarize the issues discussed here.

The manganese dimer

The magnetic properties of manganese have represented a challenge for many decades. Manganese is a unique element which exhibits a variety of unusual crystallographic, electronic, and magnetic properties depending on the pressure, temperature, and its environment\textsuperscript{17–22}. We believe that in order to understand that complex behaviour, it is of major relevance to understand the manganese dimer.

To appreciate the complexity of Mn systems let us mention some of the properties of bulk samples, which show many intricate crystallographic structures and multifarious behaviours. The α–Mn at ambient conditions is paramagnetic and its crystal structure cell contains 58 atoms. At temperatures below the Neel temperature $T_N = 95$ K, it adopts a complex noncollinear antiferromagnetic phase. In addition, the magnetic phase transition is coupled to a crystal lattice distortion\textsuperscript{24}. Upon increasing the temperature to 1000 K, the solid undergoes a crystallographic transition to a cubic lattice (β-phase) with 20 atoms per unit cell\textsuperscript{26}. The γ-phase is observed in the range from 1368 to 1406 K. Finally, from this last temperature to the melting point $T_M = 1517$, manganese adopts the δ-phase, which has a bcc structure.

On the other hand, by quenching the γ-phase to room temperature a face-centered-tetragonal structure is stabilized. This phase is antiferromagnetic with a Neel temperature of $T_N = 570$ K. Furthermore, recent high pressure experiments\textsuperscript{24} report a change of phase from the α- to the v-phase that seems to be an antiferromagnet with bcc structure and Neel temperature of $T_N = 450$ K.

Other interesting characteristic of manganese systems is that dilute solutions of Mn in Cu and Ag behave like spin glasses\textsuperscript{25}. These spin glass systems have the properties of a Heisenberg spin system. However, the presence of anisotropies induces an Ising-like state at small magnetic fields. Other intriguing systems with potential technological applications are the manganese oxides known as manganites. They show a colossal magnetoresistance. Consistently with the remarkable properties of Mn-compounds mentioned above, experiments show that small manganese clusters exhibit a complex magnetic behaviour, with signatures of super paramagnetism and magnetic moments $\mu(n)$ smaller than 1.5 $\mu_B$ per atom\textsuperscript{4,5,22,23}.

The behaviour of systems is discussed in the next section.

Finally, the most simple manganese molecule, the dimer is not fully understood. From the experimental point of view, the bond length obtained by ESR spectroscopy is 3.4 Å, which is very large as compared with the bulk value $d_0 = 2.89$ Å. The measurements were performed by deposing the dimer in rare gas matrices and found that the dimer has a very low dissociation energy $D_0 = 0.1$ eV, and the atomic spins couple antiferromagnetically\textsuperscript{23}. A resonance Raman experiment also supports the singlet antiferromagnetic ground state\textsuperscript{28} ($\sum_\delta$). For an extensive review on the experimental research on transition metal and lanthanide small clusters, Lombardi and Davis\textsuperscript{24} can be consulted.

It is clear that in an attempt to disentangle the complex behaviour of manganese one must try to understand the properties of the dimer as a basic unit. In recent years, this subject has been a field of intensive theoretical and experimental research but up to now no consensus on its properties has been achieved.

One of the earliest calculations\textsuperscript{29} on Mn\textsubscript{2}, based on the Hartree–Fock approximation obtained an antiferromagnetic ground state with a bond length of 2.88 Å. More recently, different theoretical determinations of the magnetic and electronic structure of Mn\textsubscript{2} have been reported within the framework of the density functional theory\textsuperscript{30–32} and molecular orbit methods\textsuperscript{34–36}. The density functional theory calculations yield a ferromagnetic ground-state solution, but the antiferromagnetic solution differs only slightly in energy. Furthermore, a careful analysis within an all-electron scheme came to the conclusion that Mn\textsubscript{2} exhibit multiple magnetic and structural minima\textsuperscript{30}. On the other hand, the MO calculations by Wang and Chen\textsuperscript{35} and Yamaamoto et al\textsuperscript{36} yield an antiferromagnetic ground state.

The experimental evidence and the theoretical works mentioned above suggest that the most probable scenario for the magnetic properties of the dimer and small Mn clusters is that of almost degenerate different spin configurations. Therefore, the correct approach to describe their magnetic structure must include non-collinearity. The importance of this property was recognized recently by a calculation which yields a non-collinear magnetic configuration\textsuperscript{33} for Mn\textsubscript{2}. Moreover, the fact that the ferromagnetic and antiferromagnetic solutions are very close in energy, in particular for very small clusters\textsuperscript{35} could also lead to spin frustration in larger clusters. As mentioned above, the overall size dependence of $\mu(n)$ measured by Knickelbein\textsuperscript{45} was theoretically described recently\textsuperscript{14}. 
on the basis of a non-collinear model for the magnetic moments ground state orientations.

In this section, we present the theoretical description of the dependence of the electronic and magnetic solutions on the interatomic distance for Mn₂. In a very recent paper, we find that the magnetic coupling depends very sensitively on the interatomic distance. For short distances the ground state is antiferromagnetic but it changes to ferromagnetic at \( d = 3.06 \, \text{Å} \). In particular in our calculation the ground state is antiferromagnetic with an interatomic distance \( d = 2.89 \, \text{Å} \).

**Calculation**

As reported in detail in ref. 14, we performed a non-collinear \( ab\) \initio determination of the magnetic properties of Mn₂. Our results suggest that a remarkable competition between kinetic and exchange-correlation energies leads to almost degenerate spin configurations. To determine the electronic and magnetic properties of the dimer, we have used the SIESTA code, which performs a fully self-consistent density-functional calculation to solve the Kohn–Sham equations. We included spin polarization, both collinear and noncollinear, in the local-density approximation (LDA). The ionic pseudopotentials were generated from the atomic configurations \([\text{Ne}]3s^23p^63d^54s^2\). The basis set used to describe the valence states is a double-\( \zeta \) set with a confining energy shift of 50 meV.

We calculated the solution of the Kohn–Sham equations by fixing the atoms in the dimer at a given distance and by assuming a given magnetic configuration (ferro- and antiferro-magnetic). In addition, we also performed the calculation by permitting that the magnetic moments take any arbitrary direction, i.e. noncollinearity.

**Results and discussion**

We present in Figure 1 the spin resolved electronic occupation spectra obtained by assuming an antiferromagnetic (AF) arrangement for an interatomic distance \( d = 2.6 \, \text{Å} \). Here, we have added a small imaginary part around the energy levels to widen them up and the zero of energy is taken at the highest occupied energy level (HOMO). The contributions coming from the different electronic levels are shown. One notices that the 3s and 3p electronic states are fully occupied since they lie deep in energy and do not contribute to the magnetic moment. The lower part contains a close up to the region around the zero of energy. As shown here, the electrons near the HOMO are the 4s and 3d electrons. The small peaks correspond to the 4s electrons. There is a small number of s states with spin up above the HOMO. As discussed below, these states bring a decrease in the total magnetic moment \( \mu \).

In Figure 2, we show the results for the spin resolved electronic occupation spectra assuming the same interatomic distance, but for the ferromagnetic (FM) arrangement. As expected, the role of 3s and 3p electrons is also irrelevant for the magnetic properties of this state of the dimer. In the lower panel we present a close up to the region around the HOMO. In this case the number of spin-up d electrons is 5 and the one of spin-down electrons is zero. In the case of the 4s orbitals, there is one electron with spin-up and other with spin-down.

In Figure 3 we plot how the charge on the 4s and 3d levels change as a function of distance for the antiferromagnetic state. As the distance is decreased, the 3d down-electron state increases its charge at the expenses of the 3d spin-down level. Due to hybridization there is a small charge transfer between s and d states. If the distance is too short the 4s up electrons may be transferred in a larger amount than the spin down. As discussed below, this brings a negative contribution to the total magnetic moment. Let us recall that the results are given per atom and the 3s and 3p electrons are not taken into account in this sum.

The dependence of the occupation of the 4s (upper panel) and 3d (middle panel) levels on the distance be-
between nucleus for the FM alignment is given in Figure 4. The occupation of 3d up-electrons is close to five and the increase in down-electrons as the distance decreases comes more from 4s electrons. It is also to be noticed that there is no crossover behaviour in the distance dependence of the charge of up- and down-electrons. This behaviour brings a positive contribution to the total magnetic moment.

We show in Figure 5 the magnetic moments generated by 4s and 3d electrons. The magnetic moment produced by d electrons is smaller in the AF than the FM case for short distances, and both become equal at a distance of about 3.06 Å. Above that value the FM arrangement has a magnetic moment smaller but very similar value to the AF solution. A more interesting behaviour is observed in the s magnetic moment, which is negative for the AF state at small values of the interatomic distance. In contrast, the magnetic moment of the FM arrangement increases monotonously as the interatomic distance gets shorter. The lower panel contains the distance dependence of the total magnetic moment in the two cases, FM and AF.

In most of the *ab initio* calculations on Mn clusters reported previously a FM ground state for Mn₂ was obtained. Only as the number of atoms increases a change from FM to AF behaviour was obtained. The AF
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*Figure 2.* Spin resolved DOS of Mn₂ in the ferromagnetic (FM) state for an interatomic distance of \( d = 2.6 \) Å. *a,* Contributions from the s and d orbitals of the whole dimer. *b,* Close up of the spin resolved DOS in the AF state for a small energy window around the HOMO.

![Figure 3](image2.png)

*Figure 3.* Charge \( Q \) of the 4s and 3d orbitals of Mn₂ in the AF state as a function of the interatomic distance.
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*Figure 4.* Charge \( Q \) of the 4s and 3d orbitals of Mn₂ in the FM state as a function of the interatomic distance.
behaviour was first obtained for clusters with five and nine atoms. Although in a more recent calculation the appearance of noncollinear solutions were obtained for Mn6.

In contrast, our calculations yield an AF ground state, with a bond length of $d_0 = 2.890 \text{ Å}$. This result for the magnetic ordering of the dimer is in agreement with the experimental evidences mentioned above.

However, it must be pointed out that the FM, AF and noncollinear states are almost degenerate. We show in Figure 6 the distance dependence of the total energy for the FM, AF and NC solutions. There is a remarkable distance dependence exhibited by the magnetic coupling, going from AF to a noncollinear (NC) arrangement to FM as the interatomic distance increases.

The most important feature of Figure 6 is that there is a crossing between the FM and AF curves at $d = 3.06 \text{ Å}$, which determines the interatomic distance at which the ground-state changes from AF to FM.

It is important to note that the energy of the noncollinear solution coincides with the AF curve for distances $d < d_c$ and with the FM curve for $d > d_c$. This means that the dimer shows collinear magnetism for almost all distances. However, we obtain an interesting behaviour around $d = d_c$, where the noncollinear solution has a slightly lower energy than the collinear curves. This is due to the fact that at this point the AF and FM states have the same energy and therefore an intermediate noncollinear state leads to an energy decrease.

Another important feature shown by Figure 6 is the appearance of multiple minima in the three energy curves. This is produced by the competition of the various interactions. The different energy terms (exchange, correlation, kinetic energy, Hartree energy and core–core repulsion) compensate each other in such a way that small variations in magnitude of these terms lead to shifts, amplification or disappearance of some of the minima.

Note that the depths of all energy minima of Figure 6 are larger than the error $\Delta \epsilon$ of the energy calculations, $\Delta \epsilon < 1 \text{ meV}$, whereas the heights of the energy barriers are at least 5 meV. It is possible that inclusion of van der Waals interactions (which are not taken into account by the LDA) might lead different and more pronounced minimum.

We have analysed the distance dependence of the different terms contributing to the cohesive energy of the dimer. It turns out that most of the energy terms cancel each other, except the correlation energy, which plays then the fundamental role.

Since the FM and the AF configurations of the dimer are very close in energy, and due to the change of magnetic character for increasing distances, one should not expect a clear magnetic ordering in small clusters, but rather a competition between both types in larger clusters where manganese atoms may be located at distances that favour FM or AF coupling. The fact that nearest neighbours will tend to order antiferromagnetically, whereas further neighbours will favour a ferromagnetic ordering, leads to noncollinear effects and domain formation, in order to avoid spin frustration as much as possible.
The behaviour shown in Figure 6 can be interpreted as follows. For short interatomic distances the strong overlap of 3d-orbitals and hybridization effects with 4s electrons lead to electron delocalization, which favours antiferromagnetism. In contrast, for long distances, localization becomes more important and the low hybridization with 4s states lead to a ferromagnetic ground state.

One can analyse the crossing of energy curves within the framework of magnetic coupling constants. We have determined an effective exchange coupling constant $J(d)$ between localized spins at the Mn atoms as defined by

$$J(d) = (E(d)^{↑↓} - E(d)^{↑↑})/2.$$  

(1)

as a function of the interatomic distance $d$. This behaviour is shown in Figure 7. As expected, we obtain $J > 0$ for $d < d_c$ (antiferromagnetic coupling) and $J < 0$ for $d > d_c$ (ferromagnetic coupling).

Conclusions

A theoretical description of the dependence of the electronic and magnetic solution on the interatomic distance for Mn$_2$ has been presented. We analysed in detail the electronic and magnetic solution on the interatomic distance. For short distances the ground state is antiferromagnetic with an interatomic distance $d = 3.06$ Å. In particular in our calculation the ground state is antiferromagnetic with an interatomic distance $d = 2.89$ Å.

The calculation was performed by assuming collinear, ferro and antiferro, and noncollinear arrangement between spins within the framework of the ab initio SIESTA code$^{37}$. The basis set used for the present work to describe the valence states is a double-$ζ$ set with a confining energy shift of 50 meV. A more detailed discussion is presented in ref. 14.

These results suggest that a remarkable competition between kinetic and exchange-correlation energies leads to almost degenerate spin configurations. We obtain that the correlation energy favours antiferromagnetic behaviour for short distances, while for larger atomic separations the correlation energy of the ferromagnetic state makes it the most stable. Due to this effect, one should not expect a clear, unique, magnetic ordering in small clusters. The scenario gets more complicated in larger clusters where manganese atoms may be located at distances that favour FM or AF coupling. This competition may be the reason for the complex behaviour of manganese.

Manganese clusters

The evolution of magnetism from the atom to the bulk constitutes a fundamental problem of basic and applied physics, and its correct description is indispensable for the understanding of magnetism at the nanoscale. As mentioned above, recently, a particularly exotic behaviour of the magnetic moments as a function of size was experimentally found for Mn$_n$ clusters$^{4,5}$, which poses a challenging problem. In ref. 14 we presented a possible theoretical description of these findings.

Consistently with the remarkable properties of Mn-compounds mentioned in the previous section, and despite the similar magnetic ordering of Mn$_2$ and Mn-bulk, experiments show that small manganese clusters exhibit an intriguing magnetic behaviour, with signatures of super paramagnetism and magnetic moments $\mu(n)$ smaller than 1.5 $\mu_B$ per atom$^{4,5,22,23,40}$. The behaviour of $\mu(n)$ as a function of $n$ is strongly non-monotonous$^{4,5}$.

In the last years, different theoretical determinations of the magnetic and electronic structure of Mn$_n$ clusters have been reported$^{30,31,33,41}$. Almost all calculations have in common the assumption of collinear spins, but give contradictory results. A careful analysis within an all-electron scheme came to the conclusion that Mn$_2$ exhibit multiple magnetic and structural minima$^{30}$.

The experimental evidence and the theoretical works mentioned above suggest that the most probable scenario for small Mn clusters is that of almost degenerate different spin configurations. Therefore, the correct approach to describe their magnetic structure must give up the assumption of collinearity. This was confirmed recently by a calculation which yields a noncollinear magnetic configuration$^{35}$ for Mn$_6$. Moreover, the fact that the ferromagnetic and antiferromagnetic solutions are very close in energy, in particular for very small clusters$^{35}$ could also lead to spin frustration in larger clusters. Moreover, the overall size dependence of $\mu(n)$ measured by Knickelbein$^{4,5}$ remained unexplained.

Figure 7. Exchange coupling for Mn$_2$ as a function of dimer distance.
Model and calculation

We performed first a noncollinear \textit{ab initio} determination of the magnetic properties of small Mn$_n$ clusters on the range $2 \leq n \leq 8$. Our results suggest that in small Mn$_n$ clusters a remarkable competition between kinetic and exchange-correlation energies leads to almost degenerate spin configurations which result in the formation of noncollinear magnetic nano-domains in order to avoid spin frustration. Moreover, with the help of the data obtained from the \textit{ab initio} calculations we fit the parameters of an effective spin-Hamiltonian, which we use to calculate $\mu(n)$ for larger clusters ($9 \leq n \leq 40$). This model gives very good agreement with the puzzling experimental results.

To determine the electronic and magnetic properties of the clusters in the range $2 \leq n \leq 8$ we have used the same (SIESTA) code\textsuperscript{37} used for the dimer case. We included spin polarization, both collinear and noncollinear\textsuperscript{38}, in the local-density approximation (LDA). The basis set used to describe the valence states is a double-$\zeta$ set with a confining energy shift of 50 meV.

The calculations have been performed in the following way. First, the clusters were completely relaxed with respect to their ionic and electronic degrees of freedom, assuming a given magnetic configuration (ferro- or antiferromagnetic) and different structural geometries. Once the ground-state geometry was obtained, we included the spin orientation of the individual atoms as additional degrees of freedom and minimized again the whole set of variables. Different calculations with different initial spin configurations have been performed to avoid trapping into local energy minima.

Results

In Figure 8 we show the ground-state structures and spin configurations obtained from the \textit{ab initio} calculations. Interestingly, most of these clusters, in particular $n = 6$, 7 and 8, show noncollinear magnetic behaviour. This indicates that previous theoretical studies, with the exception of ref. 33, missed an essential ingredient for the correct physical description of these systems. As can be seen from Figure 8, some of the clusters show a marked Jahn–Teller distortion, like Mn$_3$ and Mn$_4$. As a general rule, the average magnetic moment $\mu$ of these clusters is at least two times smaller than the moment of an isolated Mn atom. The average magnetic moments obtained are: $\mu(2) = 0$, $\mu(3) = 1.67 \mu_B$, $\mu(4) = 2.5 \mu_B$, $\mu(5) = 1.0 \mu_B$, $\mu(6) = 0.87 \mu_B$, $\mu(7) = 0.99 \mu_B$ and $\mu(8) = 1.17 \mu_B$. Note that the lowest energy structure of Mn$_5$ corresponds to an almost bipyramidal configuration. However, symmetry is broken due to the formation of domains. A similar effect is present for $n = 6$, 7 and 8. Apart from the noncollinear behaviour, the most important feature of the magnetic configurations shown in Figure 8 is that manganese atoms separated by short distances are mostly coupled antiferromagnetically, whereas for long interatomic distances the coupling is mostly ferromagnetic. This remarkable effect, discussed in the previous section for dimers, leads to spin frustration and the formation of noncollinear nanodomains, as clearly shown in Figure 8.

In order to understand the origin of the noncollinearity and quantify its strength, we have also calculated the cohesive energies of the ferromagnetic and antiferromagnetic configurations in the ground-state geometries, assuming collinear arrangements. In Table 1, we show the energy differences between the noncollinear ground-states and the energies obtained assuming collinear spins for the same geometries. Note that for all sizes considered the energy difference between the noncollinear and the collinear arrangements is very small. This is consistent with the multiplicity of minima obtained in previous collinear theoretical studies\textsuperscript{30}. Furthermore, the energy differences

\begin{table}[h]
\centering
\begin{tabular}{cccccccc}
\hline
$n$ & $\Delta E_{\text{AF}}$ & $\Delta E_{\text{FM}}$ & $\Delta E_{\text{NC}}$ \\
\hline
2 & 0 & 10 & 0 \\
3 & 16 & 46 & 0 \\
4 & 21 & 505 & 0 \\
5 & 1 & 564 & 0 \\
6 & 85.5 & 1624 & 0 \\
7 & 118 & 0 & 0 \\
8 & 43 & 43 & 0 \\
\hline
\end{tabular}
\caption{Energy differences (in meV) of the collinear and noncollinear magnetic configurations of Mn$_n$ clusters with respect to the structure with the lowest energy}
\end{table}
\( \Delta E = E_{AF} - E_{FM} \) between AF and the FM configurations is also very small. The origin of this behaviour is that the different terms involved in \( \Delta E \), from whose competition the magnetic behaviour arises, almost cancel themselves in Mn, as we discuss below in detail.

In fact, the nature of magnetism in small Mn_\text{n} clusters can be inferred from the magnetic behaviour in the dimer. Although almost all \textit{ab initio} studies performed so far for Mn_2 obtained a FM configuration, our calculations yield Mn from atom smaller than 2.26 Å (nearest neighbour distance in bulk). The exchange coupling constants are the distance-dependent quantities \( J_{ij} \), being \( |\vec{r}_i - \vec{r}_j| \) the distance between atoms \( i \) and \( j \). We use for \( J(|\vec{r}_i - \vec{r}_j|) \) the function \( J(d) \) extracted from the dimer.

Moreover, we analysed carefully the local magnetic moments \( S_i \) obtained from the \textit{ab initio} calculations (Mn_2 to Mn_4) as a function of the coordination number \( z_i \), and we obtained a clear relation between them. It turns out that a function of the form \( S = 4.42 - 0.5z \) for \( z \leq 8 \) and \( S = 0.4 \) for \( z > 8 \), reproduces the results obtained for small clusters. The coordination number \( z_i \) of atom \( i \) is defined as the number of neighbours being at a distance smaller than 2.26 Å (nearest neighbour distance in bulk-Mn) from atom \( i \). It must be pointed out that, although the spins \( \vec{S}_i \) are treated as classical, the scalar product is taken into account. Therefore, the Hamiltonian \( H \) intrinsically includes noncollinearity. Note that the approximation of classical spins is justified by the high local moments of Mn, and is also used for the description of manganites\(^{23}\). In eq. (2), \( V(|\vec{r}_i - \vec{r}_j|) \) is, in general, a many-body potential which models the cohesive energy of the cluster. For simplicity, we take a Lennard–Jones–(LJ) type potential to generate compact structures, which are expected for clusters in the size range we are interested in. Since we seek for a qualitative explanation of the size dependence of the magnetic properties of these clusters, a simple LJ potential should work reasonably well for our purposes. We minimized \( H \) numerically, by using genetic algorithms, and obtained the ground state spin- configurations for clusters up to Mn_40. The calculated size dependence of the magnetic moments per atom is shown in Figure 9, where we also show the \textit{ab initio} results. Clearly, the orders of magnitude of the all calculated magnetic moments are in good agreement with experiment. Moreover, the overall size dependence \( \mu(n) \) is well described and shows a complex behaviour, as in the experiment\(^{35}\). Note that in our results the oscillations as a function of \( n \) between \( n = 6 \) and \( n = 13 \), \( n = 14 \) and \( n = 20 \), and between \( n = 21 \) and \( n = 31 \), observed in experiment are very well reproduced.

In Figure 9 we also show the magnetic moments of isomers of Mn_{13}, Mn_{14} and Mn_{15} which have smaller cohesive energy than the ground-state structures, but which might also be present in the cluster beam on which experiments have been performed. The good agreement between our model and experiment indicates that the physics underlying our model is correct, i.e. the magnetic properties of Mn_\text{n} clusters are dominated by spin frustration due to the presence of different spin–spin coupling constants, which leads to noncollinear magnetism and formation of nanodomains. As a consequence, \( \mu(n) \) shows a complex form and low magnetic moments, which react the least frustrated possible spin configurations.

**Conclusion and summary**

Summarizing, we present an explanation for the puzzling behaviour of \( \mu(n) \) for Mn_\text{n} clusters up to \( n = 40 \). Note that the experimentally obtained \( \mu(n) \) shows a further oscillation between \( n \sim 40 \) and 80. We believe that this feature is due to the interplay between structure and magnetism. For those sizes, the cluster structure tends to acquire
some signatures of α-Mn. On the other hand, the ferromagnetic coupling is still present. Thus, a competition between cohesion and magnetic energy takes place. Between \( n \approx 40 \) and 80 the magnetic energy seems to dominate. According to this idea, for clusters with \( n > 80 \) the structures should slowly converge to the bulk one and the magnetic ordering approach the AF state of α-Mn. In order to describe such a competition, a more accurate description of \( V(||\vec{r}_i - \vec{r}_j||) \) is needed.

**Coบอล nanowires**

As mentioned in the introduction, nanowires of transition metals are some of the most studied systems. A rich variety of applications make them attractive. Of course, revealing the precise correlation between the measured data and both the microscopic, geometrical and chemical features, is a fundamental issue (for both basic research and applied science) that need to be addressed to achieve with success the possible applications of these kind of nanostructures in the magnetic recording technology and in the design of novel spintronic devices.

Interestingly, the structural characterization of electrodeposited nanowires has revealed that their atomic configuration strongly depends on the synthetic protocol and, in this sense, the case of cobalt is the most illustrative. Actually, with the help of X-ray diffraction patterns as well as of both scanning and transmission electron microscopy images, it has been obtained for example that the as synthesized Co nanowires: (i) are in fact composed of several nanometer-sized grains having different geometrical phases, sizes, and relative orientations\(^\text{7–9,42} \), (ii) that they are not perfectly aligned\(^\text{7,8,42} \) (i.e. it has been found that the angle between the wire axis and the normal to the film plane ranges typically between 0 and 30 degrees), and that (iii) their cross section is not uniform all along the length of the wires, leading in some cases to constrictions and to significant deviations from the cylindrical shape\(^\text{42,43} \). On the one hand, it is clear that the previous complex atomic organization of the wires within the pores is expected to have a strong influence on the measured macroscopic response of the samples and, on the other hand, their precise characterization is of course necessary also to adequately model their magnetic and electronic properties.

In this respect, a large amount of theoretical work has been reported in the last years in which mainly phenomenological approaches have been used to model very complex microscopic phenomena that occur in these kind of systems like, for example, magnetization reversal mechanisms\(^\text{12,42,44} \), the role played by the wire packing density and magneto-static interactions\(^\text{45} \), as well as the domain wall motion within the wires\(^\text{46} \). In general, in these cases, the wires are mainly modelled as uniform assemblies of structureless cylinders or as chains of spheres or ellipsoids. However, despite the use of these simplified conditions, from these calculations it has been possible to elucidate interesting mechanisms that could be at the origin of experimentally measured magnetoresistance data and the behaviour of magneto-static interactions in ordered nanowire arrays. Of course, it is clear that simple models are a necessary requirement for massive simulations involving an assembly of wires of realistic size. However, it is reasonable to expect more accurate results (or the appearance of new phenomena) by taking into account the electronic structure of the species involved, as well as, the precise geometrical details of the wires.

At this point, it is important to comment that more accurate semiempirical tight binding (TB) studies and density functional theory (DFT) calculations have been mainly restricted to analyse the structural and magnetic properties of nanowires in the form of deposited\(^\text{47–52} \) or free standing systems\(^\text{53–55} \). In the former, monoatomic chains of different lengths and chemical compositions have been deposited on both perfectly at and stepped surfaces and interesting trends concerning their structure and magnetic configuration have been revealed. Furthermore, with the inclusion of the spin–orbit (SO) interaction in the model Hamiltonians, it has been possible to qualitatively estimate the role played by the magnetization direction on the transport properties of the wires\(^\text{56} \) as well as the values of the orbital moments in these kind of one-dimensional structures\(^\text{49,50,55} \). In addition, the calculation of the magnetocrystalline anisotropy energy (MAE) has been particularly extensively addressed in the literature since it determines, via the SO interaction (which connects the spin moment to the atomic structure of a magnetic material) the low energy orientation of the magnetization within the structures\(^\text{50,51,53–55} \). However, despite the large amount of studies reported in the last years little is known, to the best of our knowledge, about the influence of more realistic geometrical imperfections like polycrystallinity, finite size effects, and the presence of internal defects in the magnetic properties of transition metal nanowires, particularly on the basis of an electronic theory.

In this part we present some of the systematic theoretical investigation\(^\text{67} \) dedicated to analyse the magnetic properties of finite length Co nanowires with complex atomic configurations and having an aspect ratio that varies in the x–y range. We use a d-band tight-binding Hamiltonian treated in the unrestricted Hartree–Fock approximation, where the effects of the SO interaction (which allows us to calculate the orbital moment contributions to the total magnetization as well as the magnetic anisotropy energy) are included non-perturbatively.

As already commented above, cobalt was chosen because of its wide technological applications and rich nanometric behaviour. Concerning the geometrical structure of our nanowires we consider, (i) monoatomic chains and (ii) polycrystalline atomic configurations (guided by experimental results)\(^\text{7–9,42} \). The latter being characterized by the
presence of various fcc and hcp grains of different sizes which are stacked together to form metallic wires with contrasting surface terminations and with several internal interfaces.

In all cases, we consider two directions of the magnetization \( \delta \) within the structures oriented along \( (\delta = x) \) and perpendicular \( (\delta = z) \) to the wire axis. We show that it is possible to obtain sizable variations in the magnitude and sign of the magnetic anisotropy energy (leading to strong oscillations of the easy axis between parallel and perpendicular directions) when the length of the wire increases, as well as, when the geometrical details of the wire-ends or the internal structure are modified. As far as the electronic structure is concerned, we show also that there is a strong dependence of the density of states on the magnetization direction and microstructure of the wires, consisting in sizable energy shifts and changes in the degeneracy of the eigenvalues, a result that is expected to strongly modify the number and orbital nature of the conduction channels in the structures.

**Method of calculation**

Self-consistent semiempirical calculations have been performed for several Co nanowires by using the realistic d-band tight-binding Hamiltonian, proposed in ref. 58, which includes the intra-atomic Coulomb interactions in the unrestricted Hartree–Fock approximation and the effects of the SO coupling nonperturbatively. The model has been described in detail elsewhere\(^5\), thus we only summarize its main points and discuss the choice of parameters.

Due to the inclusion of the SO interaction, the rotational invariance of the electronic Hamiltonian is no longer preserved and depends now on the orientation \( \delta \) of the magnetization in the system. In the usual notation the Hamiltonian is given by

\[
H^\delta = \sum_{\lambda, \sigma} \Delta \epsilon_{\lambda \sigma} n_{\lambda \sigma} + \sum_{\lambda, \mu, \sigma, \lambda'} t_{\lambda \mu, i} c_{i, \lambda \sigma}^\dagger c_{i, \lambda' \mu \sigma} + \sum_{i, \lambda, \sigma, \mu \sigma'} \xi(L_{i} S_{i})_{\lambda \lambda' \sigma \sigma'} c_{i, \lambda \sigma}^\dagger c_{i, \lambda' \mu \sigma'},
\]

(3)

where \( c_{i, \lambda \sigma} (c_{i, \lambda \sigma}^\dagger) \) refers to the creation (annihilation) operator of an electron with spin \( \sigma \) in the \( d \) orbital \( \lambda \) at atomic site \( i \) and \( n_{\lambda \sigma} = c_{i, \lambda \sigma}^\dagger c_{i, \lambda \sigma} \) defines the electron number operator. The first term of eq. (3), \( \Delta \epsilon_{\lambda \sigma} \) corresponds to the site- and spin-dependent energy shift of the \( d \) level \( \epsilon_{\lambda \sigma} = \epsilon^{0}_{\lambda \sigma} + \Delta \epsilon_{\lambda \sigma} \) (where \( \epsilon^{0}_{\lambda \sigma} \) stands for the \( d \) orbital energy in the paramagnetic bulk) and is determined by the global charge and the spin as follows

\[
\Delta \epsilon_{\lambda \sigma} = U(i) \Delta \epsilon_{\lambda \sigma}^{\delta}(i) - \epsilon \alpha(i) S_{i}(i),
\]

(4)

with \( \Delta \epsilon_{\lambda \sigma}^{\delta}(i) = n^{\delta}(i) - n^{\delta}_{\lambda \sigma}(\text{bulk}) \). The average intra-atomic direct Coulomb repulsion integral is denoted by \( U \) and the average exchange integral is denoted by \( J \). The spin-quantization axis is taken to be parallel to the magnetization direction, which is assumed to be uniform within the wires. In the second term of eq. (3), \( t_{\lambda \mu, i} \) denotes the corresponding hopping integrals between sites \( i \) and \( j \) and orbitals \( \lambda \) and \( \mu \) and finally, the third term corresponds to the SO interaction treated in the usual intra-atomic single-site approximation\(^6\). Here, \( \xi \) stands for the SO coupling constant and \( (L_{i} S_{i})_{\lambda \lambda' \sigma \sigma'} \) refers to the intra-atomic matrix elements of \( L \cdot S \) which couple the up and down spin-manifolds and which depend on the relative orientation between the magnetization direction and the wire lattice. The number of \( d \)-electrons at site \( i \),

\[
n^{\delta}(i) = \sum_{\lambda} (\langle \hat{n}^{\delta}_{\lambda \uparrow} \rangle + \langle \hat{n}^{\delta}_{\lambda \downarrow} \rangle),
\]

(5)

and the local spin \( \vec{S}_{\delta}(i) = \{ S_{x}(i), S_{y}(i), S_{z}(i) \} \) at each cluster site \( i \) and for a given direction of magnetization \( \delta \),

\[
S_{\delta}(i) = \frac{1}{2} \sum_{\lambda} (\langle \hat{n}^{\delta}_{\lambda \uparrow} \rangle - \langle \hat{n}^{\delta}_{\lambda \downarrow} \rangle),
\]

(6)

are calculated self-consistently by integrating the local density of states (LDOS) \( \rho_{\lambda \sigma}(\epsilon) = -(1/\pi) \text{Im} \{ G^{\delta}_{\lambda \sigma, i, \lambda \sigma}(\epsilon) \} \), where \( G^{\delta}(\epsilon) = [\epsilon - H^{\delta}]^{-1} \) is the Green function operator, up to the Fermi level \( \epsilon_{F} \) which is determined by the number of \( d \) electrons per atom in the wires.

The local orbital moments \( L_{\delta}(i) \) at each wire site are calculated from

\[
L_{\delta}(i) = \sum_{\sigma = -2}^{m = 2} \int m \rho_{\lambda \sigma}(\epsilon) d\epsilon,
\]

(7)

where the real \( d \)-orbitals have been transformed to the complex spherical harmonics basis and \( m \) refers to the magnetic quantum number. Here, the quantization axis of the orbital momentum is the same as the spin quantization axis.

The electronic energy \( E_{\delta} = \sum_{i} E_{\delta}(i) \) can be written as the sum of local contributions

\[
E_{\delta}(i) = \sum_{\lambda \sigma = -n_{\delta}}^{m_{\delta}} \left[ \int \epsilon^{\delta}_{\lambda \sigma}(\epsilon) d\epsilon - E_{\delta, \lambda \sigma}^{dc} \right],
\]

(8)

corresponding to the different atoms \( i \) within the wires and where \( E_{\delta, \lambda \sigma}^{dc} \) stands for the double-counting correction.

The magnetocrystalline anisotropic energy (MAE) is defined as the change \( \Delta E \) in the electronic energy \( E_{\delta} \) associated with a change in the orientation of the magnetization. In this work we consider, for each cobalt nanowire, two directions of the magnetization \( \delta \) being oriented along \( (\delta = x) \) and perpendicular \( (\delta = z) \) to the wire axis. However, it is important to comment that the magnetization direction can be chosen without restrictions. Actu-
ally, taking advantage of our local approach it is possible to express the total energy difference $\Delta E_{x\zeta}$ between two arbitrary orientations $\delta=x, z$ as a sum of atom resolved contributions:

$$\Delta E_{x\zeta} = \sum_i \Delta E_{x\zeta}(i) = \sum_i [E_x(i) - E_z(i)],$$  \hspace{1cm} (9)

where $E_{\delta}(i)$ is given by eq. (8). Thus global the magnetoanisotropic properties can be related to the various local atomic environments within the wires. The LDOS $\rho^{\delta}_{2d}(\epsilon)$ are determined by performing independent self-consistent calculations for each orientation of the magnetization $\delta$ by using Haydock–Heine–Kelly recursion method$^{63}$ and in this way we derive the MAE in a nonperturbative fashion as difference between electronic energies.

Results and discussion

In this subsection, we present the local atomic environment dependence of both spin and orbital magnetic moments, as well as of the MAE, together with the resulting low energy orientations of the magnetization within our considered cobalt nanowires. The parameters used for the calculations are obtained from bulk properties: $d$-band width, equilibrium distance, and bulk magnetic moment as follows. The two-centre $d$ electron hopping integrals ($dd\sigma$, $dd\pi$, $dd\delta$) are defined by the canonical expressions given by Heine$^{64}$, varying as the inverse fifth power of the interatomic distance $r$: $dd\sigma = -6(W_b = 2/5)(r_{WS} = r)^5$, $dd\pi = 4(W_b = 2.5)(r_{WS}/r)^5$ and $dd\delta = -1(W_b = 2.5)(r_{WS}/r)^5$ in terms of the corresponding bulk $d$-band width$^{65}$ of Co, $W_b(Co) = 5.5$ eV and the Wigner-Seitz radius $r_{WS}$. Charge transfer effects are treated in the limit of large direct Coulomb repulsion $U(i)$ [i.e. $U(i) \to +\infty$ and $\delta n(i) \to 0$ with $U(i)\delta n(i)$ finite], which amounts to impose local charge neutrality at each site $i$. The values for the $d$-band filling $n_d(Co) = 8.3$ and intra-atomic exchange integral $J_{Co} = 0.76$ eV (fitted to reproduce the proper magnetic moment and exchange splitting in the bulk), as well as the SO-coupling constant $\xi_{Co} = 88$ meV (obtained from ref. 62), have been already used in previous works$^{15,59,66}$.

Magnetic properties of Co monoatomic chains. We study first the magnetic properties of finite length monoatomic Co chains. We consider two directions of the magnetization oriented along $(\delta = x)$ and perpendicular $(\delta = z)$ to the wire axis, and we use a fixed nearest neighbour interatomic distance between Co atoms, being equal to $R_0 = 2.44$ Å (which corresponds to the value in the bulk phase).

In all our considered wires we have found that the modulus of the spin moment $|\vec{S}|$ depends very weakly on the direction of magnetization $\delta$; therefore, for each one of our considered atomic chains, we will only refer to the results for $2S_z$. Actually, in addition to this weak dependence on $\delta$, we have found also in all our one-dimensional structures almost saturated local spin moments $2S_z(i) \approx 1.7 \mu_B$ in all the sites $i$ and, as a consequence, $2S_z$ is not so sensitive either to the local atomic environment or to the length $l$ of the chains. This behaviour is characteristic of magnetic nanostructures defined by a large exchange regime and has been also found in various types of magnetic systems such as in TM clusters having different sizes and symmetries$^{66,68}$, as well as in magnetic thin films with different packing$^{69}$.

However, in contrast to the almost constant dependence of the spin moments on $\delta$, $i$ and $l$, we see from Figure 10 that the local orbital magnetic moments $L_{\delta}(i)$ for Co$_{19}$ (Figure 10 a), Co$_{49}$ (Figure 10 b) and Co$_{89}$ (Figure 10 c) wires (shown as representative examples) are more sensitive to variations in the direction of the magnetization and in the local atomic environment. From the figure we note first that very enhanced values for $L_{\delta}(i)$, with respect to the hcp Co bulk (marked with an horizontal dashed line) are found in all our chains, the largest enhancement being obtained in general at the sites located at the end of the wires where $L_{\delta}(i) \sim 1 \mu_B$. However, notice that a sizable part of this increase in the local orbital moments is considerably lost when we move to the inner regions of the atomic chains, where $L_{\delta}(i)$ decays very fast (with some oscillations) with increasing the distance from
the extremes of the chains. Interestingly, we observe in all our considered wires almost the same value for $L_{\delta}(i)$ at the centre of the structures, being of the order of $0.5 \mu_B$ for $\delta = z$ and of $0.8 \mu_B$ for $\delta = x$. These values could be representative of the infinite chain limit and, actually, they are very close to the ones calculated by Komelj et al.\textsuperscript{49} for monoatomic Co wires by means of \textit{ab initio} techniques, a fact that give us confidence in our results.

It is important to comment also about the difference $L_z(i) - L_x(i) = \Delta L_{zx}$ of the calculated local orbital moments in each site $i$ between the two different orientations of the magnetization. From Figure 10 we note also that sizable values for $\Delta L_{zx}$ vs $i$ are found, being as large as $0.4 \mu_B$ (at the sites located at the wire ends), and which are orders of magnitude larger than the values for $\Delta L_{zx}$ previously found at magnetic transition metal surfaces\textsuperscript{59} and nanoparticles\textsuperscript{67}. It is important to precise that the magnitude and sign of $\Delta L_{zx}$ is particularly relevant due to the well-known (second-order perturbation theory) expression that relates both the anisotropy in the orbital moments with the anisotropy in the electronic energies through the proportionality equation $L_z - L_x \propto E_z - E_x$\textsuperscript{62}. This relation implies that the easy axis in the systems can be also inferred by determining (e.g. by means of X-ray magnetic circular dichroism experiments\textsuperscript{70}) the direction of magnetization $\delta$ characterized by the largest value of the orbital moment. Following these arguments, we can thus clearly predict from Figure 10 that the direction $\delta = x$ will define the low-energy orientation of magnetization in all our considered monoatomic wires.

In fact, this is what we observe from Figure 11 where we plot the average magnetic anisotropy energy, $\langle \Delta E_{\delta} \rangle$ as a function of the length of our considered chains calculated by eq. (9). From the figure we clearly see that, in all cases, sizable negative values for $\langle \Delta E_{\delta} \rangle$ are found, a fact that implies that the low energy direction of the magnetization is oriented along the wire axis in agreement with the orbital magnetization data shown in Figure 10. This result is also consistent with previous calculations reported in ref. 51 for both finite and infinite monoatomic Co chains where a highly stable magnetization direction along the wires axis was found. In addition, in that work it was clearly shown that the interaction of Co chains with a Pd surface could strongly perturb their magnetic properties, being at the origin of spin reorientation transitions in the systems. However, we believe that the here-reported trends are expected to hold in the case of weakly interacting substrates (i.e. negligible charge transfer), such as insulating films or semiconducting surfaces, where only sizable perturbations in the nearest neighbour interatomic distance between the Co atoms in the deposited chains are expected to occur. In fact, to analyse these structural effects we have performed additional calculations to study the magnetic properties of more realistic strained Co monoatomic wires.

We have chosen the Co$_{19}$, Co$_{49}$ and Co$_{89}$ chains (already analysed in Figure 10) as representative examples and, in all cases, we have found that uniform contractions or expansions in the Co–Co bond length, at least as large as 5%, are not enough to change the low energy direction of the magnetization calculated in Figure 11, defining as a consequence a highly stable spin orientation in the systems.

In ref. 15 we analysed also the magnetic properties of finite-length single-crystal fcc nanowires as the ones shown in Figure 12. These cylindrical structures are compact portions of the fcc lattice grown along the (111) di-
rection. In the figure, we show as representative examples the wire structures for Co$_{111}$ (Figure 12a), Co$_{117}$ (Figure 12b), Co$_{123}$ (Figure 12c) and Co$_{125}$ (Figure 12d). They are all formed by a central atomic chain placed along the x-axis surrounded by two successive coaxial shells (made of triangular and hexagonal units), resulting in ultra-thin wire structures with an average diameter equal to 3.9 Å. Notice from the figure that nanowires of different lengths can also differ in the atomic structure of their wire-ends a fact that plays a fundamental role in determining the average magneto-anisotropic behaviour in the systems.

**Magnetic properties of polycrystalline Co nanowires.** In this section we present the magnetic properties of finite-length polycrystalline Co nanowires. Some of our considered polycrystalline structures are shown in Figure 13 and are characterized by the presence of various fcc and hcp grains of different sizes, grown along the (111) and z-directions respectively, which are stacked together to form metallic wires with contrasting surface terminations and with several internal interfaces. In Figure 13a we show first the structure of a single fcc wire made of 195 atoms. In Figure 13b we show the case of a Co nanowire having 183 atoms and made of three fcc fragments, each one of them having a length $l = 24.8$ Å. These fragments are attached together through the hexagonal units (as marked in the figure) and are rotated with respect to each other by 30 degrees. Notice that, when comparing with the single crystal wire shown in Figure 13a, the different relative orientation between the segments leads to the formation of a Co nanowire with a more corrugated surface.

In Figure 13c we present a Co cylindrical structure in which the central region of the nanowire is made of a cylindrical fcc fragment to which we add, in both sides, an hcp grain having 80 atoms and a length of 30.4 Å. As marked in the figure, the two types of structures are attached through a junction involving a triangular cluster and an hexagonal unit. In Figure 13d, a similar type of construction is presented but now the hcp fragment is the one located in the centre of the wire and the fcc fragments are found to be attached to the left and to the right of the hcp cylindrical segment. Notice that, when comparing with the single crystal structure shown in Figure 13a, all our considered polycrystalline wires are approximately of the same length (varying by ±8 Å) but strongly differ in their microstructure. Finally, it is important to comment that even if the previous type of constructions roughly model the structural features reported for this kind of systems$^{7,9,42}$, we believe that our here-proposed atomic configurations contain the fundamental ingredients necessary to analyse the changes in the local magnetic moments and MAE values due to the existence of a non-perfect growth.

In Figure 14, we show our results for the calculated average magnetic anisotropy energy, $\langle \Delta E_{z} \rangle$, for some representative polycrystalline Co nanowires. We include also
in the figure, and for the sake of comparison, our calculated value for \( \langle \Delta E_{\text{tot}} \rangle \) for the single crystal atomic configuration shown in Figure 13a. From the figure we see as a general trend that, when considering a grain-like structure for Co nanowires, the energy difference \( \Delta E_{\text{ex}} = E_x - E_z \) between parallel and perpendicular directions of magnetization (when compared to the single crystal wire) is always reduced. This is particularly the case when both fcc and hcp phases coexist within the structures, as seen from our data shown in Figure 14 for Co\(_{203}\) with a length of 87 Å. Still, the calculated values for \( \langle \Delta E_{\text{ex}} \rangle \) are larger than the ones found for bulk hcp Co (\( \sim 10^{-5} \) eV). Interestingly, and in contrast to the results for single crystals\(^{15}\), we notice that introducing this kind of structural imperfections does not lead to spin-reorientation transitions in systems. However, our results shown in Figure 14 could imply that, in real samples, reducing the degree of polycrystallinity might lead to the formation of magnetic nanowires with a more stable low energy magnetization direction.

Actually, it is possible to trace the sizable reduction in the MAE values shown in Figure 14, to the already observed sensitivity of \( \Delta E_{\text{ex}} \) to the local atomic environment. In particular, it will be interesting to analyse the average MAE contributions of each one of the grains, and how they combine to define the average magnetocrystalline anisotropy behaviour of the wires. In this respect, we show in Figure 15 the average MAE contributions \( \langle \Delta E_{\text{ex}}(V_i) \rangle \) for well-defined volumes, \( V_i \), for each one of the selected volumes \( V_i \) as well as the average MAE in the structures. From Figure 15b we see first that by simply introducing a small degree of orientational disorder in a single crystal structure, a sizable reduction in the total MAE is obtained (compare with Figure 15a). Note that, in contrast to the results shown in Figure 15a, the end portions of the wires contribute now with small positive values, of the order of \( \sim 0.034 \) meV, thus dominating the global magneto-anisotropic behaviour and begin at the origin of the notable reduction in the total MAE.

From Figure 15c a more interesting behaviour is observed since, besides the small and positive values obtained for \( \langle \Delta E_{\text{ex}}(V_{\text{hcp}}) \rangle \) in the fcc fragments located at the extremities, the average local contribution of the hcp grain (\( \Delta E_{\text{ex}}(V_{\text{hcp}}) \)) is found to be negative, implying that the low energy direction of magnetization in this well-defined volume is oriented along the \( x \)-axis. Of course, these local values result in non-additive contributions that are at the origin of a more reduced MAE value as indicated in the figure. Finally, and in contrast to the results shown in Figure 15c, from Figure 15d we see that hcp fragments located at the wire ends have an average magnetization oriented perpendicular to the wire-axis (\( \langle \Delta E_{\text{ex}}(V_{\text{hcp}}) \rangle > 0 \)), similar to the central fcc volume, a contribution that reinforces the spin direction perpendicular to the wire as the easy axis of the structure. Interestingly, this kind of grain-like structure has been observed in real samples of Co nanowire arrays fabricated by the electodeposition technique\(^{10}\), or appear naturally if the wires are formed through the aggregation of nanoparticles\(^{71}\). We can thus conclude by saying that a detailed characterization of the wire structure should be very important for a precise characterization of the material properties, as well as for more realistic comparisons between theory and experiments.

The role of the presence of grain boundaries on the local distribution of the orbital moments and magnetic anisotropy energies can also be analysed by plotting the average values of \( \langle \Delta E_{\text{ex}} \rangle \) and \( \langle L_x \rangle \) found for both the hexagonal and triangular units, as well as for the single Co atoms located all along the length of the wire defining different shells \( m (m = 0 \) being the centre of the wire). This data is plotted in Figures 16–18 for single crystal Co\(_{195}\), as well as polycrystalline Co\(_{183}\) and Co\(_{203}\) structures, which are shown in Figures 13a–c.

From Figure 16a and b we see that, for the single crystal wire, a highly regular distribution for both \( \langle \Delta E_{\text{ex}}(m) \rangle \) and \( \langle L_x(m) \rangle \) as a function of \( m \) is obtained within the structure. However from Figures 17 and 18, it is interesting to remark that the previously well-defined sequence of values obtained for \( \langle \Delta E_{\text{ex}}(m) \rangle \) and \( \langle L_x(m) \rangle \) are notably perturbed, particularly in Figure 18 where different geometrical phases coexist within the wire. Notice that the local anisotropies are more strongly affected by the presence of these grain boundaries, leading to a highly non uniform \( \langle \Delta E_{\text{ex}} \rangle \) vs \( m \) curve but with a more equilibrated distribution of positive and negative contributions. The previous local distribution leads to strong cancellation ef-

---

**Figure 15.** Calculated average magnetic anisotropy energy, \( \langle \Delta E_{\text{ex}}(V_i) \rangle \) (meV/atom), for selected volumes (as indicated in the figure) for the Co nanowires shown in Figure 13. The low energy orientation of the magnetization of each fragment \( V_i \) is indicated by an arrow. To the right of each figure we show also the calculated value for \( \langle \Delta E_{\text{ex}} \rangle \).
fects being thus responsible for the sizable quenching of the average MAE found in Figure 14.

We believe that the previous results obtained for both single crystal and polycrystalline Co nanowires are particularly relevant when they are set in the form of an array since the different values found for the average MAE, for the different types of microstructure, will compete or add with the other magnetic anisotropy energy contributions such as the shape anisotropy or dipolar interactions, playing thus a fundamental role in defining the average magnetic properties of the samples.

**Calculation of the density of states**

As is well known, previous theoretical works performed on transition metal clusters, monoatomic wires and thin films have shown that changing the spin orientation within the structures led to significant perturbations in their electronic spectra, consisting in sizable energy shifts as well as in changes in the degeneracy of the eigenvalues (induced by the SO coupling) occurring all along the energy level distribution. In fact, the previous electronic perturbation have been found to be of fundamental importance (when they are present around the Fermi energy) for determining the magnitude of the anisotropy barriers between two directions of magnetization as well as for explaining the spin-reorientation transitions observed in these kind of magnetic nanostructures.

In order to show these effects in our considered Co nanowires, we plot in Figures 19 and 20 the average density of states (ADOS) of single crystal Co195 (Figure 13a) and polycrystalline Co183 (Figure 13b) structures respectively, for the two considered directions of magnetization, δ. From the figures we see, in both cases, a strong dependence of the ADOS on the orientation of the magnetization. As expected we found the existence of...
sizable energy shifts and SO-coupling-induced removal of degeneracies all along the energy range. This is particularly the case of the electronic structure in the polycrystalline configuration shown in Figure 20 wherein a more abundant and less intense peak structure is observed in the ADOS for the two orientations of the magnetization. This less degenerated spectrum (which is primarily linked to the reduced symmetry of the nanowires) leads of course to a more closely spaced energy level distribution, rendering more effective the SO mixing between occupied and empty electronic states around the Fermi level.

It is clear that the previous SO-induced modifications in the eigenvalue spectra will affect other electronic properties in the material and, in particular, in the case of ferromagnetic atomic contacts, a strong dependence of the conductance on the direction of magnetization has already been found. This is physically expected since, as already stated above, when the magnetization is rotated, the energy shifts of the eigenvalues as well as the band splittings obtained around the Fermi energy, will play an important role in defining the number, orbital nature, and degeneracy of the conduction channels in the wires. Of course, a direct inference of the conduction from the structure of the ADOS shown in Figures 19 and 20 is not possible but these quantities are intimately linked. In any case it is clear that these modifications in the electronic spectra induced by precise microstructural features must be taken into account when analysing the transport properties of more realistic magnetic nanostructures.

Summary and conclusions

In this section, we have reported extensive self-consistent electronic structure calculations dedicated to analyse the MAE as well as the local spin $S_{\delta}(i)$ and orbital $L_{\delta}(i)$ magnetic moments for various types of finite length Co nanowires. We have considered monoatomic chains as well as fcc single crystal and polycrystalline nanowires and our calculations have revealed that the local atomic environment has a strong influence on the determination of the easy axis in the structures. We have found strong oscillations of the low energy orientation of the magnetization between parallel and perpendicular directions as the length of the wire increases, or when the geometrical details of the wire-ends are modified. As a general trend, in the polycrystalline atomic configurations we obtain reduced energy differences between parallel and perpendicular directions of magnetization, which could imply that reducing the degree of polycrystallinity in these kind of samples could be used to synthesized magnetic nanowires with a more stable low energy magnetization direction. In addition, it is clear that due to their sensitivity to the local atomic environment, the magnetic properties of these kind of materials can be thus greatly modulated, exploring a wide spectrum of magnetic phenomena.

Finally, we have found a clear dependence of the electronic spectra on the magnetization direction. We have obtained sizable energy shifts and SO-coupling-induced removal of degeneracies all along the energy range, particularly in the case of the polycrystalline configurations, which implies that precise details of the microstructure (i.e. defects, grain boundaries, etc.) in magnetic nanowires

Figure 19. Calculated average density of states (ADOS) for the Co$_{195}$ nanowire shown in Figure 13a. a. The spin-up and spin-down bands for the direction of magnetization $\delta = x$; b. Similar results but for $\delta = z$. The value of the Fermi energy is marked with a vertical dashed line.

Figure 20. Same as in Figure 19 but for the Co$_{183}$ nanowire shown in Figure 13b.
are expected to strongly modify the number of conduction channels as well as the transport properties of the wires.

**Two-dimensional Heusler alloys**

The Heusler alloys, are ternary systems $X_2MnZ$ that have been known since 1903 (ref. 73). These systems have manganese as one of the main components and show a rich variety of magnetic phases, depending on the two other chemical components and on the temperature \(^{74,75}\) that rules the chemical and magnetic order. These alloys looked very promising for applications since the manganese atom has a magnetic moment close to 4 $\mu_B$. These ternary systems crystallize with L2$_1$ structure, and in general the X element is a noble or transition metal and the Z sites are occupied by atoms with $s$ and $p$ valence electrons. According to a previous calculation \(^{76}\), the role of the X atoms is to determine the lattice constant and the Z atoms mediate the interactions between Mn atoms. Recently, these alloys have been used for important applications as magnetic shape memory materials \(^{77,78}\).

The more complex Heusler alloys are those in which the X element is also magnetic. Recently these kind of systems have been intensively studied owing to their great potential for spintronics \(^{79,80}\), and magnetically driven actuators \(^{85}\). One of such systems is Ni$_2$MnGe. In these systems the magnetic properties of Ni make the alloy more complex but at the same time richer in magnetic-electronic behaviour. Recently these systems have been grown as thin films over a GaAs substrate. The key element for applications in spintronics is the capability to inject electrically spin-polarized carriers into unpolarized semiconductors. It has been found that the bulk Co$_2$MnSi or Co$_2$MnGe (ref. 82) alloys there is a gap in the minority sub-band and therefore the up-electrons are the ones free to move.

This study has a two-fold motivation. On one hand, nowadays ultrathin films can be grown with sophisticated techniques which allow depositing multiple chemical elements. For example, recently, by means of thin film-composition spreads, the phase diagram of the Ni–Mn–elements. For example, recently, by means of thin film-techniques which allow depositing multiple chemical components (Pd$_2$MnIn, Pd$_2$MnSn). Thus, one can ignore the two sublattices occupied by the X element and decimate this set of sites. By applying this procedure, we obtain the lattice shown in Figure 21 $h$, where we show only the two square interpenetrating lattices occupied by the elements Mn and Z.

As it has been shown in previous papers \(^{74,75}\), there are alloys in which, in a wide range of temperatures, the X element does not interchange sites with the other components (Pd$_2$MnIn, Pd$_2$MnSn). Thus, one can ignore the two sublattices occupied by the X element and decimate this set of sites. By applying this procedure, we obtain the lattice shown in Figure 21 $h$, where we show only the two square interpenetrating lattices occupied by the elements Mn and Z.

In terms of the chemical and magnetic interactions, the total internal energy of the system can be written like the sum of two contributions

$$E = -\sum_{i,j} N_{i,j} V_{i,j} - \sum_{n} \sum_{i,j} (\sigma_i \sigma_j) n J_n, \quad (10)$$

where $I$ and $J$ denote the Mn and Z atoms, $\sigma_i$ and $\sigma_j$ are the magnetic spins of Mn with orientation up ($\uparrow$) or down ($\downarrow$), and $n = 1, 2, 3$. For an alloy with a concentration $c$ of manganese atoms, Mn$_zZ_{1-c}$, one can rewrite the equation in the form

$$E = -\frac{1}{2} V_1 N_{MnZ} + E_c - \sum_{n} \sum_{i,j} (\sigma_i \sigma_j) n J_n, \quad (11)$$

where $V_1 = V_{MnMn} + V_{ZZ} - 2V_{MnZ}$ is the energy of mixing. At low temperatures, positive values of $V_1$ drive the alloy to an ordered array while negative ones tend the alloy to separate into two phases. $N_{MnZ}$ is the total number of Mn–Z pairs and $E_c$ is given term of the concentration $c$ and the total number of Mn–Mn and Z–Z pairs, i.e. a constant energy of a segregated system. Furthermore, positive
Figure 21.  

(a) The two-dimensional Heusler crystalline structure showing the various sublattices occupied by the \(X\), \(Mn\) and \(Z\) elements;  
(b) The decimated lattice containing only the sites occupied by \(Y\) and \(Z\) elements.

(negative) values of \(J_n\) favour a FM (AF) alignment between the \(n\)th Mn neighbours. It is important to note that the magnetic interactions between Mn first neighbours favour the formation of Mn pair and contributes to form a segregated alloy. In the case of Heusler alloys, the chemical interactions are much more stronger than the magnetic ones and form ordered patterns at low temperatures.

To calculate the ground states that can be attainable with the interactions considered in our Hamiltonian, we take the five-point cluster shown in Figure 22. We denote the sites of the square vertex \(\beta_i\), \(i = 1, 2, 3, 4\), and the one in the middle by \(\gamma\). One can notice that in this cell, the number of first, second and third neighbours are \(z_1 = 4\), \(z_2 = 4\) and \(z_3 = 2\) respectively. Since each site can be occupied by Mn\(\uparrow\), Mn\(\downarrow\) or Z, the total number of configurations is \(3^5 = 243\), however, many of them are degenerate with a multiplicity \(\lambda_r\). If we denote the probability to find the \(r\) configuration by \(x_r\), it follows that

\[
\sum_{r=1}^{243} \lambda_r x_r = 1. \quad (12)
\]

There is a second constrain that has to be observed and involves the nominal concentration of Mn atoms in the binary system

\[
\sum_{r=1}^{243} c_r \lambda_r x_r = c. \quad (13)
\]

where \(c_r\) is the concentration of Mn atoms in the cluster \(r\).

Here, we consider only ordering alloys and by taking into account the symmetry of the cluster one finds that the total number of different configurations reduces to 34. Furthermore, this cluster allows to describe ordered arrangements corresponding to the concentrations \(c = 1, 7/8, 3/4, 5/8, 1/2, 3/8, 1/4, 1/8\) and 0. Here we report the case of \(c = 1/2\). The characteristics of the configurations that correspond to the equiatomic concentration are given in Table 2. It is important to notice that the configurations with probabilities \(x_1\) and \(x_5\) are equivalent, but the way to construct them is different.

In Figure 22 we present the different possible arrangement within the five-point cluster. All the figures represent a complete ordered alloy with the Mn atoms arranged with different magnetic patterns. There are not Mn atoms as nearest neighbours. In Figure 22a \((x_1)\), the Mn atoms order ferromagnetically (F). In Figure 22b \((x_2)\) the manganese atoms are arranged in alternating diagonals with ferromagnetic and antiferromagnetic coupling (F–AF). A superantiferromagnetic (SAF) pattern is shown in Figure 22c and is represented by \(x_3\). Finally, Figure 22d represents the manganese atoms with AF order denoted by \(x_4\).

Results

Now we proceed to calculate the ground state of the system as a function of the energy parameters. Since \(E\) is a linear function of the configurational parameters \(x_i\), all possible ordered states are located inside a convex polyhedron in configurational space. The range of stability with respect to the interaction parameters is given by an hypercone with extreme rays defined by the normals to all phases of the configurational polyhedral converging to the vertex in question\(^{85,88}\).
Figure 22. Magnetic phases of the completely ordered Mn–Z alloy: ferromagnetic (F), alternating diagonals with ferromagnetic and antiferromagnetic arrangements (F–AF), superantiferromagnetic (SAF) and antiferromagnetic (AF).

Table 2. Description of the possible configurations \( x_i \), in a five point cluster for the alloy composition \( Y_{0.5}Z_{0.5} \). We show the occupation of the various sublattices. \( Y \) is the magnetic atom and the magnetic moment can take the directions \( \uparrow \) and \( \downarrow \). The open circle denotes the non-magnetic Z element. The symbol \( \lambda \) denotes the multiplicity.

<table>
<thead>
<tr>
<th>( x_i )</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
<th>( \gamma )</th>
<th>( \beta_3 )</th>
<th>( \beta_4 )</th>
<th>( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
<td>( \circ )</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
<td>2</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>( \downarrow )</td>
<td>( \uparrow )</td>
<td>( \circ )</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
<td>8</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>( \downarrow )</td>
<td>( \downarrow )</td>
<td>( \circ )</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
<td>4</td>
</tr>
<tr>
<td>( x_4 )</td>
<td>( \circ )</td>
<td>( \circ )</td>
<td>( \uparrow )</td>
<td>( \circ )</td>
<td>( \circ )</td>
<td>2</td>
</tr>
</tbody>
</table>

The results for the ground states for the system depend on the energy parameters \( V_{MnZ} \), \( J_2 \) and \( J_3 \), since there are no Mn nearest neighbours. In Figure 23a we show the results in the \( V_{12} = V_{MnZ}/J_2 \) vs \( J_3/J_2 \) space and taking negative values for \( J_2 \). The only arrangements possible in this part of the space phase are the antiferromagnetic states, SAF and the AF. In the hatched area there are no stable states. The results for a positive coupling \( J_2 \) are given in Figure 23b. In this case the accessible states are the ferromagnetic (\( x_1 \)) and the superantiferromagnetic (\( x_3 \)) arrangements. Again in the hatched area there are no stable states.

A richer behaviour is obtained when we plot the results in the \( V_{13} = V_{MnZ}/J_3 \), \( J_2/J_3 \) (Figure 24). For negative values of \( J_3 \) (upper panel) the possible states are ferromagnetic (\( x_1 \)), the superantiferromagnetic (\( x_3 \)) and the antiferromagnetic (\( x_4 \)). We find also a wider area of non-accessible states. For positive values of \( J_3 \) (lower panel) the allowed states are the ferromagnetic (\( x_1 \)) and the antiferromagnetic (\( x_4 \)) patterns. Below the point, \( a \), an area of non-accessible states opens.

Finally, we show in Figure 25 the phase diagram in the \( J_3/J_3' = J_3/V_{MnZ} \) vs \( J_2/J_2' = J_2/V_{MnZ} \). Figure 26a shows the results for the case \( V_{MnZ} < 0 \). The possible states are the ferromagnet (\( x_1 \)), the antiferromagnet (\( x_4 \)) and the super-antiferromagnet (\( x_5 \)). There is also a part in the centre of the phase diagram in which there are no solutions. The solutions for the case in which \( V_{MnZ} > 0 \) are presented in the lower panel. The allowed states are the same as in
Figure 23. The ground state phase diagram in the $V_{12} (= V_{MnZ}/J_2)$ vs $J_{32} (= J_2/J_3)$ parameter space for systems with $J_2 < 0$ and $J_2 > 0$, upper and lower panels respectively. In the hatched areas there are no ordered solutions.

Figure 24. The ground state phase diagram in the $V_{13} (= V_{MnZ}/J_3)$ vs $J_{23} (= J_2/J_3)$ parameter space for systems with $J_3 < 0$ and $J_3 > 0$, upper and lower panels respectively. In the hatched areas there are not ordered alloy solutions.

Figure 26a, but the forbidden area disappears, since $V_{Mn} > 0$ produces an ordered alloy, and there are solutions in all the phase diagram.

Summary

In this section we just touch one of the many Heusler systems. It clearly shows the great potential of these alloys, due to the very rich magnetic behaviour. We presented a simplified version, two dimensional and analysed the magnetic ground states of a Heusler alloy in which the only magnetic component is Mn. This was done in order to reduce the degree of complexity and in an attempt to understand the interplay between chemical order and magnetism.

The possible applications that Heusler alloys have in spintronics and magnetic memory shape devices, make them extremely attractive and many experimental studies are being performed nowadays. We foresee important advances in new technologies based on the magnetic characteristics of these systems.
Figure 25. The ground state phase diagram in the $J_3$ ($=J_3/\nu_{MnZ}$) parameter space for $\nu_{MnZ} < 0$ and $\nu_{MnZ} > 0$, upper and lower panels respectively. In the hatched areas there are not ordered alloy solutions.

Figure 26. Representations of MnO and the supramolecular aggregation into ordered nanotubes and sheets. For more detail consult ref. 94. With permission of W. Wernsdorfer.
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Figure 27. The Neel vector of the Manganese SMMs that have been synthesized, (Mn₄), (Mn₁₂), (Mn₃₀), and (Mn₈₄). For comparison a high-resolution transmission electron microscopy view along a [110] direction of a 3 nm diameter Co nanoparticle containing about 1000 Co atoms⁹⁵ is shown. Figure reproduced with the kind permission of W. Wernsdorfer.

Single molecule magnets

The applications of small magnetic systems require monodisperse well-characterized particles. We mentioned before that one possibility is to grow particles or wires in nanoporous membranes by electrodeposition.

Other systems that are naturally monodisperse are what are now called single molecule magnets (SMM). These are intricate molecules with a complex chemical structure with Mn as its main component. They act as single magnetic domains below the blocking temperature show interesting hysteresis loops. The first reported systems⁸⁹ contained 12 manganese atoms per unit cell with an effective spin \( S = 10 \). Thereafter called [Mn₄]. These interesting systems show quantum tunneling of magnetization⁹⁰ and quantum phase interference [?]. It is foreseen that quantum tunneling may be advantageous in applications in quantum computing⁹¹.

More recently other interesting SMM have been synthesized: Mn₁₂ (ref. 92), Mn₃₀ (ref. 93), and the giant SMM Mn₈₄ (ref. 94). All these beautiful molecular solids display magnetic hysteresis and may be suitable for applications. We present in Figure 26 the atomic model for the giant Mn₈₄. It is a torus with diameter of 4.2 nm with a hollow diameter of 1.9 nm. Figure 26a shows views from perpendicular and parallel planes of the torus. The molecules ensemble one on top of the other (Figure 26b) and these units form an hexagonal arrangements (Figure 26c). For details the reader is referred to ref. 94.

In Figure 27 we show (with permission of the author) the Neel vector \( N \) for the various SMM. The vector is defined as the sum of the individual spins. \( N = 7.5, 22, 61 \) and 168 for the four SMM displayed. For comparison a Co nanoparticle is included at the right-hand side. This molecule contains approximately 1000 Co atoms⁹⁵.

The study of these supramolecular crystalline, monodisperse systems is a field of current interest and they promise spectacular applications.

General summary

Here we have presented recent studies on the magnetic properties of nanostructured materials. We have gone from the basic unit, a Mn dimer, to huge supramolecules where manganese plays a decisive role. We went from zero to three-dimensional systems through nanowires, and surfaces. The number of systems is enormous but we have restricted to only some particular examples in order to show the richness of the field.

There is no doubt that with the understanding and careful synthesis of these materials, in the near future a new set of miniature gadgets that make use of the magnetic properties of nanostructures will appear in the market.
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