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The purpose of these lectures is to study the fundamental principles of
Statistical Mechanics, also known as Statistical Physics, which govern the
behavior of macroscopic systems, i.e., systems composed by a large number
of atoms or molecules. Although large macroscopic systems are subject to
the same fundamental laws of quantum mechanics as small systems, their be-
havior follows new universal laws which are specific to the presence of a very
large number of degrees of freedom and to the boundary conditions imposed
by experiment. Instead of becoming increasingly intricate and obscure, new
regularities appear as the number of particles becomes very large which es-
cape a purely mechanical deterministic interpretation. These statistical laws
cannot be reduced to purely mechanical laws. New concept and principles
are required in order to derive them, which do not apply to small systems.

One of our first goals will be to understand why the laws of quantum me-
chanics (or classical mechanics) are not enough for understanding macroscopic
systems and to lay down the principles of statistical mechanics as clearly and
explicitly as possible. Many introductory courses and a number of remarkable
books on the theory of macroscopic systems (e.g., K. Huang, Statistical Me-
chanics, Wiley) follow the historical development. They start by formulating
the first and second laws of the thermodynamics and develop in length their
consequences by establishing relations between their mechanic magnitudes.
Important concepts like entropy, heat and temperature are introduced in an
ad hoc phenomenological way. The concepts of Statistical Mechanics are in-
troduced later in order to provide a microscopic justification or rationalization
of the thermodynamic principles. This is the pathway followed by R. Clau-
sius (1822-1888), J.C. Maxwell(1831-1879), L.E. Boltzmann (1844-1906) and
J.W. Gibbs (1839-1903). While such an evolution is understandable at a time
when no microscopic theory of matter was available, approaching the subject
in this way would be an anachronism. At present it is far more meaningful



to set first of all the basis of Statistical Mechanics taking advantage of our
knowledge of classical and quantum mechanics and to derive thermodynamics
as a byproduct.

This approach, which will be adopted in the following, has a number if im-
portant advantages. From a conceptual perspective it is important to state
the principles of the theory of macroscopic systems in a clear transparent way,
so that we understand, where they are applicable, where they are not and
what kind of consequences to expect in borderline cases (e.g., nanoscale sys-
tems). In this way we set the focus on the general fundamental theory rather
than on the phenomenological consequences of it. Statistical mechanics is
free from a number of limitations of thermodynamics. For example, ther-
modynamics concerns systems in equilibrium leaving no room for thermal
fluctuations of the physical observables. It provides no microscopic explana-
tion of the observed behavior but simply general relations between different
measurable properties. Since no connection to quantum mechanics can be
established in thermodynamics, it is not possible to predict any observable
property (e.g., the melting point of a given metal or the Curie temperature
of ferromagnet). The equation of state of a material in a specific phase can
never arise from thermodynamics. Statistical mechanics shares with ther-
modynamics its universal character, since its principles and laws apply to
all systems alike. But in addition, it opens the possibility of a detailed the-
ory of matter including the calculation material-specific properties. Subtle
quantum-mechanical effects such as superconductivity, magnetism, metal in-
sulation transitions and all other condensed-matter properties can thus be
predicted. In fact, the rigorous bridge between quantum theory and macro-
scopic behavior has only been established thanks to Statistical Mechanics.
This allows a detailed comparison between microscopic theory and macro-
scopic experiments, the cornerstone of scientific progress.

Any theory of the properties of macroscopic systems has to be based, or
at least by consistent, with quantum mechanics (QM), which is our micro-
scopic theory of matter. QM defines very precise methods for determining the
eigenstates and eigenvalues of different observables, in particular the station-
ary states and eigenenergies. This is certainly not an easy task for systems
containing of the order of 103 atoms. In addition, QM predicts the time
evolution of any given state |¥). The same holds for a classical description,
whenever it is applicable. However, an atomistic deterministic mechanical
theory is not able to predict in which state a system will be found under
specified macroscopic constraints such as volume and total energy. Answer-
ing this question is one of the main goals of Statistical Mechanics. According
to deterministic dynamics the state of any system is unambiguously defined
by the initial conditions and the elapsed time. Moreover, different initial
conditions yield different microscopic states (time-inversion symmetry). In
contrast, from a statistical perspective an uncountable number of different
microscopic initial states lead to the same macroscopic equilibrium variables



such as temperature and pressure. A simple example, which I borrowed from
Erwin Miiller-Hartmann, allows to clearly illustrate the different scopes of
deterministic and statistical mechanics: Consider a large number of HoO
molecules in a given volume. A typical statement of QM would be that water
and ice are possible states of the system. Based on this quantum mechanical
result statistical mechanics allows us to conclude that in summer one finds
water and in winter ice.

G. M. Pastor, WS 13/14, Kassel.
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1 Basic statistical concepts

A full mechanical description of the dynamics of a macroscopic system is both hopeless
and not very meaningful, since we lack the required precise information on the initial
conditions of all degrees of freedom and on the exact form of the Hamiltonian governing
the system and its environment. Moreover, for describing the equilibrium properties a
precise knowledge of all its constituents is not necessary at all. What we actually need to
know is only the probability of finding the macroscopic system in each one of its possible
microscopic states. It is the goal of statistical mechanics to provide such an inherently
probabilistic description of macroscopic systems. This motivates a brief discussion of
some basic concepts of probability theory.

The sections marked with an asterisk (%) in this chapter are not needed for under-
standing the rest of the notes. They may be skipped without consequences.

1.1 Random variables and probabilities

Variables whose outcome cannot be predicted with certainty are usually known as random
variables. We consider a random variable x with a set of possible outcomes S, which may
be discrete (e.g., S = {x1,x2,...}) or continuous (e.g., S = R).

An event E is a subset of outcomes E C S, for example, E = {even result of a dice throw}
= {2,4,6}. To each event E C S we assign a probability P(E) with the following three
fundamental properties:

i) Positive definiteness: P(E) > 0.

11) Additivity: P(El) + P(EQ) = P(El U E2) if EiNEy =0 and E, B, CS.
F7 and FEs are said to be disconnected events.

iii) Normalization: P(S) = 1.

Probabilities may be assigned in two ways:

i) Experimentally as

Ng
P(E)= lim —
( ) N—oo N ’
where Ng is the number of actual occurrences of the event E after N “throws” or
outcomes.

ii) Theoretically by means of an estimation, which is based on the determination of
the set of outcomes S, and some hypothesis about the relative probabilities for
a complete set of events. For instance, knowing that S = {1,2,3,4,5,6} for a
dice and assuming equal probabilities P(i) = 1/6 Vi € S, we conclude that



P(even) = 3-1/6 = 1/2. Due to the lack of knowledge of the precise mechanical
properties of the dice (i.e., the system) and the way of throwing it (i.e., the initial
condition and the Hamiltonian including the environment) and in the absence of
any reason to believe that the dice is biased, we assume that all six possibilities of
the elements in S (i.e., the states of the system) are equally probable.

All probability assignments in statistical mechanics are theoretical or “subjective"
(as opposed to “objective” in i). Their validity needs to be verified by contrasting
them to experiment.

1.2 A single continuous random variable
We consider a continuous random variable x € R. The cumulative probability function
(CPF) is defined as the probability P(z) for any outcome z’ to be smaller than x:
P(z) = prob (2 € [~00,1]).

The basic properties of a CPF are

i) P(—o0) =0.

ii) P(x) is monotonically increasing, i.e,

P(z 4+ A) = P(z) + prob (¢’ € [z,z + A]) > P(z),
since any probability satisfies additivity and positiveness.

iii) Finally, the normalization condition implies P(+00) = 1.
. . . . dP
The probability density function (PDF) is defined as p(z) = g Consequently,
T
p(z) dx = prob (a:' € [z,x + dac]) )
Notice that, in contrast to probabilities satisfying P(z) < 1, there is no upper bound for
p(x).
Very often we are interested in analyzing the statistical behavior of properties which

depend on random variables. If x is a random variable, any function F(z) of z is also a
random variable with its own PDF which is given by

pr(f)df = prob (F(x) € [f, f +df]).

Let x; with ¢ = 1,...v be the solutions of F(x;) = f, we have
pr(f)df = plx) da;
i=1

= pr(f)=>_ plx)

i=1

dx

e (1.1)

r=z;=F~1(f).



Notice that |dx/dF| is the Jacobian for the change of variables. Eq. (1.1) may be written
as

pr(f) ZZP(% =F(f)) (1.2)

=1 ‘7|m:xi:F*1(f).

Such a change of variables may lead to divergencies in pp(f) which remain of course
integrable, as one may easily verify by changing variables back to .

Exercise 1.1:

A metastable nucleus decays through f emission. What is the probability density p(p, 6)
for the electron to be emitted with a polar angle 6 (relative to the z axis) and azimuthal
angle 7 Imagine the nucleus at the coordinate origin and consider

p(¢, 8) dp df = prob {emission with angle 6 € [0, 6 + df]| and angle ¢ € [p, v + dp]}.

Exercise 1.2: Consider the Gaussian distribution

1 eff/2¢72
 V2re2 VF

pr(f) =0 for f < 0. Verify the normalization of pr(f).

with z € R and f = F(z) = 22. Show that pg(f)

for f > 0 and

1.2.1 Moments of a PDF

The ezpectation value of a function F'(z) of the random variable z is given by the known
expression

+oo
(F(z)) = / F(2) plz) de.

—00

Particularly important expectation values are the moments of the PDF
(z") = /x”p(x)daj
and the characteristic function x(k)

W) = () = [t pa)da,



which is just the Fourier transform of the PDF. Note that x(0) = 1.

The characteristic function is the generator of the moments:

+oo Y +o0 i k)
(k) = <Z S > =y EI oy, (1)

n=0 n=0

zl—ik:<1:)—%k:2<:c2>+...

from which we obtain

A"y (k
i x(k)

P RS

k=0

The PDF can be recovered from x(k) by the inverse transformation

p(z) = ;r/eikxx(k:) k. (1.4)

One can also easily obtain the moments around any other point xg from

+oo AV
etk o y(k) = <e—ik(z—xo) ) = ZO (_;{f) ((z—x0)™).

It is clear that the knowledge of all the moments of a PDF defines it univocally, since
(x™) defines x(k), from which p(z) can be obtained. See Egs. (1.3]) and (1.4)).

1.2.2 Cumulants of a PDF*

The logarithm of the characteristic function x(k) is known as the cumulant generating
function

—+o00 . n
(k) = 3 S ),
n=1

= —ik(e)o— 3 K (2ot .. (1.5)

The cumulants are defined implicitly by means of the previous series expansion of In x (k).
Note that In x(k =0) =In1 = 0.

The cumulants and the moments are of course related, since they derive from the same
p(z) and x(k). One can obtain the cumulants from the following comparison. On the
one hand we have

400 . n
X(k):1+zﬂ<x">, (1.6)

10



where e = —ik (2) — 2 k* (22) +.... And on the other we have

400 l
Inx(k) =ln(l+e) = (1) 57
=1
2
g
=e———4... 1.
-5 + (1.7)

Using the implicit definition (1.5 of the cumulants and replacing e from (1.6|) in ((1.7)

we have

—ik<x>c—%k2<x2)6+...:—ik<x>—%k2 ((22) = (2)?) +... . (1.8)

—g2

or in a general form valid for all n,

+00 (_ipm TO Ll [ER(pm !
Z( n?) (2" )e = ( 1l) <Z ( nj) ($m>>

n=1 =1 m=1

This leads to

(22), = (2?) — (z)? variance
(23)e =(a3) =3 (z*)(z)+2(z)3 skewness
(a)e = (2b) —4(a3) (z) =3 (2®)2 +12(2*) (z)? -6 (z)* kurtosis (or kurtosis).

A PDF can be described indistinctively in terms of its cumulants or of its moments.

1.2.3 Computation of moments in terms of cumulants*

Theorem: The m-th moment (z™ ) is obtained by considering all possible subdivisions of
m points in p,, groups or connected clusters of n points each. Of course ), p,n = m.
Each possible subdivision contributes with the product of the cumulants ( 2™ ). associated
with the connected cluster having n points.

Examples:
(x) = () =
(z%) = (o) (o) + (o0) = (z)2+ (%)
(z°) = (o)(o)(o) +3(e)(00) + (0 00) = (z)2+3(x)c(a?)c+(2%)e

8
E/

)

w

11



Exercise 1.3:
Obtain the expression for (z%) in terms of ('), and I = 1-4. Deduce (z'). in terms of
(2!) for I < 4.

The theorem can be demonstrated by noting that

+oo .7 \m
NCED PR P P NG)
m=0 )

Matching the coefficients of the powers of (i k)™ with all the possibilities yielding ), pn, =
m we have

NI (19)

| \Pn
o e Pn! (n!)

where the sum runs over all the possibilities of forming subgroups with an n = m.
After rewriting Eq. (1.9) as

m!
(™) = ST (e (e
pal (nl)Pr
{pn} 7

we can identify the different variables and factors as follows:

n: number of points in one cluster.

ppn: number of clusters with the same number n of points inside.

m!: number of permutations of all the m points.

(n!)P»: permutations of the points within each cluster.

pp!: number of permutations of the clusters with n points among them.
m!

W: number of ways of splitting m points in {p, } subgroups with n points each.
Dp! (n!)Pr

12



1.3 The Gaussian or normal distribution

The Gaussian distribution is given by

(2) 1 _a=y?
plr) = —F/——e 20 ,
V2mao?
where A\ = (z) is the mean value and 02 = (z2) — (x)? is the variance. The characteristic
function

(z=2)?2
202

1 — —1kx
x(h) = m/ d e

has also a Gaussian form. In order to prove it we set £ = x — A and rewrite the exponent

as
(:62_02)2“’”3: 2; +ikE+ikA
=& +2i522 Ui 022k2 ik
One obtains
(k) = eI \/2;7 /:o s -

=1

. k252
— e—zkk—T )

In the last step we have applied Cauchy’s residue theorem and the fact that the expo-

nential function is analytic in all C. The cumulant generating function is thus simply

given by

k2 o2
2 )

Inx(k)=—ik\— (1.10)

which implies

and
(z"). =0 forn > 3.

This makes the calculations using the cluster expansion particularly simple, since the
graphical expansions involve only one- and two-point clusters (see Sec. . Conversely,
if all the higher cumulants (2™ ). with n > 3 vanish (or can be asymptotically neglected)
the underlying PDF is a Gaussian (or tends asymptotically to it). This property will be
exploited in the derivation of the central limit theorem.

13



1.4 Many random variables

For more than one variable ¥ = (z1,...zx) € R" the set of outcomes S C R". The joint
probability distribution function (PDF) is defined by

N
p(Z) Hd:ci = prob {event F'in z; < 2 < @ + dx; Vz’} )
i=1

It represents the probability per unit volume in R™ that the random variable Z’ takes a
value Z in a volume element di = [], dz; centered at Z and satisfies the normalization
condition

If, and only if, the variables are statistically independent we have p(Z) = Hfil pi(x;),
where p;(z) is the PDF of the random variable ;. In this case one also says that the
variables x; are uncorrelated.

The unconditional probability density for a subset of random variables x1,...x,, is
given by

p(xl...xm):/p(xl,...a:m,xm+17...x]v) H dx;.

It describes the behavior of the variables x1,...x,, irrespective of all the others. For
instance p(Z) = [ d3v p(7,7) gives the particle density (i.e., probability distribution for
the position) irrespective of the velocity v.

The conditional PDF p(x1 ... T | my1 ... N ) describes the behavior of some variables
Z1...Tm, subject to the constraint that the other variables x,,11...2zN have specified
values. For example, one may search for the velocity distribution at a given point &,
which we denote by p(7| Z).

The joint probability is given by
p(z1. . T, Tt -+ - ZN) = P(Tmt1 - TN) P(XT1 -« o Ty | Tng1 -+ - TN),

where p(2,41 ... 2N) is the unconditional probability density for x,,+1...zy, irrespec-
tively of the other variables x; ...z, and p(x1 ... Zp | Tmt1 ... N) is the probability of
T1...T, given the values x4 ... xn5. Thus

p(r1...2N)

p(x1... T | Tg1 ... TN) = ——
( m | T ) P(Tmg1 .- TN)

where p(z1 ... zy) is the number of events x; ... Ty, Tpmy1 ... 2N (divided by the number
N of trials) and p(xy41...xN) is the number of events zy,+1...zx (divided by the

14



number N of trials). An example would be the velocity distribution at point Z, namely,
p(v]%) = p(Z,7)/p(T).

The expectation values of some function F'(Z) is calculated as usual from

(F(@) = [ p(@) F() s,

Thus, the joint characteristic function is given by the Fourier transform

—

X(F) = / 4z &R p(7)

= (e Sl ki )

and the joint cumulant generating function is In X(/g) In the particular case of inde-
pendent variables we have p(Z) = Hﬁilpi(:zi), which implies (k) = Hfil xi(k;) and
Inx(k) = Zf\; 1 Inxi(k;), where x;(k) is the characteristic function of the probability
distribution of the variable i.

The joint moments and joint cumulants are then obtained from

n1 N o™ o E
<x1 N >_ 8(—ik1) O(—ikn) X( ) k=0
and
87741 871]\[ -,
n1 nnN p—
(Vs ok V) = ok Bk In x (k) -

The graphical relation between moments and cumulants, that was demonstrated for one
variable, also applies to N variables. For instance,

(w1ma) = (o) (9)+ (o) =(w1)e(m2)e+ (715 72)e

(ei22) = (o) (g) (o) +(2e)(g)+2(ee)(e)+(09s0)
= (21)2 (@2 ) + (2])e (w2)e + 2 (@1 % 22 )e (@1 )e + (2] % 22 ).

1.4.1 Joint cumulants of independent random variables*

It is easy to see that (zoxg) = (2o )(xg) and (zq *x 2g). = 0, if 24 and x3 are
independent random variables. Let the PDF be of the form

p(Z) =p1(z1...Tm) P2(Tms1 ... TN),

15



where ]l <a<mand m+ 1< <N. Then

The joint moment is given by

(xaxg) = 3(?>Z<}Ca) 8(?1(25) = (za)1(28)2

forl<a<mand m+1<p<N. It follows that

In x(F) = Inx1 (k1) + In x2(ks)
and consequently

o 0 -
(xq*xx5)e= = — Inx(k)=0
P71 ke kg

if 1 <a<mand m+1 < < N. The joint cumulant (z, * z3). is also known as
the connected correlation. It can be regarded as a measure of the correlation or mutual
dependence between the variables z, and xg.

1.5 The Gaussian distribution for many variables*

The generalization to N variables of the normal distribution has the form

) = ! ex 1 -1 Tom — Ty —
N CTOLE ) p{ =5 2 (5 Com = ) (on =20 .

mn

where ¥ is a positive-definite symmetric matrix and 37! refers to its inverse. Note that
¥~ ! is also positive definite. In other words, the argument of the exponential is an
arbitrary positive-definite quadratic form.

The characteristic function is given by

(F) = /df o iRT (L (@E-X)E (@K 1 ,
(2m)N det(X)

where we have introduced k = (ky,...ky) and X = (A1, ... Ax).

One may easily verify the normalization of p(Z) and compute x(k) by changing vari-
ables to ¥ = & — A, so that the Gaussian distribution is centered at the origin of
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the coordinate system, and by performing an orthogonal transformation U such that
U'Y='U = 0,2 6nn is diagonal (37! is symmetric). The Jacobian of the orthogonal
transformation being equal to 1 (detU = 1) and denoting the eigenvalues of ¥~1 by
1/02, > 0 we have
(U'S'U) = b 1 ith v'u=1
m 0-%1

n
and

(U'SU), = bmn 0.

mn

Setting UE = §f = (% — X) we have

o e’ iRUE 2\ y-l778
O~ s € @,E_Uf}
EUty-1UE

If we set for a moment k = 0 to verify the normalization, we see that the integral splits
in a product of N one-dimensional Gaussians each yielding an integral /2 m o2, so that

1L, <\/27ra$n> =+/(27)N det(X). The joint PDF is therefore properly normalized.

-,

In order to compute x(k) one can use the result for one-dimensional Gaussians for

. . h)
k' = Utk noting that (U' X1 U),p, = % In this way one has
o

m

Using that

=U'k-U'Sk=k-Sk= Zinkmkn,
we finally obtain
X(E) :e—iE-X—%EEE
1
:exp{ — %: b Am — 5 ; Emnkmkn}
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Consequently,

Inx(k) =—i Y km A — % %; D

m

which implies
<75m >c = Am,
<$m * xn>c = Zmn;

and all higher cumulants vanish.

In the special case of vanishing mean values, i.e., A\, = 0Vm, we have that all odd
cumulants vanish. Thus, all odd moments vanish and any even moment is given by the
sum of the products of cumulants obtained from all possible ways of forming pairs of
variables. For instance,

(Taxgtyas) = (Ta*xxp)e (Ty*Ts)e +
+(Ta*x Ty )e (T5*T5)e

+(Ta*x5)e (T8 % Ty )

This is analogous to Wick’s theorem in many-body Green’s function theory.

1.6 Probability distribution of a function on N random variables

We consider an arbitrary function f : RY — R of N random variables & = (z1,...,zy).
The PDF p(f) for the variable f = f(x1,...,zyN) is given by

p(f) = /dml...d:vN p(z1,...TN) 5[f'ff(x1,...,1:N)] , (1.11)

where the delta function ensures that the integral sums up only the probability density
at the points & for which the function f(Z) yields the value f’. In other words, the right
hand side can be interpreted as the sum over all possible values of the random variable &
of the product of probability density of the variable & times the conditional probability
p(f'|¥) that the random variable f(Z) takes the value f’ for the given Z. The latter is
given by the delta function, since it vanishes for all f’ # f(Z) and its integral over all f’
is equal to 1. The reader may wish to apply Eq. to a one-variable function f(z)

and thus recover Eq. (1.2)).

1.7 The central limit theorem

We consider the average & = % Zi\;l x, of N random variables z1,...zx having the
joint PDF p(z1,...xx). These variables can be, for example, the kinetic energy p2/2m

18



of the atoms in a classical gas or the pair interactions w(7j, 7’;) between pairs of molecules
in liquid (v = ij). In these cases the average T represents the average kinetic energy,
respectively interaction energy, of the system. The PDF for the random variable Z is
obtained by integrating over all possible values of x1,...xzxN as

L X
pz(z) = /darl...de p(z1,...2N) 5(37— NZ.’L'V> . (1.12)
v=1

The corresponding characteristic function is

xz(k) = /da: pz(z) e ik

i 1
:/dﬂf e_lkm/d{El,,.dep(xl,...$N) 5<$_N .IV)

= /dﬂ?l ...dl‘N p(xl,...xN) efi% 25:1 Ty

k

k
—Xp<k‘1—N,-~k‘N—N> ) (1.13)

-,

where x;, (k) is the characteristic function of the joint probability distribution p(z1 ... zn).
Let us recall that x,: RY — R. Based on Eq. 1) one may already observe that for a
large number of variables N the properties of xz(k) and thus of pz(z) are given by the
behavior of Xp(E) for k near the origin. They could thus be assessed by an appropriate
Taylor expansion.

Let us now assume that the x, are independent variables having all the same PDF p; ().
A memorable example of random variables, which can be considered to be independent, is
the kinetic energy the particles in a classical gas at low densities, so that the interactions
among the particles can be neglected; the problem considered by Maxwell and Boltzmann
in their kinetic theory of gases. Other commonplace examples are the sex of the next
N children to be born, the outcomes of throwing a dice, the party voters will chose in
the next general election, the velocity of cars in a highway when traffic density is very
low, etc. As you can see, no assumption is made neither on the nature of the random
variable nor on the form discrete or continuous of the probability distribution pj(z).
Once statistical independence is granted the following considerations are universal. Our
purpose is to infer how the probability distribution pz(z) of the average & of N such
uncorrelated variables looks like.

Concerning the joint PDF, statistical independence implies that it splits in the simple
product

N
p(x1,...2N) = H pi(zy), (1.14)
v=1
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where the index 1 in p; (x,) indicates that only one variable is involved. The characteristic
function associated with p(Z) is therefore

N
xo(k) = [ (k) (1.15)
=1

where y1(k) is the characteristic function of p;(x). The characteristic function xz(k) for
the PDF pz(z) of Z takes then the form

Xz(k) = f[:l (/d:cy pi(zy) e_if@”””) = [Xl <§>]N

where x1 is the characteristic function of p;(x). This result can be obtained either directly

from the definition of xz(k) or by applying Eq. (1.13]) to the particular case (1.15)). The

corresponding cumulant generating function then reads

k

Inxz(k) = N Inx; <N> . (1.16)

We can now expand x or In y; for small /N, i.e., for large N, in terms of the cumulants
of the probability distribution for one variable as

k k 1 (kY L
In x1 <N> ——ZN<£U>C—2<N> (z%)e + O(N7?). (1.17)
Combining Egs. ((1.16]) and (1.17)) we finally have
<$2 )e

N
1 2
:—z'k:(x>—§k2%+0(N_2).

Inxz(k) = —ik{z)c — %k? +O(N7?)

Comparing this equation with the general expression [I.5|for In y in terms of the cumulants
one concludes that the average of Z is given by (Z) = () and that its variance is given
by 02 = (7%). = (2?)./N = 0%/N. That the averages coincide was certainly expected.
Far more remarkable is the fact that the variance of Z is reduced by a factor 1/N with
respect to the variance o2 of the probability distribution p;(z) of a single event. In
particular o2 vanishes for N — oo!

Fourier-transforming back in order to obtain pz(z) we have asymptotically for large N
that

) = L ep{ = 1 o (0

2moz

with a variance 02 = ¢2/N. Thus, in the limit of N — oo, the probability density of

T
the average always follows a Gaussian distribution whose variance tends to zero. This
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important result is known as the central limit theorem. Notice that the theorem holds
independently of the form of the PDF of the random variable z, i.e., for any p;(x). The
details of the physics behind p; (z) are therefore irrelevant. In particular, it holds for both
continuous and discrete p;(x) alike. On the one hand, this stresses the universality of
the theorem and of the statistical approach for large number of variables. On the other,
however, it also implies that the distribution pz(x) for large N gives no information on
the behavior of the single-event probability p;(x) from which Z is issued. Only (z) and

o2 can be inferred from pz(x), provided that N is finite and known.

The reasoning used to derive pz(x) also applies to the sum of N independent random
variables X = Y, x,. In this case the average is (X ) = N(x) and the variance is
0% = (X?). = N(2?), = No?, so that the amplitude of the fluctuations around the
mean, as measured by the standard deviation ox = /(X2). = VN o, scales with
V/N. The fact that the fluctuations of X increase monotonously with N is certainly
reasonable. However, notice that the increase of ox is much slower than the average
itself ((X) = N(x)). As a result, the relative fluctuation vanishes for large N as

% ~ Wii — 0 for N — oo, provided that ( X ) # 0. This behavior is sometimes
referred to as self-averaging.

The consequences of the central limit theorem are far reaching, not only in physical
applications but in statistics in general. Consider an arbitrary macroscopic system, for
example, a gas, liquid or solid which is not isolated and can thus exchange energy with
its environment. As a result of the interactions with the environment the total energy
FE of the system will fluctuate to some extent, i.e., it will not have a well defined sharp
value. The central limit theorem tells us how the probability distribution for the average
energy per atom looks like independently of the details of the interactions between the
system and its environment. Indeed, if the system is macroscopic, it contains of the
order of 10%° atoms and molecules. One may then divide it in a large number N of equal
subvolumes, which still contain a very large number of atoms and can thus be regarded
as essentially uncorrelated (e.g., N = 100 subsystems each containing 10'° atoms). The
probability of finding the subsystems ¢ = 1,..., N in some particular quantum states
q1, 92, - - -, N is then given, to a very good approximation, by the product of probabilities
p(q1,q2,---,qN) = Hfil p1(q;), where p1(q) is the probability that a subsystem is in the
state ¢. In equilibrium, p;(q) is the same for all subsystems since homogeneity can be
assumed. This reasoning applies to the physics of macroscopic systems in general. The
hypothesis of the central limit theorem are then fulfilled.

Let us turn our attention to the probability distribution of the average energy per
atom £ and total energy F in such an open macroscopic system. The energies per atom
g; of the different subsystems ¢ = 1,..., N are independent random variables following
some probability distribution p;(¢). The energy per particle of the whole system is given
by the average &€ = ), &;/N of the random variables ¢;. In the macroscopic limit both
the number N of subsystems and the size of them tend to infinity. The central limit
theorem implies —without any knowledge of the physics behind &; or p;(e)— that the
energy per particle of any macroscopic system in equilibrium is normal distributed with
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a mean-square deviation which tends to zero as oz o 1/ V/N in the macroscopic limit,
i.e., when the number of subsystems N or system size tends to infinity. Concerning the
total energy E one concludes that it also follows a Gaussian distribution with a standard
deviation o5 « v/N. Note that the fluctuations of the total energy grow much more
slowly with system size than F, which is proportional to N, rendering the fluctuations
of the energy per atom negligible. The same reasoning applies to any other extensive
property such as the number of particles, volume, or magnetization. The fact that these
general conclusions are drawn independently of the nature of the system and of any details
about its internal interactions (gas, liquid, solid, metallic, insulating, etc.) demonstrates
the amazing universality of the statistical approach.

Exercise 1.4:
Calculate (7 ) and 02 = (#?) — (Z)? in terms of (z ) and o2 starting from Egs. (1.12)) and
(1.14]) for arbitrary, not necessarily small N.

1.8 Information content of a probability distribution

Consider a random variable with a discrete set of outcomes S = {z;, i = 1,... M} having
the probabilities {p;}. Suppose we construct a message xj ...zny with N independent
outcomes of the random variable z;. We intend to quantify the possible information
content of such a message as a function of the probability distribution {p;, i = 1,... M}.
Analyzing the number of different possible messages will allow us to infer how much of
the apparent information content of the message is already contained in the probability
distribution. For instance, if the probability distribution is {p; =1 and p; =0 Vi > 1}
there is just one possible message (x; ...x1) and actually no information can be conveyed.
All the information is in the probability distribution (PD). In the other extreme case,
where x; is uniformly distributed, the PD carries no information at all.

Let us first consider the case where the values of x; in the message x1...xn can
be chosen at will. Since there are M possibilities for each x;, the number of different
messages is ¢ = M. The number of bits K necessary to transmit or store such messages
or, in other words, the number of bits required in order to distinguish one message from
the others, is

K=Ilngg=NIny M. (1.18)

On the other hand, if the z; are taken from the probability distribution p;, the possible
choices of x; are limited. For instance, if p; > py it is unlikely to construct a message
with more occurrences of x5 than x1. In the limit of large number of message elements
N, the number of occurrences of x; in the message approaches asymptotically N; = p; N.
In fact the probability of finding |N; — N p;| > +/N; becomes exponentially small as
N — oo. Taking into account that the message contains nearly N; occurrences of x;, the
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number of possible messages is reduced to

N!
Hi\il Ni!.

This corresponds to the number of different ways of arranging the Ny, ... Njs occurrences
of the outcomes x; ...z, where Y, N; = N. To specify the message we therefore need

g:

M
K =1Inpg=In, Nl — Z Iny V!
=1
M
>~ NIy N—Nlnge—» (N; Ing N; — N Ing e)
=1

N; N;
:*NZW 2
M

=-N Z pi Inop; = —N(Inap)
=1

bits of informationﬂ K gives a measure of the diversity of the probability distribution
{pi}. As expected, we recover here the two limiting cases discussed above: Ing g = 0 for
pi=1and pj =0Vj#iandIngg = N Iny M for p; = 1/M Vi (uniform distribution).
For any non-uniform probability distribution the information content of the message
Iny g is smaller than N Ing M, which is the information content in the absence of any
information on the relative probabilities p;. One assigns this difference to the information
carried by the probability distribution {p;}. Consequently, the information content of
the probability distribution {p;} is given by

1

I({p:i}) = I [Kmaz — K({pi})]

M

:lngM—i-Zpi Ins p; .
=1

The information content represents the reduction of the logarithm of the number of
possible messages g that can be constructed out of {p;} in the limit of large N per
unit of message length. It is a property of the probability distribution and as such it is
independent N.

In the limit of large N one may approximate InN! ~ NIn N — N + In(2xN)/2. Thus, taking into
account only the leading contributions, one may write In N! ~ NIn N — N for N — oo.
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1.9 Entropy of a probability distribution

In this context it is useful to introduce the entropy S of a probability distribution, which

is defined by

M
SHpi}) == pilnpi=—(lnp) >0 (0<p; <1).
i=1
In terms of S the information contents is given by

I(pd) = 7o [Smax — S({pa))]

n(2)
where
M
1 1
Smax - _; M IDM =InM

is the maximum of S({p;}) corresponding to p; = 1/M. A probability distribution with
maximum entropy carries the least possible information. Therefore, S gives a measure
of diversity of the distribution. Notice that S is equal to the logarithm of the number of
different messages or states that can be constructed with outcomes x; ...z, satisfying
N; = Np;. For the distribution p; = d;; (for some j) there is only one possible microscopic
configuration or message, namely, (z;x;...z;). In this case, and only in this case, we
have S = 0.

The entropy does not depend on the values or physical meaning of the random variables
;. Any one-to-one mapping of the form x; — f; leaves the entropy unchanged since
p(x;) = p(f;). This implies in particular that the (non-equilibrium) entropy of a system
of interacting particles (e.g., an interacting electron gas) with occupation probabilities
n;: for each quasi-particle state k is the same as the entropy of a non-interacting system
having the same ng. The actual equilibrium entropy will of course be different, since in
equilibrium the entropy corresponds to the maximum value of S({n;}) compatible with
the constraint of a fixed total energy F.

In contrast, any many-to-one mapping reduces the entropy of the probability distribu-
tion, since it reduces its diversity or, in other words, it increases the definiteness or the
information content. For example, given p; and p2, the mapping

gives

p(f) = p1+ p2.
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The resulting change in the entropy reads

AS =5;— Siy
= —p(f) Inp(f) + (p1 Inpy + p2 Inpy)
b2
=p1ln

p2 In ,
p1 + D2 p1+ D2

which is negative, provided that p; # 0 and ps # 0. Conversely, removing a constraint
in a probability distribution systematically increases S.

1.9.1 Inferring unbiased probability distributions

The entropy S (or equivalently the information content) of a probability distribution can
also be used as a criterion to infer subjective (i.e., theoretical) estimates of probability
distributions. For instance, in the absence of any information or constraint on the pro-
cesses behind the individual events i, the best unbiased estimate of {p;} is that all possible
outcomes are equally probable, i.e., p; = 1/M for all i. The distribution maximizing S
has the largest diversity and therefore yields the largest number of messages or ‘states’
which are likely to be obtained as the outcomes of the probability distribution {p;} for
any given M. One may also say that this choice minimizes the information content of
the probability distribution {p;}.

If additional information is available the unbiased estimate for p; is obtained by maxi-
mizing S subject to the constraints imposed by the available information. As an example
let us assume that we know the average value ( F'(z)) = f of some function F'(x) of the
random variable x. In this case we obtain the unbiased p; from the extremum of

M M

Liph) = SUp}) —a (Z pi - 1) B (Z pi F(i) — f) ,

Dy i=1 i=1
- Zi:l pi Inp;

where o and 8 are Lagrange multipliers. Straightforward derivation yields

oL
Op;

=—Inp;—1—a—pF(z;)=0

Ly = e (140) 8P,

Imposing the normalization condition Y, p; = 1 we obtain e!*® = 3. e 7 (@) and thus

e_/BF(xi)
pi = —Zﬂfl Tt (1.19)
where (3 is such that
M ~BF(:) [y
[ =(Fz)) = Z=L° (z:) (1.20)

Zi e_ﬁF(fi)
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Exercise 1.5:
Find the unbiased probability p(x;) for a random variable z; (i = 1,... M) knowing the
first n moments of p(z;) (i.e., (z¥) = M, for v < n).

n
i) Show that p(z;) o exp (Z ay xé’) with certain coefficients a,,.
v=0

i=1
InZ

ay

v=0

M n
ii) Consider the partition function Z = Zexp {Z ay $;’} and show that the coeffi-

cients are given by the equations =M,.

1.9.2 Entropy of continuous probability densities

In analogy with the discrete case we can define the entropy of a continuous probability
density distribution p(Z) as

S=—(lnp(@)) = - / p(%) Inp() d.

However, notice that this definition does not have some of the nice properties of S =
— >, pi Inp; for discrete random variables. For instance, for a uniform distribution in
the interval [a, b], i.e.,

p(x) = {W)_a) fora<a<b

0 elsewhere,

we have

b1 1
S——/a b—aln<b—a> = In(b — a).

For large intervals this is positive and diverges logarithmically [S — +oo for (b —a) —
+o0]. In the opposite limit of a very narrow PDF around some point xo, we have

1/e forazpg—c/2 <z <xmp+¢/2
p(x) =
0 elsewhere.

Therefore, S = —(Inp) = In(e), which tends to and —oo for ¢ tending to 0. Notice that
S can take negative values for very sharp p(z) ~ é(x) since the probability density p(x)
is not bounded, in contrast to the probabilities p; of discrete variables. Such situations,
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however, never appear in the description of macroscopic systems in equilibrium. Despite
these diverging limits, it is interesting to observe that S always increases (decreases) as
the diversity of the distribution increases (decreases). Indeed, S — 400 when the width
|b — a| of the accessible interval in a uniform distribution p(z) = 1/|b — a| diverges, and
S — —oo when p(z) tends to a delta function.

In order to avoid the problem of the negative divergence of S for very sharp p(z), or

rather to understand its origin, it is useful to derive the expression for S for continuous
PDF by starting from the expression

S=-> pilnp

for discrete variables. To this aim, a finite lower bound or threshold A is introduced
on the continuous variable x, below which two outcomes (differing by less than A) are
considered to be equivalent. With this coarse graining the logarithm of the number of
possible messages (i.e., the diversity of the probability distribution) is given by

S:—le’(xi<x<xi+A) In P(xi<a:<aci+A)}

i

where x; = 1A and p; = P(x; < z < z; + A) is the probability for x to lie in the interval
[z, z; + A]. Using that

~ z;+A
Plzi<zxz<zi+A)=Plx;+A) — P(x;) = / p(z) dz,

P
where P(z) refers to the cumulative probability function and p(x) = (ji— to the probability-
x

density function, we have
z;+A zi+A
Sz—Z(/ p(:c)da:) In </ p(:x)da:) > 0.

If the spectrum of outcomes is discrete or shows very narrow peaks (narrower than A)
we can still compute S and recover the limit of discrete random variables. In contrast, if
p(z) is smooth we can write

_§:<Lj+Amxym>1n@@nA]

%

S

[

I

-y < /x " ) dm) lnp(z:) + ln Al

I3 2

12

—/ﬁ@ﬂnmmum—mA.
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The term In A cancels the divergence of S = —(lnp(x)) for p(x) — §(x).
Another potential problem of the definition

s:—/mwmmwa

is that it is not necessarily invariant under a bijective mapping f = F(z). In fact, one
has

p(f)df =p(x)dz = p(f) =p(z)
and therefore

swmz—/manﬁﬂz—/M@@wm—m

:_/m@mm@m+/M@m

E
de | |

A simple change of scale, i.e., f = ax, would thus change the value of S. An expansion
(av > 1) increases S, since it increases the diversity, while a compression (a < 1) reduces
S since it flattens the variations of the random variable.

= S [p(z)] + <ln

In the case of many random variables we define S analogously as
S = ~(up(@) = - [ p(&) np(@) dz.

Following a change of variables ¥ — f we have

—

$ [p(D] = S @)+ (n I/

2

. of,
where J(f) = Ji
695]-
The entropy is thus invariant under canonical transformations in classical mechanics and
unitary transformation in quantum mechanics, since in these cases the Jacobian equal to
1.

is the Jacobian of the variable transformation f; = fi(x1,...zN).
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Exercise 1.6: Loaded dice
A dice is loaded such that pg = np; (e.g., n = 2). In other words, six occurs n times more
often than 1.

i)

ii)

iii)

Find the unbiased probabilities for the six faces of the dice. How are p; for i = 2—4
related? Is this reasonable according to the notion of unbiased probability distribu-
tion?

Find {p;, i = 1-6} in the limit n — oo and analyze the results for the different i.
Compare p; for i = 2-4, pg and p1 + pg in this limit with the unloaded n = 1 case. Are
the results reasonable from the physical or mechanical perspective of a real loaded
dice?

Analyze the information content of the probability distribution function {p;, i = 1-6}
as a function of n?
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2 Mixed states, density matrices and distribution functions

2.1 Introduction

The usual point of view in mechanics, either quantum or classical, is to predict the state
of a system at a given time ¢ provided that one knows the state of the system at a
previous time ty < t and that one know the exact form of the Hamiltonian. This is
actually the scope of any deterministic mechanical theory. The information required to
define a state, the very nature of it, and its connection to the observable properties is
very different in the quantum and classical cases. Still, the time evolution is in both
cases deterministic. While we all agree that QM should be the basis of any theory of
matter, it is easy to see that a deterministic approach to macroscopic systems is neither
practical nor meaningful. From a practical perspective first, it is clear that we can never
succeed in recording all the information needed to determine the initial state of a system
composed of 102 atoms. Even the exact form of the Hamiltonian governing the system
and its environment is, strictly speaking, inaccessible. Needless to say that solving the
time evolution of such a system is impossible both analytically or numerically. The other
important reason not to pursue the deterministic perspective is understanding. Suppose
we would be able to propagate during 1 us a wave function, also known as pure state,
depending on 10%° coordinates. What would we do with all these numbers?E] From an
experimental perspective we are only interested in mean values, either within an interval
of time, or in space, or both. The information consisting of the complete wave function
(or of the coordinates and momenta of all particles in the classical case) as a function of
time does not provide any understanding.

In order to successfully approach this problem a change of perspective is needed. In-
stead of following the dynamics of a given system having a given initial state as a function
of time, it is far more meaningful to consider a large number of equivalent systems, which
have a wide variety of initial states, ideally all possible states compatible with the global
boundary conditions and constants of motion. This ensemble of systems should be dis-
tributed across the accessible states with some initial probability distribution. Actually,
only the probability of finding a system in a given state is needed in order to compute any
average value. Notice that with average values we not only mean global properties of the
system (e.g., total energy, kinetic energy, magnetization, equilibrium volume, etc.) but
also the most detailed microscopic information, such as, spin-polarized density distribu-
tion, density and spin correlation functions including their dependence on experimentally
tunable external fields. The challenge is then to determine the time evolution of the prob-
ability distribution when the initial distribution has been given. This is the perspective
of statistical mechanics as proposed by Maxwell, Boltzmann and Gibbs. The properties

2The reader may wish to estimate the number of bits needed to store the wave function of a system
containing N = 10%° particles (just at a single time t) and compare it with the total number of
particles in the universe (~ 1080) or estimate the time needed to go through all of them once at the
clock rate of the fastest CPUs (~ 10GHz) and compare it with the current estimation of the age of
the universe (~ 10'° years).
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of such statistical ensembles of systems is characterized by density operators p in quan-
tum mechanics and by statistical distribution functions p(p, q) in classical mechanics. In
the following we shall review the properties of p and p(p,q). A rigorous justification of
the ensemble or mixed state approach to macroscopic systems will be given later on. As
we shall see, mixed states and ensembles appear quite naturally once the crucial, even if
very weak, coupling between the system and its environment is taken into account.

2.2 Mixed states

The fundamental principles of quantum mechanics establish that the state of any system
is characterized by an element |¥) of a vector space or Hilbert space V. The superposition
principle implies that the set of all possible states form a vector space, since V |¥;) and
|¥y) €V, we have a|Uq)+b|¥s) €V for all a,b € C. These states are called pure states
or microstates in the broader context of statistical mechanics. In order to characterize
|¥) one usually expands it in a basis of states having well-defined values of a complete
set of compatible observables f:

W)=Y anlf)+ [agln)ar.

It is clear that knowing all these expansion coefficient is impossible in practice, except
for very small systems (atoms and small molecules). Strictly speaking, all possible states
of the system at any time t are pure states, i.e., an element of V. Nevertheless, this is
not the only physical situation that one may encounter. In many cases of interest, and
in particular in the study of macroscopic systems, one has to deal with an incoherent
superposition of microstates |a;) each having a probability w; but baring no correlation
whatsoever. Such ensembles of microstates are called mized states or mixed ensembles.

2.2.1 Statistically independent systems

Mixed states are necessary in order to describe the properties of ensembles of physically
equivalent, statistically independent systems, each being in a state |a;) with probability
w;. The reader is probably familiar with calculating the properties of a beam of atoms
coming out of an oven in the context of the Stern-Gerlach experiment. In the case of a
macroscopic system it is reasonable to regard a large system (containing for example 102"
particles) as an ensemble of N subsystems each containing a large number of particles as
well (for example, 1010 subsystems with 1010 particles each). In the macroscopic limit
the subsystems are also macroscopic, and the interaction between them are weak, so that
their states can be regarded as statistically independent. The surface to volume ratio of
the subsystems tends to zero as the size tends to infinity. It is important to note that
full statistical independence requires the system to be open or that it is part of a much
larger closed system, since in the case of closed system the subsystems must satisfy the
usual conservation laws. For example, the sum of all the energies of the subsystems of a
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closed system must be constant. In any case it is clear that the predictions of a theory
of macroscopic systems must be the same, whether we consider fewer larger systems or
a larger number of smaller subsystems, provided that they remain macroscopic.

We consider an ensemble of systems distributed over the pure states |«;) with proba-
bility w;. The fractional population of the states |«;) satisfy the normalization condition

%

The pure states |o;) are properly normalized
<ai\ai> =1 Wi

However, the different |a;) need not be orthogonal to each other. In fact, the states
of different subsystems bare no correlation to each other and therefore need not be
orthogonal.

The average of any observable A when a large number of measurements is performed
on the ensemble is

(A) = Zwi (ovi| Ala;)

Notice that (fl> involves the usual quantum mechanical average of the observable A in
the pure state |a;) weighted by the probability w; of finding the systems in |ay).

2.2.2 A single quasi-closed system and its environment

It is interesting to observe that ensemble averages also appear when one considers the
properties of a single isolated system, which has interacted with the environment prior
to isolation. This is the most relevant situation we encounter in real experiments, since
preparing a macroscopic system in a given state requires that some interactions with the
environment have taken place, whose details cannot all be controlled. We consider a
system, which is characterized by a complete set of orthonormal states {|¢,)}, and its
environment, which is characterized by the orthonormal basis set {|xm)}. The entity
‘system plus environment’ (SOE) is assumed to be strictly isolated. Thus, according to
the laws of quantum mechanics, SGE must be in a well-defined pure state of the form

) = Zamn [Xm) |¢n) 5

even though we are unable to know the precise values of the expansion coefficients ay, €
C (Zmn |amn‘2 =1).

We would like to compute the average value of an operator A, which concerns some
property of the system and thus affects only the variables |¢,). To this aim we rewrite

|¥) in the form
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and define the normalized states of the system |a,,) and the amplitudes b, by

bnlcm) = > Gmn|én) (2.2)

with
(amlam) =1 Vm. (2.3)

Let us remark that (a,|a,) # 0 for m # m’ in general. Using Eqgs. (2.2) and (2.3) one
obtains
|bm|2 = Za:nn'amn<¢n’|¢n> = Z |amn|2 .
n,n’ n

Assuming for simplicity that b,, € R, we have

_ X Gomln)

|om) =
" 2 [@mn]?

Notice that |b,,|? represents the probability of finding the environment in the state |y ),
when the system plus environment is in the pure state |¥) given by Eq. (2.1). We may
actually write

) = me‘xm>‘am> .

The normalization of |¥) and of |a,) for all m imply

D lbmlP =1,

We may now compute <\II\A|\II) for any operator concerning the system, i.e., acting
only on the variables |¢y,) or |am,):

VAW = bE b Oom | Xam ) (@t | Al ) = bin|? (| Al cm) -
(CIAID) = > b b (X [Xm) (s | Al 0t %] |* (v | Al o)

m,m/’ 5

'mm’

Remarkably, this takes the same form as the ensemble average with w,, = |by,|?, even
though the state of the system plus environment is pure. Moreover, this expression holds
for all times, since the eigenstates of the environment remain orthogonal to each other
once the system and environment are decoupled. In practice it is impossible to keep
a system decoupled from its environment for a very long time. All idealized isolated
systems are in reality quasi-closed at best. One can imagine that the system and the
environment interact from time to time. This corresponds to a change or redefinition of
the expansion coefficients a,,, defining the global state |¥). Consequently, the interaction
with the environment implies sampling different states |a,,) and weights wp, = [by|?. It
is precisely the system-environment interaction, however weak, what ultimately explains
the establishment of thermodynamic equilibrium.
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It is important to note that the weights wy, = |b,,|? are independent of time as long as
the system remains perfectly isolated from the environment, i.e., as long as the system and
the environment do not interact. Indeed, a lack of interaction means that the Hamiltonian
takes the form H = Hepy + f]sys where H sys (ﬁenv) acts only on the variables of the
system (environment). The states |¢,) and |x,,) remain eigenstates of the system and
environment if no interaction is present:

f{env|Xm> = Em|Xm>

and R
Hgys|dn) = enl|dn)
Consequently,
(1) = 3 @mne 72" ) 6)
mn Amn (t)
and

‘bm(t)P = Z ’amn(t)|2 = Z |amn‘2

is independent of time. This implies that for a strictly isolated system all the time
dependence of a mixed state must be ascribed to the time dependence of the states |auy,).
As we shall see, this leads to the Liouville equation of motion of the density operator p.

Summarizing, mixed states or mixed ensembles provide a more general perspective to
quantum mechanical systems, which includes pure states as a particular case (w,, = 1 for
a given m) and which allows us to describe macroscopic systems from two complementary
perspectives:

i) Macroscopic systems can be regarded as a statistical ensemble of a large number
of macroscopic subsystems, and

ii) macroscopic systems can be regarded as quasi-closed systems having a very weak
though non-vanishing interaction with the environment.

2.3 Density matrix
The expression for the average value of an operator in a mixed state
(A) = wiailAlas)
i

has a very clear physical interpretation. However one would like to express (A) in an in-
variant form, which clearly separates the factors that depend on the ensemble from those
that depend on the property under study. To this aim we introduce the completeness
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relation > [n)(n| =1 and obtain

n

) = waailﬁ (Z W(nl) |ai)

g

This can be written as
(A) = Tr {,321} : (2.4)

where we have introduced the density-matrix operator or density operator (DO)
p=> lon)ywila.
i

The DO depends only on the considered mixed state, since it is given by the participating
pure states |a;) and the corresponding probabilities or weights w;. As we shall see, p
defines the mixed state completely, i.e., the knowledge of p at a time ¢ not only allows to
determine the average value (A) and probability distribution P4 (a) for any observable A
at the given time ¢, but it also univocally defines p at any other subsequent time t’. In
the case of mixed states, it takes the role played by the wave function for pure states. Of
course, p is independent of the observable A under consideration. Equation applies
to the average of any observable.

Let us recall some properties of the trace of an operator
Tr {A} = Z(n|A]n>,
n
where {|n)} is a complete orthonormal basis. It is easy to see that
Tr {AB} =Tr {Bfl}
for any operators A and B. This also implies that Tr{A} is independent of the orthonor-

mal basis used for performing the sum. If U is a unitary transformation (UTU = 1) such
that

we have

n n
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Finally, it is also useful to recall that
Te{|a)(al} = Y [{nla)* =
n

for any state |a) whose norm (aja) = 1.
The density operator p has the following important properties:

i) Hermiticity:
ﬁT =p since w; €R

ii) Normalized trace:

Tr{p} =1 since » w;y=1
i

iii) Since pf = p, it is diagonalizable. Thus, p has a spectral representation of the form

p="> pklr) (|
k

where plvg) = pr|vr), pr € R and (Yg|tg) = dkrr. The eigenstates of p form a
complete orthonormal basis. Notice that the weights w; entering the definition of
p are not necessarily the eigenvalues of p, since in general (a;|a;) # d;5.

iv) The eigenvalues of p satisfy 0 < pr < 1. Let us first show that p is positive
semi-definite:
_ 2
= wil(¥la;)]> >0
i

for any state |¥). This implies that the eigenvalues pr > 0. In addition, since
> pr = Trp =1 we must have pp < 1.
k

v) The square of p satisfies
Tr{p*} < 1.

This is easily proven by noting that

1= (Tr{p})* (Z Pk) Z P+ pipL-

k£l

Since Y prpr > 0, we have
k7L

Tr{ﬁ2} :Zp% <1
k

vi) Pure-state characterization:

Tr{p’} =1 & p=[Up) (T
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for some k. In other words, Tr { ﬁ2} =1 if and only if p describes a pure state.
The proof follows by noting that

Tf{ﬁg}zzpizl = Zpkmzo < =0 VEAL
k ey

Therefore, only one eigenvalue py can be different from zero, which must then be
equal to one. Consequently, p = |¢) (| and p?> = p. We conclude that Tr{p?}
allows us to distinguish mixed states from pure states.

vii) Tr{p?} is not only independent of the representation but also independent of time.
This implies that pure states can never evolve into mixed states, and vice versa, as
long as the system is perfectly isolated. The reason for this is that the dynamics of
a system, which is perfectly decoupled from the environment, follows the unitary
time-evolution operator ﬁ(t, to). The proof is straightforward by noting that

P = lo) wi (aile) wy (o]
ij
and thus

Tr {p?} = (nfou) w; (il oy) w; (on)

n
ij

= wiw; [{elag)] .
i

Since U (t, to) is unitary, the time evolution |a;, t) = U (t, tg)|ai, to) does not modify
the scalar products (o;|ej). Consequently, Tr { ,('}2} is independent of time in an
isolated system.

Summarizing so far, we may say that the set of all operators of the form
p=> wila)(| (2.5)
i

with (o|a;) = 1Vi, and the set of all hermitic, positive semi-definite operators with trace
equal one are identical. However, notice that the representation of p in the form
is not unique, since the |a;) are not necessarily orthogonal to each other. This means
that mixed states, which may look different in terms of {|a;)} and {w;}, may have the
same density operators p and may thus be physically identical. On the other side p
characterizes a physical state fully and univocally concerning the results of every possible

measurement. The knowledge of p defines not only the average value of any observable
A through

but also the average
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of any function of it.

Consequently, p defines the probability density distribution P4(a) that the result of a
measurement of A yields the value a. This probability density is given by

Pa(a) = (6(a — A)) = Tr{pa(a—A)}. (2.6)

Therefore, the knowledge of p gives the most complete experimentally accesible informa-
tion on any observable.

Exercise 2.7: Show the validity of the above expression (2.6) for P4(a) knowing that, by
definition, the probability distribution P4(a) satisfies (F(A)) = [ Pa(a) F(a)da for any
function F of the observable A.

From a more mathematical perspective it is interesting to note that the set of all
density operators is convexr. Let p; and po be two density operators describing two
different (mixed) states. Then the operator

p = ai1p1 + azpo
with a1 + a2 = 1 (o > 0) is also a density operator describing a possible mixed state.

Pure states are particular cases of the more general concept of mixed states, which can
be perfectly described with density operators. It is easy to see that a density operator
p corresponds to a pure state if an only if any of the following equivalent conditions is
satisfied:

i) There is a state |«) such that p = |a){a|.
) P*=p,
) Tr{p?} =1,
iv) Tr{plnp} = (Inp) =0, or
) p cannot be written as the combination of two different p; and po, i.e., there exist

no density operators p; # po such that p = a1p1 + agps with a3 + ag = 1 and
a; > 0.

Exercise 2.8: Prove the above mentioned equivalent characterizations of a pure state.

2.4 Time dependence of the density operator of isolated systems

We consider here the time dependence of the density operator of strictly isolated systems,
for which we know that the weights w; of the states |o;) building the mixed state are
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independent of time. The quantum states |«;) follow the Schrodinger equation. We
consider p(t) in the Schrodinger picture:

ﬁs(t) = Zwl |a17t><alvt| )
i

~

where the Schrodinger kets |a;,t) = U(t,to)|cu, t) satisfy the Schrodinger equation
.0 A
zha|ai,t> = Hlwy, t)

or equivalently
e, ~
—zh&<ai,t| = (a;, t|H
The Hamilton operator H(t) may depend on time. It is of course hermitic, since |;)
preserves its norm as a function of time. We then have
0ps

ih ot = Zi:wi (ﬁ\aﬁﬂaﬁ\ — ]ait><aitlﬁ)

or equivalently

z’haa‘:j - [H,ﬁs] . (2.7)
This is known as Liouville’s equation. It describes the time dependence of the operator
ps in the Schrédinger picture, which originates in the time dependence of the Schrédinger
kets |a;). As already said, the density operator plays the role of the wave function for pure
states in the more general case of mixed states. It depends on time in the Schrodinger
picture and is, as we shall see, independent of time in the Heisenberg picture. It is worth
noting that Eq. is not the equation of motion of an operator A g (t) in the Heisenberg
picture: A (t)/0t = (i/R)[H, Ay (t)]. Tt is the analog (or extension) of the Schrédinger
equation ihd|W)/dt = H| W), which holds pure states |¥), in the case of mixed states.

An important consequence can be drawn from the fact that Liouville’s equation ([2.7))
is a first-order differential equation: The knowledge of p at any time defines p at all other
times. Moreover, knowing that p allows us to calculate the outcome of any experiment
le.g., by using the probability distribution P4(a) given by Eq. (2.6)| we conclude that p
defines the state of the system very much like the wave function or ket |¥) does in the
case of pure states. Although p is an hermitic operator, it is not an observable. Just as
the wave function, it is not directly measurable.

The thermodynamic equilibrium is defined by requiring that the macrostate of the
system is independent of time. This is equivalent to requiring that 68’15 = 0, since ps
defines the state of the system. The Liouville equation implies that in thermodynamic
or statistical equilibrium we have
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In this case the eigenstates |1);) of ps can be chosen to be eigenstates of H. This is a
very important hint for our search of the form of p; describing equilibrium.

An alternative to Liouville’s differential equation is to express ps using the time-
evolution operator:
|Oéi, t> — U(ta tU) |O[i, tO)
and
(i, t| = (as, to|UT(t, o).
In this way we have
Ps(t) = U(t, to) ps(to) UT (¢, o) -

Notice that the time evolution of the operator ps(t) corresponds simply to a unitary trans-
formation (UUT = 1). This form of ps(t) is particularly useful in order to demonstrate
the time independence of Tr{p}, Tr{p?} and of the eigenvalues pj, of p.

Exercise 2.9:

i) Find the density matrix operator pg(t) in the Heisenberg picture. Verify that it is
independent of time.

ii) Verify the equivalence of the average values of any operator A in the Schrédinger
and Heisenberg picture.

Exercise 2.10: The entropy of a mixed state is defined by S = —kp(lnp) = —kp > ;. pi In pi;,
where kp is the Boltzmann constant having units of energy divided by temperature. Show
that S is independent of time for strictly isolated systems (i.e., following Liouville’s equa-
tion). As we shall see, this implies that an isolated system can never reach equilibrium on
its own, i.e., without a however weak interaction with the environment.

Before closing this section it is probably useful to recall that the time derivative of an
operator f in quantum mechanics is defined by the condition

(o[ o) = (ol
for any |1(t)). It follows that
i~ ot 2]
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Notice that d f /dt is the operator of a new physical observable in the Schrédinger picture
(e.g., the velocity v, = d&/dt). Calculating the time derivative of the density operator
we have i 95 )

Ps Ps [ RSN

& ot " h [H’p} =0,
where the second equality follows from the Liouville equation . This means that
ps is a constant of motion for strictly isolated systems, even though it depends ex-
plicitly on time (9ps/0t # 0) in the most general out-of-equilibrium case. In other
words, the propagation of the kets [¢(t)) = U(t,to)|1(to)) and the time dependence of
p(t) = U(t, to)p(to)UT (¢, to) is such that any average (1(t)|p(t)|1(t)) involving  or of any
function of p is independent of time (i.e., ((¢)|p(t)|1(t)) = (W (to)|p(to)|1(to)) for all t).
We can also say that all eigenstates [1x) of p(tg) at a given time ¢y remain eigenstates at
any subsequent time ¢. This remarkable conservation law holds in general. In equilibrium
we have in addition that 85/t = 0 and therefore [H, p] = 0. In this case j is a constant
of motion in the usual most strict sense.

2.5 The statistical distribution function

We would like to transpose the concepts of statistical ensembles and density operator
to systems which can be described by classical mechanics. A detailed formal derivation
of the classical limit of quantum statistical mechanics will be presented later on. The
dynamic state of a classical system with s degrees of freedom is known to be defined by its
generalized coordinates ¢ = (q1, ..., qs) and conjugated momenta p = (p1,...,ps). Each
point (p, q) represents a state of the entire macroscopic N-particle system (s = 3N). As
in the quantum case we refer to these states, which contain the most detailed information
on the system, as microstates or pure states. The 2s dimensional space containing all
the microstates (p,q) = (p1,-..,Ps,q1,---,4qs) is known as I'-space or phase space of
the system. As in the quantum case it is meaningful to change the perspective of the
mechanical description from the deterministic dynamics of a single system in a precisely
defined state (p, ¢) to the dynamics of the probability distribution of a large ensemble of
systems distributed throughout all possible microstates. This broader physical situation
is described by the statistical distribution function or simply distribution function

p(p7 Q) = p(plv -y Dsy 41, - - 7q8)7

which represents the joint probability-density function for finding the system in the mi-
crostate (p,q) = (p1,-.-,Ps,q1s---,qs). In other words

p(p,q)dpdg = p(p1,-..,Ps;q1,- -, qs) dp°dg®

is the probability of finding the system in the phase-space volume element dp®dq® centered
at the point (p,q). As any joint probability function, p(p,q) satisfies p(p,q) > 0 and
[ p(p,q)dpdq = 1. These conditions correspond to w; > 0 and > w; = 1 in the quantum

(2
case.
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The physical properties of classical systems are given by functions A(p, q) of the gen-
eralized coordinates and momenta. The corresponding average value and variance are
given by

(4) = / dpdq Alp, @) p(p, )

and

AL = (A~ (A)) = (4%) — (AP > 0.

The motivations for considering statistical ensembles in order to describe macroscopic
systems are the same as in the quantum case:

i) One may regard a macroscopic system as an ensemble of equivalent, statistically
independent subsystems each occupying a state (p;, ¢;). It is the distribution of the
microstates of the subsystems throughout I' space what is described by the joint
probability distribution function p(p, q).

ii) Alternatively, one may follow the time evolution of a system, or of any macroscopic
part of a larger system, and record the state (p;, ¢;) of the system at a large number
of equally spaced instants ¢;. From this perspective p(p,q) corresponds to the
probability of finding the system in the state (p, q) averaged over a large period of
time. The average of observables corresponds then to time averages.

iii) Another complementary perspective is to consider the system as being quasi-closed,
i.e., almost perfectly isolated, thus experiencing relatively rare weak interactions
with the environment. These lead to changes of state beyond the time dependence
of (p,q) corresponding to a strictly isolated system. Again, the actual microstate
of the system cannot be known with certainty. Thus, the notions of statistical
ensemble and probability distribution p(p, q) prevail.

2.6 Time dependence of p(p,q): Liouville theorem

We would like now to investigate the time dependence of p(p, ¢) assuming that the system
is isolated. More generally, we consider a system that is quasi-closed and analyze its time
evolution between two interactions with the environment. In this case, the generalized
coordinates of each element in the ensemble follow Hamilton equations

. _8H
Di = D4;
and
. OH
qi = Op;

fori =1,...,s, where H = H(p, q) is the Hamilton function of the isolated system. These
equations describe how each microstate, also known as representative point, moves in I’
space as a function of time. Knowing that (p, q) defines the mechanical state completely,
one may consider any point [p(tg), ¢(to)] in the trajectory as initial condition. In this way
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one always obtains the same distinct trajectory, i.e., the same unique (since deterministic)
curve connecting the points (p, q) at subsequent or past instants ¢. This implies that a
trajectory (p, ¢) in I' space can never cross itself or another distinct trajectory, since in this
case the crossing point (pg, g¢o) would not define the mechanical state unambiguously. A
trajectory can be a simple closed loop, which corresponds to a periodic motion. However,
neither two trajectories can merge into one, nor a trajectory can evolve into a closed loop.
The latter would imply that there is a point with reversed momenta (—py, go) in " space,
where the trajectory bifurcates, which again contradicts the deterministic character of
classical motion.

In order to demonstrate the last statement we observe that Hamilton’s equations are
invariant upon time reversal. More precisely, let [p(t), q(t)] be a solution of Hamilton’s
equations and consider the trajectory ¢'(t) = ¢q(2tg — t) and p'(t) = —p(2tg — t), which
reverses the path along the same coordinates with reversed momenta. Should H depend
explicitly on time, which is of course not the case in an isolated system, one would also
need to inverse its time dependence as H'(p,q,t) = H(p,q,2to — t). Notice that the
locations of the points (p,q) and (p/, ¢’) are different due to the momentum reversals. It
is easy to see that

dg; . dg _ 0H _ 0H' . 0H
and d, d OH OH' oH'
Pi N OPi o — A _ 2t

which implies that (p,¢’) is also a valid trajectory in T' space. In the reverse-time evo-
lution merging becomes bifurcation. Therefore, we conclude that merging of trajectories
in I' space is not possible. Consequently, the trajectories must preserve their identity
at all times. It is therefore reasonable to expect that along the time evolution each
point in I' space will carry along its local probability density p(p,q), so that the total
derivate dp/dt = 0. This statement, known as Liouville’s theorem, shall be rigorously
demonstrated in the following.

2.6.1 Total time derivative of classical observables

As a preliminary calculation, let us consider some physical property f, which is given by
a function f(p,q,t) of the coordinates, momenta and time, and compute its total time
derivative along the classical trajectory:

da _of of .. 9f
dt — ot +Zk: <8qk%+ 8pkpk> '
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Using Hamilton’s equations we have
Uy (e ooy
dt Opr Oqr.  Opy, Oqi

3f +{H, [}, (2.8)

where we have introduced the Poisson bracket

between any two functions f and g of (p,q). Poisson brackets are bilinear functions of
f and g, which have very similar algebraic properties as the commutator between two
operators:

{afi + Bfa, g} = a{f1,9} + B{f2 9},
{f’g} = _{g7f}a

and

{fife, 9} = filfe, 9} +{f1,9} f2

Notice the analogy between Eq. (2.8) and the time derivative of observables in quantum
mechanics: )
df _of

U0 i
& ot h [ /
One may also say that df /dt and d f /dt are connected by the correspondence relation
{H.f} o & |8, 7]
Applying Eq. (2.8]) for df /dt to the distribution function p we have
dp _ 0Op
2.9
dt — ot +{ } ( )

which is known as Liouville’s equation.

2.6.2 The continuity equation in n dimensions

We would like to extend the continuity equation, well-known from electromagnetism,
to the density fields and associated velocity fields in R™. Let p(Z) : R® — R be the
density distribution of some fictitious particles moving in R", and let #(Z) : R™ — R™ be
the velocity field corresponding to these particles. The current density is then given by
j = pv. For any arbitrary volume V C R", the rate of change in the number of particles
inside V per unit time can be calculated in two ways:
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The left-hand side is the straightforward derivate of the number of particles inside V.
And the right-hand side is the flux of the current density across the surface S(V') of
the volume V. As usual, the normal 7 to the surface points in the outwards direction.
Notice that we have taken into account that there are no external sources or drains of
particles, so that the change in the number of particles within V' can only result from
particles actually crossing the surface S(V'). Using Gauss’ theorem on the right-hand

side of Eq. (2.10) we have
B =
/V(8t+v j) z=0,

where V = (8%, cee %) stands for the nabla operator in R™. Since this holds for any
V we obtain
9 . $.5-0 (2.11)
ot J=5 '

This continuity equation simply expresses the conservation of the number of particles
underlying the density p(Z) and moving according to the velocity field ¥/(Z).

2.6.3 Time dependence of p(p,q,t)

In order to investigate the time dependence of p(p,q,t) it is useful to regard p(p,q) as
the density of representative points in I' space, whose motion leads to the current density
j = p¥. Since p depends on (p, q) the velocity field is given by

U= (p1,P2s - Pss Q1 -, Gs) € R* .

In a more compact form we may write

- .. OH OH
UZ(P;Q): _87q’87p .

It is easy to see that the velocity field ¥ associated with the motion of the representative
points in I' space (microstates of the ensemble) is divergenceless:

- ® o OH 0 OH
Vo=~ 27— )=0,
! ; < Opr Oqr. ~ Ogqy, 3]%)

where we have used the definition

(Lo Lp o)
Ip1” " Ops’ Oqn” " Ogs )

of the nabla operator in I' space (R?®). The divergence of the current density j = p¥ is
then simply

- =

V.- j=V-(pd)=7-Vp+pV-T=7-Vp.
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Developing v - ﬁp we have

. oo o, Op . ap> > <aH dp  Op 8H>
J (pk -t kE:1 9o 9. Opr O {H, p} (2.12)

Replacing Eq. (2.12) in the the expression (2.9) for the total time derivative of p, and
using the continuity equation ([2.11]) we finally obtain

dp Op op = -

—=—+{H,p}=—=—+V-j=0.

a =g PP = TV
This result, known as Liouwville’s theorem, tells us that the total derivative of p vanishes
at all times. In other words, each representative point carries the probability density
around it all along its trajectory in phase space. The result holds, of course, provided
that the time evolution follows from the Hamilton function of an isolated system.

We arrive to the important conclusion that p is a constant of motion, even though
Op/ot # 0. One also says that the flow of the fluid associated with the motion of the
microstates in a statistical ensemble is incompressible. Notice that the flow is always
incompressible but not the fluid, since dp/0t # 0 in general. However, in the partic-
ular case of thermodynamic equilibrium we have dp/dt = 0, since the very notion of
equilibrium implies time independence. Therefore, in equilibrium, we find

{H,p}=0.

In this case the distribution function p is a constant of motion in the narrow sense, very
much like the total energy, momentum, or angular momentum of a closed system. As
in quantum mechanics, this gives us a very important hint in order to derive the actual
expression of the equilibrium p as a function of (p, q).

2.6.4 A note on ergodicity and relaxation times

Since p(p, q) is the same for all the microstates visited along a phase-space trajectory, one
may be tempted to conclude that p should be constant within the hypersurface in I' space
containing all the points that are compatible with the given set of constants of motion
(e.g., energy, number of particles and volume). This actually holds for ergodic systems,
i.e., systems in which the representative points (p,q) as a function of time cover the
entire accessible phase space. More precisely, the ergodic condition requires that if one
waits long enough time, any representative point (p, q) must eventually come arbitrarily
close to any other point in the accessible part of the I' space. It is important to remark
that an arbitrarily long time 7., might be required for the system to reach a state that
is arbitrarily close to some point (p’,¢’). For instance, a single particle traveling at the
speed of light would need about 10000 years to come within 1 A of every point in 1 m?.
However, this long time 7,4 has nothing to do with the time that the system needs to
reach equilibrium. The latter, known as relaxation time 7., is a well defined property of
every macroscopic system, which is not only much shorter, but also much more important
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physically. 7, is independent of any particular choice of the initial and target states.
However, it depends on the system size. Short range equilibrium is reached in a much
shorter time than across long distances. Moreover, different relaxation times often apply
to different degrees of freedom (e.g., translational and spin electronic degrees of freedom,
lattice-vibrational degrees of freedom, etc.) or to different properties (e.g., the density
of particles and the chemical composition in thermally activated chemical reactions).

The above suggested equal a priori probability of all accessible states is physically
correct. It constitutes in fact the fundamental principle of statistical mechanics. However,
its validity does not rely on the ergodic hypothesis but on quantum mechanics and
statistical independence arguments in the macroscopic limit.

2.7 Entropy conservation in strictly isolated classical systems

It is interesting to observe that the entropy

S=—(lnp) = - / p(p, q) In[p(p, q)] dpdq

of the statistical distribution p(p, q) of a strictly isolated system, i.e., a system following
a deterministic Hamiltonian dynamics for which Liouville theorem holds, is independent
of time.

A brute force proof could follow the lines

05 _ [ (000 00N [ 00
i /dpdq(at Inp+ at) = /dpdq BT Inp,

where we have used that [ dpdqp(p,q) = 1 at all times. However, a far more elegant
proof can be achieved by using some previous results on the entropy of continuous proba-
bility distributions and the properties of canonical transformations in classical mechanics.
Consider the entropy

S(r) = /07(1% q) Inpr(p, q) dpdq , (2.13)

where p-(p, q) is the statistical distribution at time 7. Liouville’s theorem, i.e., dp/dt = 0,
implies
pr(pr,ar) = po(po, Q) » (2.14)

where (pr, ¢;) follows from (pg, qo) as a result of the classical deterministic time evolution.
Obviously, (pr,qr) is a well-defined function of initial state (pg, gp). The transformation

{ pr = (0, Q)
qr = QT(pOaQO)

and its inverse

{ po = po(pr, qr)
qo = (IO(PﬂC_IT)
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are canonical transformations, since a displacement in time does not alter the form of

A(po,90)
8(177‘7(17‘)

transformation [see, for instance, L.D. Laudau and E.M. Lifshitz, Mechanics, 3rd ed.
(Elsevier, Amsterdam, 1976), p. 143 ff.]. Instead of averaging In p, as a function of (p, q)
at an arbitrary time 7, we may integrate py as a function of the initial point (pg,qo)
which evolves into (p, ¢) at time 7. Note that (pg, o) is common to all (p,, ¢;) belonging

to this trajectory. Replacing Eq. (2.14) in Eq. (2.13) we may then write

S(r) = /po[po(p, ), q0(p; ¢)] n{po[po(p, q), qo(p; @)1} dpdq. (2.15)

Hamilton’s equations. Moreover, the Jacobian J [ ] = 1, as in any canonical

It is now meaningful to change variables as p’ = po(p,q) and ¢’ = qo(p, q). The volume
elements, in general related by

o, q')
d(p,q)

are in the present case the same since the Jacobian J = 1. Replacing with (p/,¢) in

Eq. we obtain
S(r) = / po(0, ¢) Inlpo (0, &) di/dq’ = S(0).

Therefore, the entropy of a strictly isolated system is not altered by time evolution as in
the quantum case.

dp'dq = J [ ] dpdq ,

In order to discuss the consequences of dS/dt = 0 in strictly isolated systems, two
different situations should be considered. If the system is in equilibrium, dp/dt = 0
and p(p,q) does not depend explicitly on time at any representative point (p,q). It
is clear that S also remains constant as a function of time. However, if the system
is out of equilibrium, with some value of S that is different from the equilibrium one,
the above result implies that either no equilibrium is reached, no matter how large the
system is, or that S remains constant along the equilibration process. This would be
physically wrong and in contradiction with experimental observations. The reason for
this apparent conceptual problem is that we have completely neglected the interaction
with the environment. Physically, the interaction with the environment can never be
avoided over a long period of time, even if the system can be considered to be closed
and the allowed physical processes do not involve energy, particle or volume exchange.
We conclude, as in the quantum case, that the environment plays a crucial role in the
process of reaching equilibrium. These interactions cause changes in p(p, ¢) which do not
result from the dynamics of the isolated system alone. In fact, it can be shown, by using
time-dependent perturbation theory in quantum mechanics and taking into account the
transitions induced by the interaction with the environment, that dS/dt > 0 in closed
systems. Processes in which S is conserved are reversible, while the others, having
dS > 0, are irreversible (i.e., they cannot occur spontaneously in reverse direction).
Consequently, the equilibrium states of isolated systems, not only have dS/dt = 0, but
are such that the entropy takes the maximum value compatible with the given boundary
conditions and constants of motion.
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3 Equilibrium statistical ensembles

3.1 Statistical independence of macroscopic subsystems

The purpose of this chapter is to set the foundations of equilibrium statistical mechanics
by introducing the basic physical hypothesis behind its validity and by deriving the
form of the density operator p and the classical statistical distribution function p(p,q)
which define the equilibrium state. To get started we discuss in this section how p and
p(p,q) of a macroscopic system can be expressed in terms of the p’s of the numerous
parts in which it can be divided. We consider a macroscopic system composed of a
large number N of particles and divide it in a large but finite number M of subsystems
which in the limit of very large N are macroscopic themselves. Since the interface to
volume ratio of the subsystems decreases as 1/+/N and the effective interactions at
the interfaces decrease rapidly as a function of distance (limited interaction range) the
coupling between the different subsystems becomes less and less important as the size
of the system increases (N — o0). Therefore, in the macroscopic limit, the microstates
of the different subsystems become statistically independent from each other. For any
two subsystems 1 and 2, the probability of finding subsystem 1 in a given quantum state
|am,) |or in a classical representative point (p®, ¢®)| is independent of the state |5,,) |or
(pﬁ P )] which the subsystem 2 might take. In other words, the subsystem 1 can take
a variety of different states |a,,) without taking care of, or having any influence on the
subsystem 2.

In the case of isolated systems, the fundamental conservation laws, which apply to the
system as a whole, must be taken into account. For example, if we divide an isolated
system in M parts, the states of these parts can be regarded as independent provided
that the sums of all their energies, linear and angular momenta, number of particles, and
any other constants of motion remain constant. This means that the global conservation
laws preclude the system from assuming any microstate in which the constants of motion
deviate from some predefined values. Thus, the conservation laws limit the number and
nature of the accessible states. Consequently, the statistical independence of the different
subsystems applies within the vector space defined by the system’s accessible states.
Notice that these restrictions do not apply to fully open systems, which can exchange
constants of motion with the environment following no conservation constraints, or to
subsystems which are a small part of a much larger isolated system.

As already discussed in Chapter 1, the statistical independence between any two events
a and B means that the conditional probability p(a|3) for the event « to occur given the
event [ is equal to the unconditional probability p(«) of finding «. Knowing that

_ pla, B)
p(a|B) = (B)

where p(a, B) is the joint probability of finding o and 3, we obtain that statistically
independent events are characterized by the relation

p(a, B) = p(a) p(B) -
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Concerning the mixed state of the joint system 142, the statistical independence of
the subsystems 1 and 2 implies that the probability density p12(p®, p?, ¢, ¢°) of finding
142 in the state in which subsystem 1 occupies the representative point (p%,¢®) and
subsystem 2 the representative point (p?,¢%) is given by

ﬁaﬁ)

p12(p*, 0", 4%, q F.q%),

= p1(p™,¢%) p2(p”, q

where p; and py are the distribution functions of the subparts. The converse is of course
also true. In fact, if p19 is given by the product of two distributions, each depending
only on the variables of a subsystem, then the states of the subsystems are statistically
independent random variables.

The same simple product relation holds for the density operators in the quantum case.
Let

Zw |l ) | Br) (Bnl{cuml

be the density operator of the 1+2 system, where w2 is the probability of finding
subsystem 1 in state |a,,) and subsystem 2 in state |3,). The statistical independence
of the parts 1 and 2 implies that

12 1.2 . 1 _ 2 _
Wopy = Wy, W, with g Wy, = g w;, =
m n

Consequently,

o= (S o) (St

= p1 p2-
Note that p1 (p2) acts only on the variables of subsystem 1 (2) and therefore [p1, p2] = 0.

3.2 The statistical independence of extensive additive properties
The statistical independence of the subsystems of macroscopic system has far reaching

consequences. For example, for any two physical observables f1 and f2 concerning,
respectively, the subsystems 1 and 2, the mean value of the product is given by

(fifa) = Tr{pr2 fifo} = (Z w}n<06m!f1\04m>> <Z wi(ﬁﬂfﬂﬁn)) = (f1 (fa)2

Let us now focus on an additive (also known as extensive) property f of a macroscopic
system, which we imagine divided in a large number N of statistically independent sub-
systems. Let fz be the operator of this property in the subsystem i. The additivity of f
implies that for the whole system we have
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If the subsystems are equivalent (same composition and size) the probability distribution
Pff(f) for the values of f; is the same in all subsystems, i.e.,

Py(f) = 6(fi = £))i = p(f)

is independent of ¢. The joint probability of measuring fi,..., f, in the various subsys-

tems is then
N

P(f1,.... fn) =[] p(£2)-
i=1
Thus, the hypotheses of the central limit theorem are fulfilled, since the values of f in the
various subsystems are independent random variables governed by the same probability
density function. It follows that the value of F' in the whole system, the sum of the fi,
follows a Gaussian distribution with average

N
(F) =) (fi) = N{f)
i=1
and variance
~ ~ N A A~ A ~ A~ A
(B = (F)%) =) (i = (DD + D (i = s - {£3)))
i=1 i£] 0 ~

(AF?) = N(Af2).

Consequently, the relative fluctuation of F' in the entire macroscopic system, as measured
by the relative mean-square deviation, is given by

VIAF?) 1 (Af?)
(F) VN (f)

which vanishes for N — oco. One concludes that the relative fluctuation of any additive
property of a macroscopic system decreases as 1/ \/ﬁpv where N, refers to the number
of particles in the system. When the body is macroscopic and N, — oo, the extensive
quantities practically do not fluctuate in relative terms, even if they are not strictly
conserved. The absolute fluctuations /(AF?) actually increase with size, although much
more slowly than the average value, such that the relative fluctuations vanish. Notice
that this holds even if the system is open with respect to exchanges of F. For instance,
if a macroscopic system can exchange energy through a thermal contact, its energy per
particle can be regarded as practically conserved in average. Indeed, the probability of
observing a value of an additive property F' that differs from the average per particle is
negligibly small. More precisely, the probability of observing a relative deviation Af =
(F—(F))/|(F)| which is larger than any whatever small amount ¢ decreases exponentially
as N increases, since the standard deviation oy of the Gaussian distribution of Af
decreases as oy = o/v/N for N > 1. In terms of the error function erf(z) and its
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approximation for large 2 one may write Prob(|Af| > §) = 1 — erf(6/v20n) = 1 —
erf(6v/N /v/20) ~ (V20 //76v/N) exp{—86?N/20?}, which tends rapidly to zero for N —

Q.

In conclusion, one may note that the previous considerations hold for any additive
property F' and for any form of its statistical distribution p(f), provided that it is the same
in all subsystems (central limit theorem). This implies that the equilibrium properties
of closed and open macroscopic bodies are physically equivalent, even if the different
boundary conditions on the microstates accessible to the system, namely, conservation
versus exchange of F', certainly lead to different statistical distributions.

3.3 The importance of additive constants of motion

From now on we focus on conservative systems, i.e., systems whose Hamiltonian does not
depend on time. Our purpose is to derive the form of p(p,q) and p in thermodynamic
equilibrium, i.e., when p(p,q) and p do not depend explicitly on time. Constants of
motion play a central role in both classical and quantum mechanics. They are extremely
important in statistical mechanics as well.

From mechanics we know that the constants of motion reflect fundamental symmetries
of the physical laws, for instance, the homogeneity of space and time and the isotropy
of space. They allow us to classify the classical trajectories and the quantum station-
ary states according to their values and are therefore important for understanding the
physical behavior. Having said this, it is clear that it makes no sense to consider all
possible constants of motion, since they are infinite. Any linear combination, product
or function of constants of motion is obviously a constant of motion too. In fact, it is
sufficient to consider a complete set of linearly independent additive constants of motion,
since all other constants of motion can be expressed in terms of them. In the following
we denote by {F;, with i« = 1,...,s} the complete set of linearly independent additive
constants of motion of the system. In classical mechanics the observable F; is a function
Fi(p, q) of the generalized coordinates and conjugated momenta of the particles, while in
quantum mechanics F; is characterized by the hermitic operator F, with eigenvalues f;.

The additive constants of motion are well known from mechanics:

i) The total energy H(p,q) or H, which reflects the homogeneity of time, i.e., the
invariance of the physical laws with respect to translations in time,

ii) the total linear momentum P = (Pa, Py, P-), which reflects the homogeneity of
space, 1.e., the invariance with respect to translations of the system as a whole, and

iii) the total angular momentum J = (Jz, Jy, J>), which reflects the isotropy of space
and the invariance with respect to rotations.

To these seven fundamental additive integrals of motion we should add

iv) the volume V of the system, and
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v) the total number of particles N. In multi-component systems, the number N; of
each type of particle is conserved. Moreover, under certain circumstances (neglect
of spin-orbit interactions) the number of electrons with spin up and spin down are
separately conserved.

Notice that the last two constants of motion are actually parameters that define the
system. They are not operators in the usual sense and in classical mechanics they do not
depend on the generalized coordinates (p,q). Still, in quantum mechanics the particle
number N becomes an operator when the second-quantization formalism is used.

In almost all cases of experimental interest, one considers macroscopic bodies which
are at rest and do not rotateﬂ One can therefore imagine the system being in a fixed
box or volume which is at rest. In this case P and J are no longer constants of motion,
which leaves us with F; N and V as the only additive linearly independent constants
of motion. Whether one only needs to consider E, N and V or a larger set {F;, with
i =1,...,s} of additive constant of motion (including for example the magnetization
M , the number of up-spin and down-spin electrons, or the total angular momentum)
depends on the problem under study. However, it is in all cases important to realize
that any other constant of motion is necessarily a function of the complete set of linearly
independent ones.

Constants of motion are characterized by having a vanishing Poisson bracket or com-
mutator with the Hamiltonian. As stated by the Liouville and von Neumann theorems,
the distribution function p(p,q) and the density operator p in equilibrium (9p/0t = 0)
fulfill this condition and are thus constants of motion. Furthermore, the statistical in-
dependence of subsystems implies that In p is and additive constant of motion. Indeed,

p12 = p1p2 and [p1, p2] = 0 imply
In p12 = In(p1p2) = Inp1 + In p2

for any two sufficiently large and thus statistically independent parts of a macroscopic
system[] Also in the classical limit we have

In p12(p1, 2, 41, @2) = In[p1(p1, q1)p2(P2, ¢2)] = In[p1(p1, @1)] + In[p2(p2, ¢2)] -

Consequently, the equilibrium In p must be a linear combination of the linearly indepen-
dent additive constants of motion Fi,...,Fs (i.e, F; =E, P, L, V, N):

S
Inp=> NFj, (3.1)
i=1
or in classical mechanics .
np(p,q) =Y _ N Fip,q), (3:2)
i=1

3The reader may wish to examine the Einstein-de Haas effect for a remarkable exception. A. Einstein
and W.J. de Haas, Verh. Dtsch. Phys. Ges. 17, 152 (1915); 18, 173 (1916).

4Notice that [p1, p2] = 0, since the kets of the two subsystems are orthogonal to each other. This is a
necessary condition for the validity of the operator relation In(p1p2) = In p1 + In pa.



with some real coefficients A;. This is the central expression for the density operator in
equilibrium. In particular it implies that the equilibrium density operator and distri-
bution function can only depend on the dynamical variables (p, q) through the additive
constants of motion. All microstates having the same additive constants of motion are
equally probable!

The physical meaning of the coefficient \; associated with the constant of motion F;
in the linear combinations and will be discussed in detail later on. Since In p
is an additive or extensive property, i.e., In[p(aF1,...,aFs)] = aln|p(Fi,...,F)], we
may already anticipate that A1, ..., As do not change when all F; are scaled by the same
factor ce. Such properties are called intensive. We shall see that they are related to the
temperature, pressure and chemical potential of the system.

3.4 The density operator: General formulation

In the following we derive the general form of the density operator describing mixed
states in different equilibrium situations ranging from complete isolation —in which case
all the additive constants of motion F1, ... F, have the same well-defined values fi--fs
in all microstates— to complete openness —in which case the system can exchange
freely all its additive constants of motion with the environment and only the average
values f1 = (F}) ... fs = (F,) are well defined. The formulation is admittedly somewhat
abstract. For instance, the conserved quantities are denoted by F, with i = 1,...,s,
instead of referring to them explicitly as energy F, volume V', particle number N, et
cetera. This has the advantage of stressing the universal validity of the approach, making
it easier to apply the formalism to any specific situation, for example, spin-polarized
or multicomponent systems. Moreover, in this way we emphasize the analogies and
differences between the various usually encountered physical situations including the
corresponding statistical ensembles. The explicit form of the density operator in the
most usual cases of physical interest is given in Sec.

3.4.1 The microcanonical ensemble

First of all we consider systems which are closed with respect to all constants of motion
Fi,...Fs. Inorder to obtain p one could take the exponential of In p as given by Eqgs. (3.1)
and and impose the necessary constraints on the conserved quantities Fi, ..., Fs.
However, in the case of closed systems a much more direct derivation is possible. In
isolated systems the constants of motion have precise values f; for all ¢ = 1,...,s.
Consequently, the probability of finding the system in a microstate having F; # f; for
some i is strictly zero. The classical p(p, q) = 0 for all (p, q) having F;(p, q) # f; for some
i € [1,s]. The same holds in quantum mechanics: w,, = 0 for all states |ay,) for which
Fjlayn) # filow) for some i. In addition, we know that the integral or trace of j over
all possible states must be 1. The only function satisfying these conditions is the delta
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function. It follows that the microcanonic density matrix is given by

pmc =

where the normalization divisor

—Tr {H 5(F; - f»} , (3.4)

ensures that Tr{p} = 1. Z,,. is known as the microcanonical partition function. In the
classical case we have

fi] (3.5)

me p?

with
Tme = / dp dg T[61F:(p,q) — £ (3.6)
=1

Notice that the mixed state describing equilibrium, i.e., the macrostate, is fully charac-
terized by the very few numbers fi,. .., fs. Out of the 10%° degrees of freedom needed to
characterize a single microstate, we are left with typically 3, or only 9 Variables at most!
The statistical ensemble characterized by pme or pme(p, q) as given by Egs. .
is known as the microcanonical ensemble. For closed systems Pme and Zp,. are deﬁned
by the values fi,..., fs of the constants of motion Fy...F, in the particular macrostate
under consideration.

The expressions given above are valid for any physical system and any set of linearly
independent additive constants of motion. They can be significantly simplified in the
most usual situation where P = 0 and L = 0. For any fixed volume V' and number of

particles N we may write
1

Pmec = ch

with the microcanonical partition function

§(H — E)

Zime = Tr {5(}} - E)} .

Here we have implicitly assumed that the Hilbert space in which the trace is calculated
contains only states having N particles in a volume V. p,,. and Z,. depend thus on F,
V and N.

For the sake of completeness, and in view of later comparison, let us mention that one
can start from the general expression (3.3]) for In p and express the density operator of a
closed system as

ﬁmc = er:l AZFZ H (S(FJ - fj) 5

=1

95



where the product of delta operators plays the role of prOJector ensuring that no mi-
crostates involved in pn,. has F # f; for some j. Since F fj for all j we may replace
the operators in the exponentlal by the corresponding elgenvalues. In this way we obtain

e = e H(SF fi) s

which we can write as

pme = 5— 10 =19, (3.7

where we have identified the microcanonical partition function

ch — ei Zle )"sz .

Knowing that Tr{pm.} = 1 and applying it to Eq. (3.7, we recover Eq. (3.4).

3.4.2 The grand canonical ensemble

We now turn our attention to systems that are open with respect to exchange of all
additive constants of motion. These systems can be regarded as parts of a much larger
system which can be isolated or not. The statistical ensemble describing completely
open systems is known as the grand canonical ensemble. By completely open we mean
that none of the constant of motion Fj ... Fj is fixed in the system. For example, energy,
particles and even accessible volume can be exchanged with the environment. The role of
the environment is only to define the average values (F;) = f; in the system (1 = 1,...,s).
In this case there are no restrictions on the values that the constants of motion F can
take in the microstates involved in the mixed state p. Taking the exponential of Eq.
we obtain the density operator

Poe = e ikt (3.8)
The grand canonical ensemble or mixed state pgy. is defined by the coefficients A1, ..., As.
In particular they determine the average values

fi=(F)="Tr {ﬁch} =Tr {er=1 Nifi F} (3.9)
of all the additive constants of motion F} (i=1,...,s). Alternatively, one may consider
that the averages of F; take some predefined values fi, ..., fs and solve for the Ay, ..., Ag

which satisfy the coupled Egs. (3.9) for all 7 .

An important relation between the \; follows from Eq. (3.8) and the normalization of
Pge: R

Tr{pg} = Tr{eXim1 M} =1, (3.10)

Thus, the coefficients \; (¢ = 1,...,s) are not all independent from each other, even

in a completely open system. In this context it is important to keep in mind that the
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operators F; describing the linearly independent additive constants of motion (i.e., the

Hamiltonian H, momentum operator 13, etc.) do not depend at all on \;. Their average
values do. Later on, we shall see that the \; are intensive (i.e., size-scaling independent)
properties of the system such as temperature, pressure or density. The normalization
condition expresses a relation between all the \;, which is known as the equation
of state of the material.

3.4.3 The canonical ensemble

The canonical ensemble describes the most general intermediate situation in which the
system is open with respect to the first r additive constants of motion F7,...,F, and
closed with respect to the remaining ones Fy;1, ..., Fs. Concerning the constants of mo-
tion Fi,..., F,., for which exchange is allowed, only the corresponding averages fi,..., f-
can be known. As in the grand canonical case there are no restrictions on the values
that these constants of motion can take in the ensemble. Concerning the constants of
motion Fy41, ..., Fs, with respect to which no exchange is possible, we must impose, as
in the microcanonical case, that they take the precise values f,41,..., fs. The canonical
density operator is therefore given by

S
pe = == T 6(F; - £5),
j=r+1

where we have used Eq. and imposed the lack of fluctuations of Fr+1, ..., Fs by
means of the delta operators. Since p = 0 unless 13']- = fjfor r+1 < j < s we may
replace the operators Fr+1, ..., F, in the exponential by the corresponding eigenvalues
and obtain

s
pom EE T a(F, - 1) S0
Jj=r+1

Using that Tr{p.} = 1, we can express the multiplying constant as

S
e Timen il =y { i B T 8(F; - )
Jj=r+1

This allows us to write the canonical density operator in the more compact form

. 1 r N : ~

e = 7 exi=1 Aiki H S(E; — f;), (3.11)

j=r+1

where
R S

Z,=Tr eZi:1 Ay H 5(F] — f]) (312)

j=r+1
= ¢ Lj=rt12ifi (3.13)
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is the canonical partition function.

Z, has a great practical importance in statistical mechanics, since it can be directly
related to the thermodynamic potential or state function of the corresponding physical
situation. Both Z, and p., as well as the mixed state they represent, are determined
by the parameters A,..., A, together with the constants of motion f,41,..., fs that
delimit the Hilbert or phase space of accessible microstates [see Eqs. (3.11]) and (3.12))].

Neither Z, nor p. depend on the parameters A,;1,...,As associated with the quantities
Fri1,..., Fs with respect to which the system is closed [see Egs. (]3.11[) and d3.12|)]. One
should, however, mention the useful relation In Z, = — Z;:r 41 Ajfj, which follows from
Eq. (3.13)) and which we shall exploit systematically later on.
Once the natural variables Aq,..., A, and fr11,..., fs of the canonical ensemble are
given it is straightforward to the determine the mean values
(F) =Te{p. B} = fi (3.14)

of the constants of motion F} for which fluctuations and exchanges with the environment
are possible (i = 1,...,r). Alternatively, one may consider that the Egs. express
the conditions that Aq,..., A, must satisfy in order that the averages of Fj ... F, take
some predefined values fi, ..., f, for the given fixed values f.y1,..., fs of the remaining
constants of motion.

The expressions and for p. and Z, describe the most general density
operator in thermal equilibrium. They include the grand canonical ensemble (r = s) and
the microcanonical ensemble (r = 0) as particular cases. In the grand canonical ensemble
we have simply

Zy=1,

and in the microcanonical ensemble we have

Zo = Zme = Te S [[0(F; - £)
j=1

3.5 Explicit forms of the density operator

After having discussed the general formulation, we would like to apply the formalism to
the most important cases of physical interest. Before doing that let us recall that the
additive constants of motion in mechanics are

i) the energy E given by H,
ii) the linear momentum 13,

iii) the angular momentum L,

iv) the number of particles N (eventually N; for different components) and

)
)
iv)
)

v) the volume V.
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Each one of these properties is clearly related to a particular symmetry of the physical
laws or to a boundary condition. In the following we focus on the most usual exper-
imental situation in which the system is at rest, so that (P) = 0 and (L) = 0. This
is experimentally realized by keeping the system in a fixed container. Under these cir-
cumstances the total P and L are no longer conserved due to the collisions and external
constraints at the boundary of the volume. Although the system is open with respect
to linear and angular momentum, no net transfer of linear or angular momentum takes
place with the environment, since (P) = 0 and (L) = 0. Moreover, symmetry requires
the probability of the microstates having a nonvanishing Por L to be independent of
their orientation in space. This can only be achieved if the coefficients A; associated
with P and L are all zero [see Egs. and ] Thus, the terms involving Pand L
disappear altogether from p.

3.5.1 Microcanonical ensemble

The ensemble corresponding to a system which is closed with respect to all remaining
additive constants of motion E, N and V, is known as microcanonical ensemble. The
microcanonical density operator can be written as

pme = ——0(H — E)

with R
Zme =Tr{0(H — E)},

where it is understood that the Hilbert space on which p acts, and within which the
partition function Z,,. is calculated, contains only states having a fixed volume V and a
fixed number of particles N. p,. and Z,,. depend thus on E, V and N.

Let us discuss the physical meaning of Z,,.. The number of states having an energy
lower than F is given by

S(E) =) 0(E - E,) = Tr{0(E — H)}, (3.15)

where 6(z) is the Heaviside function [#(z) = 1 for x > 0 and 6(z) = 0 for = < 0] with
df/dzx = §(z). The number of states I'(E) having an energy in the interval [E, E + A] is
['(E)=%FE+A)-X(FE) = EA+O(A ) =QE)A+O(A%),
where we have introduced the density of states of the system Q(FE) = dX/dE at the
energy E and assumed A — 0. Q(FE) represents the number of accessible states at the
energy F per unit energy, i.e., the number of states per unit energy in the spectrum of
the system at the energy E. From Eq. (3.15) it is clear that
X

AB) = = = Te{6(H — E)} = Zme(E) .
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The microcanonical partition function Z,,. represents the density of accessible states at
the energy E for the given total volume V and particle number N. Note that Z,,. is a
function of E, V and N, which reflects the nature of the system under study through
the eigenvalue spectrum of the Hamiltonian H and its dependence on V and N.

In the microcanonical ensemble all the states having the same energy E are equally
probable. In classical mechanics all the states (p,q) belonging to the hypersurface
H(p,q) = E are equally probable. The latter is of course consistent with p being a
constant of motion and with the ergodic hypothesis. Notice, however, that we didn’t in-
voke any ergodic hypothesis in order to derive p(p, q) but simply the concept of statistical
independence of the subsystems in the macroscopic limit.

Exercise 3.11: Compute the density of states Q(F) of a system of N independent iden-
tical particles of mass m in a volume V = L in D dimensions. Suppose that
each particle has the energy &; (3 ,e; = FE) and calculate the number of states
o(g;) for one particle having the energy ¢ < g;. Derive then total number of states
Y(e1,...,en) for the case when the individual particles have the energies e1,¢e3,...,en.
How would this expression be modified, if you take into account the principle of in-
distinguishability of identical particles? Maximize X(e1,...,ex) under the total en-
ergy constraint » .e; = FE and approximate X (F) by the maximum value. De-
rive Q(F) and analyze the dependence of ¥ and © on E, V, N and v = V/N.

3.5.2 Canonical ensemble

A system having a fixed volume V" and a fixed number of particles NV, which can exchange
energy with environment is described by the canonical ensemble in a narrow sense. In
these cases one says that the system has a heat contact with the environment. In fact,
the energy exchanged in this way, by keeping V' and N fixed, is commonly known as heat.
The canonical density operator is given by

. 1 _3p7
Pc = Ze pH
with R
Ze = Tr{e P}

where we have implicitly assumed that the Hilbert space in which the trace is calculated
consists of all the microstates having N particles in the volume V. Thus, p. and Z,.
depend on B, V and N. The parameter S defines, together with N and V', the average
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energy E of the system:

E(f) = (H) = Tr{p. H}
B Tr{ﬁe_’gﬁ}
 Tr{eAH}

0
= —%IDZC.

It is important to note that the converse is also true. The condition that the average

energy (H) takes the value E, for the given V and N, defines 8 univocally, since E(3) =
(H) is a strictly monotonically decreasing function of 3:

OE _ O(H) _ | Te{H%e Py Tr{e M1} — (Te{He PH})?

a3~ 9B (Tr{e—BHY)2
= (A% + (A)? = = (H — (1))*) = ~AH? < 0.

The variance AH? is always strictly positive and tends to zero only for 8 — oco. Thus,
the relation between E and S is bijective.

In the canonical ensemble the total energy E of the system is not fixed, since the
system is open with respect to energy exchange. In the corresponding mixed state, only
the average value (H) is well defined. The statistical distribution w(E) of F, i.e., the
probability density w(E) of finding the energy E in the system, is given by

w(E) = (6(E - H))
1 2 . 1 .
= —Tr{e PH§(E - H)} = —-Tr{e PE6(E - H)}
Z. Ze
1
= _—e PEQ(R). (3.16)
Ze
In words, the probability of measuring the value E of the total energy is equal to the
probability e #¥ /Z, of finding the system in a microstate of energy E multiplied by the
number of states (E) having this energy. Again, in equilibrium, all microstates having
the same energy are equally probable.

The canonical partition function Z. can be readily related to the microcanonical par-
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tition function Z,,.(E) = Q(E) by noting that

Zo = Tr{e #H}

= Tr{e—ﬂﬁ/dE S(E — ﬁ)}
- /dE Tr{e*/m S(E — PI)}

= / dEe PETH{6(E — H)}

= /dEeﬁEQ(E). (3.17)

Notice that this could have been directly inferred from Eq. (3.16)) by recalling that the
probability density w(F) is normalized.

In the canonical ensemble the total energy E of the system does not have well defined
value. It is therefore very interesting to analyze its probability distribution w(E) in order
to assess quantitatively the importance of energy fluctuations. In the following we will
show that w(FE) is very sharply peaked at the average value. To this aim let us first note
that the density of states Q(E) of a macroscopic system increases extremely rapidly with
E. We already know from our discussion the of statistical independence of subsystems
that In 2 is an additive property. We may therefore write

EV E V"
InQ(FE)=Nln [w (N’N)] & Q(E)—w<N,N> ,
where w(e, v) is some increasing function of the energy per particle e = E//N representing
the density of states per particle or per subsystem. We conclude that the probability
density distribution w(E) for the total energy E is the product of the very rapidly
increasing function Q(E) and the very rapidly decreasing function e PE [see Eq. ]
Consequently, w(E) shows an extremely narrow maximum. In addition, we already know,

from the central limit theorem, that the relative fluctuation VAH?2/(H)  1/v/N — 0
for N — oc.

Furthermore, in the macroscopic limit (N — oco) we may identify the average energy
E = (H) with the most probable energy F, i.e., with the energy at which w(E) has its
maximum (saddle point integration). Indeed, the average energy is given by

E=(H)= /E’w(E’) dE'

—BETQ(E — —
- /E’ ez() dE' — [ E'g(E'~E)dE =F,
c —00

where we have used that g(E' — E) = e PE'Q(E’)/Z, has a very narrow peak at E for
N — oo, which satisfies [ g(E' — F)dE = 1 and converges to a Gaussian distribution
centered at E.
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Consequently, the average E can be obtained from the condition

ow(E)
OF

=0.
E=FE

Knowing that
ow - Zi {_BG—BE Q(E) + e PE 89] 7

OF . oF
we have
ow o0 1 09
o~ C e =0 = amos
which implies
5= 0ln Q)
- OE [Ny

The fact that the average energy (IEI ) and the most probable energy E coincide in the
macroscopic limit (N — oo) allows us to directly obtain § as a function of E, without
having to invert the equation E(8) = Tr{j. H}. Since Q(E) is in most cases an increasing
function of E, we usually have 8 > 0, although there are some remarkable exceptions.

The spectrum of macroscopic systems has a lower bound, the ground-state energy
Ey, and is usually unbound for high energies. The density of states is an increasing
function of F and therefore § is in most cases positive. Notice that the trace giving the
partition function converges only if the spectrum is bounded at least on one side. If the
spectrum has only a lower bound, the trace converges only for 8 > 0. There are, however,
systems in which the spectrum is bounded on both sides, i.e., in which there is maximum
achievable energy E,,q.. An example of bounded spectrum is found in spin systems. In
these cases Q(F) increases first with E, and then decreases as we approach the upper
bound. Thus, for energies close to the E,,,, one finds 8 < 0. As a simple example,
consider the Ising model with nearest neighbor interactions in a one dimensional chain:

N
H=-J E Si Si+1
i1

with s; = £1 and J > 0. In this case one has Ey = —JN (parallel spins or ferromagnetic
order) and E,,.,; = JN (alternating spins or antiferromagnetic order).

3.5.3 Grand Canonical ensemble
The equilibrium state of systems which are open with respect to energy and particle

exchange is described by the grand canonical ensemble. Examples of such systems are
metals kept at some given electrostatic potential, where electrons can be freely exchanged,
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or chemical solutions exchanging ions with the electrodes. The corresponding density
operator is given by
1 A ~
5o o BH= wiNg)
Pgc = e '
gc ch
with the partition function

Zge = Tr{e—ﬁ(ff - MND} .

The operator N; counts the number of particles of each component 7 in the system. Both
pge and Zy. depend on 3, u; and V. Consequently, the parameters 8 and p; define the
average values of the total energy

E = (H) :Tr{ﬁgcg}

— _;ﬁ In Zy, (3.18)

and of the particle numbers

N; = (N;) = Tr{pge Ni}
10
B O,
Let is recall that all average values and traces are calculated by taking into account all

microstates with arbitrary energy and particle number within a fixed volume V. For
simplicity, we focus on one-component systems in the following.

In Zg. . (3.19)

It is easy to express the grand canonical partition function Zg. in terms of the canonical
one

Z.(8,N) = Tr{e P}y,

which corresponds to a fixed number of particles N. Splitting the grand canonical trace
in separate sums over all states having the same N, we have

—+o0 R “+o0
Zge(Bop) = Y N Te{e MYy = Y N Z,(8,N). (3.20)
N=0 N=0

Some authors, such as K. Huang, introduce the fugacity z = e#, which allows us to
express the grand canonical partition function

o0
Zge=>_ 2N Z(N)
N=0

as a power series of z. Although quite practical in some cases, we shall not follow this
notation, since it spoils the correspondence between A; and f;.



The probability of finding an energy E and a number of particles N is given by

w(E,N) = (5(E — H)§(N — N))

= L n{S(B - B)S(N — R} e BE-HN)
Zge

= L 8- 0 (B) . (3.21)
Zge

where Qx(E) is the usual microcanonic density of states per unit energy when the sys-
tem contains precisely N particles in the volume V. Notice the analogy with the energy
distribution w(F) in the canonical ensemble. In the present case we see that the proba-
bility density w(E, N) is equal to the probability e_B(E_“N)/ZgC of finding the system in
a microstate with energy E and N particles multiplied by the number Qn(FE) of states
with N particles at the energy E per unit energy. In the macroscopic limit, w(E, N) be-
comes an extremely narrow probability distribution around the average values. Since the
central limit theorem applies (F and N are additive properties) the relative fluctuations
of E and N become irrelevant for N — oo. Therefore, the average values (H) and (N)
coincide with the most probable ones F and N.

The maximum of w(F, N) is achieved when its gradient vanishes. From Eq. (3.21]) one
obtains

ow 1 o0Qn _B(E—
il I Ye) YREN B(E—pN)
9E |y ch<ﬁN+aE)e

and
ow 1 00N _B(E—
Bl R 0O B(E—pN)
INl|g  Zge (5'“ N o > ‘

Setting the partial derivatives equal to zero yields the important equilibrium relations

~ 0lnQ

— 22
5= \Ny (3.22)
and 10Inf2
n
= —— . 3.23
M BN |y (3.23)

These equations allow us to determine  and p directly for any given energy and number
of particles. In this way, inverting Egs. @ and , which give (lﬁI ) and <N ) as a
function of 8 and u, is avoided. Notice that p is not necessarily negative, as one might
be tempted to conclude from Eq. , since the average energy F, whose dependence
on N is not obvious a priori, must be kept fixed upon differentiation with respect to
N. Adding particles under the constraint of constant total energy does not necessarily
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imply that the number of accessible states Qx(F) increases [i.e., (0InQ2/IN)|g is not
necessarily positive]ﬂ

The unconstrained probability distribution of the number of particles is given by
1
w(N) = / w(E,N)dE = N / e O (E) dE

gc
_Z{BNY)
ZQC(B) H, V) ’
where we have used Eq. for the canonical partition function Z.. Concerning the
dependence of w(N) on N it is important to recall that Z. also depends on N. In
fact, p and 0In(Z;)/ON|s,v always have opposite signs, even if they depend on the
physical problem. In fact, one can show that p = —(1/5)(0InZ./0N)|g,y. Thus, the
product of Z. and the exponential factor yields, as expected, a narrow distribution of N
around its average value, which in particular ensures the integrability of w(N) — 0 for
N — oo. Furthermore, the convergence of the sum of all w(N), namely, >y w(N) =1,

is guaranteed by Eq. ([3.20)).

Exercise 3.12: Show that R
I(N) G2 K2
—~ = BN — (N)*).
DL = B - )
Show that (N) =0for u — —o0 (8 > Q) Explain why for any 5 > 0, there is always one
and only one solution of the equation (N) = N for any average number of particles N > 0.

The bijective relation between (F, N) and (8, i)

Finally, before closAing this section, we would like to show that in the mapping (5, u) —
(E,N) with N = (N) and E = (H) is locally invertible for all § and p. This implies
that the solution of the equation E(8,u) = E and N(8,u) = N is always unique.

The proof is simpler if we return to the notation used in the general formulation,
instead of using the variables 8 and p and the operators H and N, which would otherwise
certainly be the more physical choice. Thus, we consider the parameters \y = —f and
Ao = PBu with corresponding operators Fy = H and F, = N. In these terms the grand
canonical partition function is given by
Leklﬁ1+>\2l&2

Pgc = ch

®As a bus carrying N identical stormtrooper clones fills up, the number of different ways Qn in which
the seats are occupied by keeping the energy constant (i.e., avoiding that two clones sit on top of each
other) surely increases at first when the bus is nearly empty but then decreases when more than half
of the seats are already occupied. Fermions show a similar behavior, while non-interacting bosons do
not.
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with ) )
Zyge = Tr{e)‘lF1+)‘2F2} )

It follows that

OlnZg '
and o(F)
i) 2\ /2
o = (F) - (F)
for ¢ = 1,2. In addition,
OF)  a - e O(FY)
D (F1FD) — (F) () = Y

The Jacobian matrix of the transformation is then given by

_(oE) _ (FP) — (F1)? (F1F2) — (F1)(F2)
= < Y > - [ (FuFp) — (F)(F2)  (F5) — (F3)? } ’

where the off-diagonal elements can be written as
(B By) — (B (By) = (B = (R) (B — (By)).

We need to show that the determinant of the Jacobian is never zero, whatever density
matrix p is used for performing the averages. To this aim, we define an appropriate inner
product in an ad hoc vector space and apply the Cauchy-Schwarz inequality.

We consider s compatible linear operators F1, ..., Fy with [Fl, FE ] =0 Vi, j. We define
the vector space V of all the linear comblnatlonb of the zero-average operators fZ =
Fy — (F). In this space we introduce the bilinear function

(fl9) = (fa) .

where the averages are taken with respect to some fixed density matrix p. (f|g) has
all the properties of an inner product. First, <f|f) > 0 VS and <f|f> =0= f=0.
Here we have used that (f2) = 0 implies that f is constant and thus zero. Second,
(flg) is bilinear and symmetric, since [Fl,F | = 0. Consequently, we can apply the
Cauchy-Schwarz inequality

(flg)* < (f1£){glg) .

which implies

0< ((F2) — (F)?) ((FD) — (F)?) — ((FF2) — (F1){F))” = det(J).

The equal sign holds only when the vectors (operators) are linearly dependent, which of
course does not hold for H and N. Since the Jacobian has always the same sign (and
is never zero) the change of variables is invertible, which implies the uniqueness of the
solution of the equations R

and

N(B,p) = (N)g.=N.
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Exercise 3.13: Show that
0ln Zy.

op

= () = (W)
and
0
ap
Since (H) — u(N) is a monotonically decreasing function of 3 for all y, conclude that the

equation (H) — (N} = constant always has a unique solution as a function of 8. Perform
the corresponding analysis concerning the chemical potential .

() = ) = = [((F = ul)?) = (B = uN)?] <0,

3.5.4 Grand Canonical pressure ensemble

A system which is open with respect to all constants of motion is characterized by the
density operator
Pocp = o BH—pN+pV) ,

where the partition function Tr{pge,} = 1. Thus, there is no need for a normalizing
factor. The relevant parameters or variables entering pgc, are here B, n and p, which
define the average energy E = <H ), average number of particles <N ) and average volume
<V>, except for a common multiplicative constant. In fact, 8, u and p cannot define
the additive properties E, (N) and (V). They are bonded by the condition Tr{pye,} =
1, which represents the equation of state of the material under consideration, and are
therefore not independent of each other. The variables 8, u and p can only define the
ratios or densities of the additive constants of motion, for example, E/(N) and (V)/(N).
We shall see that 5, p and p are intensive properties which remain unchanged when
all additive properties E, N and V are multiplied or scaled by the same factor [e.g.,
p(E,N,V) = p(aE,aN,aV) Va > 0 and similarly for 8 and p|. Knowing 3, u and
p provides no information on the actual size of the system. Under these circumstances,
volume fluctuations come into play. We find this physical situation when we consider
a hot air balloon, an air bubble in a liquid, or a warm-air bubble climbing its way up
in the atmosphere on a sunny day. This ensemble is known as grand canonical pressure
ensemble.

The probability density of finding an energy E, number of particles N and volume V'
is
w(B,N,V) = (§(E - H)§(N = N)§(V - V)) = e PENPV) O (E),
where Qp v (E) is the density of states for a system containing N particles in a volume

V' at the energy E. Notice that Qu y (E) represents a density of states per unit energy
and unit volume. As the product of delta functions, it has units of inverse energy times
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inverse volume. In the same way as the previously considered ensembles, statistical
independence implies that Q1 (F) is an exponentially increasing function of E, N and
V', whereas the Boltzmann factor decreases exponentially as a function of these variables
(8>0, u<0andp>0). Therefore, w(E, N,V) has an extremely narrow distribution
around the averages (E), (N) and (V'), which coincide with the values of E;, N and V
that maximize w(E, N, V).

3.6 Implicit notation

Throughout the previous discussion of the density operators and partition functions in the
different ensembles we made use of a widespread convention, which consists in dropping
the 0 functions in the expressions for p. and Z,.. This is possible, and should lead to no
confusion, since we implicitly assumed that the Hilbert space on which p. acts, and with
respect to which the trace in Z, is calculated, contains only states |¢) having well-defined
values of the constants of motion:

Ejl) = fil¥)
for j =r+1,...,s. Keeping this in mind is, of course, crucial for the calculations. Using

this convention, the general expressions for the canonical ensemble take the form

1 T [
pe = —-esi=1 il
T

where "
Z, = Tr{eXim1 Mli}

which is clearly more compact and elegant.
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4 Entropy

The entropy is one of the most important concepts in statistical mechanics. It is defined
as

S = —kp(lnp) = —kpTr{plnp},

where —(In p) is the entropy of the probability distribution of the microstates in the
mixed state defined by p and kg = 1,38 x 10723 J/K is the Boltzmann constant. As
already discussed in Sec. the average —(Iln p) = S/kp gives a measure of the diversity
of the population of microstates or, equivalently, of the lack of information in the corre-
sponding probability distribution. The Boltzmann constant is introduced in order to be
consistent with the historical definition of entropy change, which is the energy difference
at constant volume and particle number (i.e., reversible heat) between two equilibrium
states divided by the absolute temperature T at which the heat transfer occurs. Thus, kp
and S have units of energy divided by temperature. The temperature unit K stands for
Kelvin after William Thomson, 1st Baron Kelvin (1824-1907) who measured the value
of the absolute zero of temperature (~ —273°C). A temperature difference of 1 K is the
same as 1°C, only the reference zero is different. In the Kelvin or absolute tempera-
ture scale, zero corresponds to the lowest attainable temperature value, whose existence
was already known to Carnot (1824). The Boltzmann constant is not a fundamental
physical constant. Its value follows from the convention that assigns the temperature
T = 273.16 K to the triple point of water. The choice of the triple point is practical since
the temperature at which the three phases coexist (solid, liquid, gas) can be precisely
and easily measured. The choice of the temperature value at the triple point ensures
consistency with the Celsius scale (0°C corresponds to 273.15 K). Thus, maybe some
day one might be able to compute kp in terms of A, ¢ and the mass and charge of the
elementary particles. kp allows us to relate temperature and energy scales. Roughly
speaking, for simple estimates, one may take that 1 eV ~ 10* K, actually 8620 K, or
10K =~ 1 meV. As we shall see, these rough approximations of kg are very useful in order
to judge which energy differences are attainable or important at a given temperature.
In the following, unless explicitly stated otherwise, the temperature always refers to the
absolute scale.

If we denote by p, the eigenvalues of p we have

S=—kpy plnp, >0,

since xlnx < 0 for 0 < & < 1. We already know that S = 0 only for pure states.
S represents the average of the additive constant of motion —In p, which we inferred
under the assumption of statistical independence of macroscopic subsystems. In previous
chapters we have analyzed statistical ensembles (mixed states) corresponding to different
physical situations: perfect isolation, exchange of some constants of motion and full
openness. The corresponding density operators p characterizing the various mixed states
are obviously different and the differences are significant qualitatively. For instance, in
the microcanonical ensemble the total energy is sharply defined, whereas in the canonical
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ensemble the total energy fluctuations grow as v/N. Nevertheless, we have shown that
all the different ensembles yield equivalent descriptions of the equilibrium state and its
macroscopic properties, since the relative fluctuations of the constant of motions (e.g.,
E, N and V) are irrelevant in the macroscopic limit (N — 00). One of our first goals in
this chapter is to show that calculating the entropy in the various ensembles, according
to the corresponding p’s, yields the same result, provided that the parameters defining
the macroscopic state are the same.

Another question of central interest is the behavior of S upon scaling. For open
systems, in the grand canonical ensemble, we know that In p is an additive constant of
motion, which can be expressed as

s
ln/'): Z)\Zﬁl,
i=1

in terms of the set Fi, . Fyof linearly independent additive constants of motion. In this
case, the additivity of .S follows immediately:

S=—kp(lnp)=—kp Y N(F)=—ks > \ifi.
=1 i=1

If the system is not fully open, i.e., if some additive constants of motion are constrained
to have well-defined values (i.e., no exchange with the environment), the statistical in-
dependence of the subsystems does not strictly hold. Indeed, different subsystems of an
isolated system can be regarded as statistically independent, except for the fact that the
sum of the conserved additive properties over all subsystems must always take a well-
defined value. Therefore, one could doubt on the additivity of S a priori. However, we
have seen that for macroscopic systems such constraints are not essential, since the den-
sity operators of different microcanonical and grand canonical ensembles are equivalent
in practice: the fluctuations of the properties F; (i = 1,...r) with respect to which the
system is open, are negligible with respect to the average values (F;). For instance, the
energy distribution w(E) in the canonical ensemble is extremely sharp, even though E
is not strictly conserved. As we shall see, the additivity of S holds in general.

Let us consider the general canonical ensemble, which is open with respect to ... , E,,
and closed with respect to Fy41,..., Fs. In this case we have
R S
pr = ez M TT 65y - 1) (4.1)
j=r+1
which can be written as 1
LN DD ¥ 31 4.9
=—e , :
Pr Z, (4.2)
with the partition function
ZT’ — ef Z;=r+l Aij — Tr{eZ::l Alﬁ‘l} . (43)
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The entropy of the mixed state p, is then given by

S:%ﬂmm:—hJZ)ﬂ%—ma
=1

=—kp > \ifi, (4.4)
i=1

where we have used that (Fj) = f; for 1 < i < r. The last equality shows that S is
equal to a linear combination of all the additive properties fi, ..., fs. Since the A; should
be intensive properties —in order to ensure the additivity of In )— S is expected to be
an additive property for all r, including the microcanonic case (r = 0) and the already
mentioned grandcanonic case (r = s).

Notice that for each r or type of ensemble, S can be always be regarded as a function
of the r coefficient A1,..., A\, —which control the average values (F1> = f1,..., <Fr> =
fr of the constants of motion exchanged with the environment— and of the additive
properties fri1,..., fs —which are the same in all microstates. This follows clearly from
the fact that the density operator p,., from which S is issued, is defined by Aq,..., A, and
fr41,---, fs. For example, in the canonical ensemble, p. and S depend on 5, N and V.
However, later on we will see that it is actually meaningful to regard S as a function of
all additive constants of motion fi,..., fs. For instance, in the most usual case we have
S =S(E,N,V). In fact, the additivity of S will be rigorously demonstrated by showing
that S is an homogeneous function of grade 1 of these variables.

4.1 Maximum entropy theorem

We would like to establish the fundamental variational principle of statistical mechanics,
in terms of which the state of equilibrium can be characterized. To this aim we consider
the entropy

S[pl = —kp(lnp) = —kpTr{pInp} (4.5)

as a functional of the density operator p defining an arbitrary mixed state in the Hilbert
space of our system. The properties of p are clear: pl = p, its eigenvalues p, satisfy
0 <p, <1,and Tr{p} = > ,p, = 1. All p’s are positive-semidefinite, trace-one,
hermitic operators. We consider a general canonical ensemble. The underlying Hilbert
space is spanned by the states having well-defined constants of motion Fr+1, . ,1:" 5

Theorem: The following fundamental property holds. Consider a system which is
closed with respect to the constants of motion Fr+1, ... Fy which have well-defined values
fra1, ... fs. Among all the the density operators p satisfying <Fl> = Tr{ﬁFl} = f; for
i =1,...,r the one yielding the largest S is the canonical density operator p, given by
Egs. and , which describes the state of equilibrium. This is equivalent to the
inequality

Sipl < Slpr]
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or, using Eqs. and . to

S[p] = —kpTr{plnp} < S[py] = —kp [Z Aifi —InZ,

=1

Thus, the state of equilibrium is the one which maximizes S under the constraints (FZ> =
fifori=1,...,r,and F; = fjfor j=r+1,...s.

Lemma: In order to prove this important statement we first show the following lemma.
Given any two density operators p and p’, we have

Tr{plnp'} < Tr{pInp}, (4.6)

The starting point is the inequality Inz < x — 1 for any « > 0. This implies that for any
hermitic operator A with eigenvectors |n) and eigenvalues a,, > 0, we have

(| In AJgp) = Z| @) PIna, <D [N (an — 1) = (@|(A = 1)) (4.7)
We consider the diagonal representation of
b= puln)n
with p, > 0 and obtain

T () ~ T} = 3 o (r0n(7) ) = 3 pn 1 2 ) )

where we have used that p, > 0. The operators j'/p,, are all positive semi-definite, since
p' has positive or zero eigenvalues and p, > 0. Therefore, using (4.7) we have

i (£ o < (£ = 1) )

Te{plin '~ 1)} < S plnl (2= 1) fn) = Clalg) - Te(3) = (') =1 =0

for all n. It follows that

This proves the inequality (4.6]).
Proof: We turn now our attention to the entropy S[p] of an arbitrary density operator

p. Using the inequality (4.6) with p arbitrary and p' = p, we have

S[p) = —kpTr{plnp} < —kpTr{pInp,} = —kpTr {ﬁ (Z AE, —In Zr> } :
=1
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where we have replaced, on the right hand side, the explicit form of the canonic density
operator In p, = > 7| \iF; — In Z, given by Eq. (D Since all the mixed states p have
the same averages (F;) = Tr{pF;} = f; for i = 1,...,r, we finally obtain

Slpl < —kg Z Aifi = S[pr], (4.8)

which proves the maximum entropy theorem. Notice that the logarithm of the density
operator at equilibrium p, is a linear combination of additive constants of motion. There-
fore, the average (Inp,) = Tr{pInp,} is the same for all the density operators p having
the same average values (F;) = f; of the properties F, with respect to which the system is
open (1 < i <r) and the same constants of motion f; with respect to which the system
is closed (r+1<j <s).

We have already discussed the meaning of —(Inp) = —>" pnlnp, for an arbitrary
probability distribution p,, where 0 < p, <1 and ) p, = 1. We have seen that —(In p)
gives a measure of the degree of disorder in the distribution, or equivalently, a measure
of the deviation of the mixed states described by p from a pure state (S = 0 only for
pure states). Moreover, S always increases as the number of microstates participating
in the mixed states increases since a larger number of participating states reduces the
average of p, and Inp, (>, pn = 1). We have also interpreted —(In p) as a measure of
the degree of uncertainty (or lack of knowledge) that we have on the mixed state of the
system. With this in mind, the principle of maximum entropy tells us that among all the
states of a system satisfying (F;) = f; for i = 1,...,r and F, = fifori=r+1,...,s
the equilibrium state is the one with the hlghest degree of disorder, the most far from
pure, and the one about which we know less. This fundamental characteristic of the
equilibrium state is most plausible from a physical perspective. Indeed, one can actually
grasp the state of equilibrium in this way.

4.2 The approach to equilibrium

An alternative perspective to the principle of maximum entropy can be achieved by
investigating the time dependence of the entropy S = —kp(Ilnp) of a system in an
arbitrary mixed state p along the spontaneous process of reaching equilibrium. We
already know that the interactions with the environment play a central role in reaching
thermodynamic equilibrium. In fact, we have seen that when the system is strictly
isolated, the total time derivative of p vanishes and the entropy, given by its eigenvalues,
is independent of time. The main reason behind this remarkable time independence
—Dbesides the fundamental invariance of inner products in quantum mechanical time
evolution— is that the probabilities P, of all the microstates |n) (also referred to as
weights wy,) are independent of time, as long as the system does not interact with the
environment. In this section we would like to discuss how P,, depends on time when the
system evolves towards equilibrium and how this conditions the time evolution of the
entropy in spontaneous processes. To this aim we will treat the interactions with the
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environment as stochastic processes, which are uncorrelated in time. This assumption
will lead us to the master equation. Subsequently, with P, () in hand, the fundamental
symmetry of quantum mechanical transition probabilities will be exploited in order to
derive the time dependence of the entropy. This will provide us with a complementary
dynamical perspective to the maximum entropy theoremﬁ

4.2.1 The master equation

We consider a system in an arbitrary mixed state, not necessarily in equilibrium, which
is described by the density operator

p= Z [m) Py (m].

The states |m) are assumed here to be the eigenstates of p with (m|n) = d,,, and
> m Pm = 1. The interactions with the environment are described by some external, yet
unspecified perturbation V. Since the interactions are uncontrolled, the changes of state
of the system cannot be predicted with certainty. We shall describe them as a stochastic
process, which is defined as a time-indexed or time-ordered succession of states

myty, mata, ... ,Mp_1tp—1

at times t; < to < --- < tp_1. Moreover, we assume that that the transitions are
uncorrelated in time, i.e., the probability for the system to be in the state my at time
ti is completely determined by the state my_; which the system had at time ¢;_;. Such
processes are called Markovian and the succession of states mi,mao,...,my,_1 that the
system undergoes is usually referred to as a Markov chain. The assumed lack of any
memory or inertial effects implies that the time evolution is entirely controlled by the
transition probability

p(m,t'|n,1), (4.9)

which represents the conditional probability of finding the system in the state m at time
', knowing that it was in state n at time ¢. Clearly, when ' = ¢ we have

p(m,tin,t) = dmn Vt. (4.10)
Moreover, the normalization condition requires

Y plmt'nt)y=1 V' >t, (4.11)

irrespectively of the state n in which the system is at time ¢. For small time differences
At =t/ —t, it is meaningful to perform a linear expansion and to introduce the transition
rate or rate constant k,,, representing the transition probability per unit time from n to
m:

p(m,t + At | nt) = kyy At + O(AL?), (4.12)

®The main ideas behind this section are borrowed from Feynman’s book [3].
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for all m # n. The probability of staying in the same state m at ¢t + At is obtained from
the normalization condition (4.11)):

plm,t+ At m,t) =1— Y kpm At + O(AL). (4.13)

n#m

Notice that the linear expansions (4.12)) and (4.13]) of the conditional probabilities satisfy
Egs. (4.10) and (4.11)) to first order in At¢. The dynamics of the probability distribution
{Pn}, in a Markov processes is entirely controlled by the transition rates k.

The probability of finding the system in the state m at time ¢ + At is equal to the sum
of the probabilities of being in any state n (including n = m) at time ¢ multiplied by the
transition probability p(m,t + At |n,t) from the state n to the state m. This is written
as

Pt + At) =Y p(m,t+ At |n,t) Po(t) .
n

Replacing (4.12) for m # n and (4.13) for m = n, we have

Pr(t+ A = > kmnAt Po(t) + [ 1= > Enm At | Pra(t)

n#m n#Em
= Pn(t) At + Y kyn Palt) At — Y ki Pan(t) At
which implies
%—Z(k P, — kpm Pr) (4.14)
dt - naém mn n nm m N .

The first term on the right-hand side, which is positive and thus increases P,,, represents
the probability of ending up in the state m coming from any other state n # m, while the
second negative terms correspond to the probability of making a transition to any other
state n, starting from m. This simple, physically transparent relation plays a central role
in stochastic dynamics. It is known as the master equation.

4.2.2 Time dependence of the entropy

In order to be able to determine the time dependence of P,, and of S we need some
information on the transition rates k,,. To this aim we assume in the following that the
system is closed with respect to all its additive conserved quantities, i.e., that no energy,
particles or volume are exchanged as a result of the interaction with the environment.
This corresponds to the microcanonical ensemble. The transition rates k,,, are derived
from time-dependent perturbation theory in quantum mechanicsm Given a constant

"See, for example, J.J. Sakurai, Modern Quantum Mechanics, (Addison-Wesley, Reading, 1994) p. 327 ff.
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perturbation V, with matrix elements V,,,, = (n|V|m), the transition probability per
unit time from an unperturbed state |m) to a state |n) is given by the Fermi golden rule

9
Koy = %\Vnde(En —En), (4.15)

Despite the fact that the details of the interaction V between the system and its environ-
ment are not know in general, the most important information for us is the microscopic
reversibility

knm = kmn - (4.16)

This symmetry always holds at the quantum level, between every pair of states |m) and
|n), since V is hermitic (Vy,, = V). It tells us that at a microscopic level the probability
for a transition from state |m) to |n) is the same as the probability for a transition from
|n) to |m). Further statistical considerations, concerning the number of accessible states
of the environment when the system is in the final state |m), are not important at this
stage since all microstates have the same energy (E, = E,,).

We may finally turn our attention to the entropy

S=—kp(lnp)=—kp Y PnlnPy,

and calculate s ap ap

Taking into account that

Y Pp=1 = Z%:o,

m

we have

s P,
@ _ Ymoynp,
di kBZm: a0

=~k > Y (kmnPo = knmPrm) In Py,

m n#m

=~k Y kmn (Pn— Pn) In Py,
m#n

=~k Y kmn (Pn— Pn) (I Py —In Py).
m<n

Since In(z) is an increasing function of z the signs of (P, — P,) and (In P,,, —In P,)) are

always opposite. This implies
dsS

2> £, 4.1
—>0 v (4.17)
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One concludes that the entropy of a closed system always increases along the process
of reaching equilibrium, i.e., along any spontaneous process. The equilibrium state of a
closed system can only be the one with the maximum entropy.

Notice that the previous derivation of the dynamical entropy increase is intimately
related to the microscopic reversibility kn,, = kmn. Intuitively, it is also clear that
symmetric rates always lead to an increase of the diversity or disorder in the probability
distribution {P,,}. Consider for example a pure state having P, = 1 and P,, = 0 for all
other m. Since P,, = 0 for m # n and P, = 1, the transition rate ky,, (from n to m)
will lead to an increase of P,,,. However, P,, is very small at the beginning. Therefore,
the probability for the system to go back from m to n is very small, even though the
conditional probability for a transition from m to n, i.e., the rate k,,, is the same as k.
Instead, the system will make transitions from m to all other states [, for which k;,,, # 0,
and so on, until the maximum diversity or disorder in the probability distribution {P,},
i.e., maximum .S is reached.

It is worth noting that the master equation also applies to the stochastic dynamics
of open systems, for which ky,, # kmn and the equilibrium state does not correspond
to the probability distribution giving the maximum entropy. Of course, dP,,/dt = 0
and dS/dt = 0 once equilibrium is reached. A simple transparent relation implying
equilibrium is the detailed balance condition ki, Py = knm P, for all n and m, as one can
easily verify by substituting in Eq. . Although this is not the only mathematical
possibility of reaching dP,,/dt = 0 for all m, it can be shown to be the only one consistent
with microscopic reversibility (Kolmogorov’s criterion).

A particularly relevant, often encountered physical situation occurs when the system
can exchange energy with a much larger environment which plays the role of a thermal
bath and which, being very large, always has a well defined temperature T' [1/T =
(0S/OE)N,v]. In this case one can apply Fermi’s golden rule given by Eq. , and
the resulting reversibility and energy conservation predicted by quantum mechanics, by
regarding the system plus bath as a single closed unit. It follows that ky.,/kpm =
e Blem=en) where e, and €,, denote the energies of the system in the respective states and
B =1/kpT. Clearly, the transition rates are not symmetric. For every pair of states, the
downward transitions —towards reducing the energy of the system and thus increasing
that of the bath— are more favorable. A reduction of the entropy of the system along
the spontaneous dynamics cannot be excluded under these circumstances. This occurs,
for example, along the process of folding proteins into their natural state, or simply when
a hot system is plunged in a cold environment. Of course, the entropy of the proteins
plus the surrounding liquid or tissue certainly increases along the process. We shall later
on see that in these cases the maximum entropy principle is conveniently adapted to
yield another variational principle, namely, the principle of minimal free energy F' =
E — TS, where E refers to the average energy and T to the absolute temperature. From
a dynamical perspective the master equation implies dF/dt < 0 for all ¢ and for all
initial probability distributions. Notice that minimizing F' is equivalent to the general
maximum entropy theorem discussed in Sec. when the average energy FE is fixed.
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4.2.3 A simple example of irreversible entropy growth

The principle of maximum entropy (either in its variational or dynamical form) allows
us to predict and understand the evolution of a closed systems from a nonequilibrium
situation towards the equilibrium state. For example, if two systems 1 and 2 are brought
in thermal contact, i.e., if they are allowed to exchange heat (i.e., energy without volume
or particle exchange) the energy will flow from the system having the lowest 9S/JF to the
system having the largest 9S/0FE since in this way S = S+ S is increased. Incidentally,
we conclude that 0S/JFE provides a universal, device-independent means of defining
temperature. As we shall see, 0S/OFE = 1/T, where T is the absolute temperature of the
system. Thus, energy flows spontaneously only from the hotter to the cooler system, in
agreement with our usual thermodynamic notion of temperature. Equilibrium is reached
only when 9S/0F and thus the temperatures in both systems are equal.

4.3 Thermodynamic equivalent descriptions

We have learned that systems having a given set of additive constants of motion f, ..., fs
are described by different density operators depending on the degree of isolation, i.e., on
whether f; is a truly conserved property with a well-defined value (FZ = f;) or whether
fi is actually the average value <FZ> = f; of a property, which allows exchanges and thus
fluctuates. However, we have also seen that these descriptions are essentially equivalent,
since the probability of observing a significant relative fluctuation tends to zero as 1/ VN
as the size of the system grows. We therefore conclude that the various mixed states or
density operators j, satisfying (Fj) = fi fori=1,...,r and Fj = fifori=r+1...,s
are thermodynamically equivalent descriptions of the same macroscopic state. More
specifically, the microcanonical, canonical and grand canonical descriptions of a system
with given E£; N and V are equivalent, regardless of whether F is strictly conserved or
just B = <ﬁ>, for example.

We have thus different possibilities of characterizing a macroscopic state, either by
mean of the additive observables f1,..., fs, or by any of the sets of s variables

)\17"'7)‘7”va+17"'va5

provided that the \; yield <1:"Z) = fifori=1,...,r. The variables A1,..., A\r, fra1, -, fs
define )
by = ieZ'{:l AiFy

and with that all observables. Knowing that only s quantities are needed to define the
macrostate, it is clear that there must be relations allowing to determine s of them in
terms of the others, for example, expressing A, ..., As in terms of f1,..., fs. Establishing
these relations is important for at least two reasons. First, they are expected to be
universal, i.e., valid for any system in any of its states. And second, they provide us with
a means of assessing the physical meaning and properties of the parameters Aq,..., As.
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One could in principle attempt to express \; as a functions of f; by solving the coupled
equations

fi=(F) = Tr{pr F} . (4.18)

for i = 1,...,r. However, this pathway is problem specific and in most cases infeasible.
It depends on the specific form of H. Nevertheless, the entropy and the partition function
Z, provide us with a much simpler way to solve the problem.

From the definition of entropy we have

S = —kg(np,) = —kp [Z A(F)) —1n Z,

(4.19)

This holds for all 7 including the microcanonical case (r = 0), where
S=kplnZy=kplnQ,

and the grand canonical case (r = s) where
S=—kpY N(E)=—kp> M\fi.
i=1 i=1

It is easy to see that all these different ways to compute S, using different ensembles,
yield the same result, provided that the variables defining the macrostate are the same.
We know that the partition function is given by

Z, = TefeXim M T o(f; — B} = e Zimn Nfs, (4.20)
j=r+1

Substituting (4.20) in (4.19) we obtain

T S S

S=—kpg |D Nfi+ D> Nfi| =—kp>_Nifi, (4.21)
i=1 j=r+1 i=1

where we have used that (Fz> =fifor1<i<r.

In order to characterize the entropy, or any partition function Z,., we are in principle
free to use any set of s independent variables. Nevertheless, it is meaningful to describe
Z. in terms of Ai,..., Ar, fra1,..., fs, since these are the variables which define the
corresponding physical situation or ensemble and which can be controlled directly in
experiment. For instance, in the microcanonical ensemble the system is closed and the
natural variables which have well defined values are £, N and V. In the canonical
ensemble the energy can fluctuate and the natural variables having precise values are
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or Ty N and V. Finally, in the grand canonical ensemble the variables that one controls
are B, u and V', energy and particle number fluctuate. A further important reason for

regarding Ay, ..., A, fr41,- .., fs as the natural variables of Z,. is the very useful relation
0ln Z, A
=(F)=f; 4.22
ot = (E) =1, (422
valid for ¢ = 1,...,7 in any canonical ensemble. Here it is implicitly understood that all

other variables of Z,., namely, \; for j # 4 (1 < j <r)and fr41,..., fs, are kept constant
upon performing the partial derivation with respect to A;.

In the case of the entropy we have noticed that S = kpln Zj is (apart from a multi-
plicative constant) equal to the logarithm of the microcanonical partition function Zj,
which is entirely defined by the additive constants of motion fi,..., fs. Therefore, it is
meaningful to regard

S=8(f1, -, [fs)
as a function of the additive constants of motion. In the most usual explicit case we have

S = S(E,V,N) = kg In[Q(E,N,V)].

We would like to understand the dependence of S on its fundamental variables f1, ..., fs
for all possible ensembles, from the microcanonical (r = 0) to the grand canonical one
(r = s), by computing 85 keeping all the other fi fixed. In this way we would able to
obtain the entropy change associated with any change in the macrostate as

-3

For example, one could write

oS aS oS
dsS = 8—EdE—|—WdV+87NdN
In order to calculate the partial derivatives of S = —kp(Inp,) with respect to f;

(keeping all other fi with k # j fixed) we need to consider the cases j < r and j > r
separately. First, starting from Eq. (4.19) for 1 < j < r, we have

oS 0ln Z,. 0\
— —kp [N+ i
of |, ~ Z g 3fa Z o of,
= — k‘B)\j —
=—kpAj. (4.23)
Second, for r < j < s we have
o8 O0ln Z,
fit . (4.24)
8f] fk;ﬁy !Z af] 0f; fk;éj]
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It is important to notice that the A; with 1 < i < r depend on all f;, including the f;
in the range r +1 < j < s, since the )\; need to adapt to any change of f; in order
to keep the other averages f1,..., f, fixed. The dependence of InZ, on f; for f; fixed
(i # j) has therefore two sources. On the one hand we 9\;/0f; for 1 <i < r, in order to
keep the averages fi,..., f, fixed, and, on the other hand, we have the straightforward
dependence of Z, on the additive constant of motion f; for r +1 < j < s. Developing
the last term in Eq. accordingly we have

O0ln Z, _ 4 3anr%+aanr

of; foy o o\ Of; of;
.0\ Oz,
:gfzafj‘F a7; )

where, as usual, we implicitly assume that the other natural variables of Z,, namely,
A, .., Ar and frqq,..., fs, are kept constant in the partial derivative of the right hand
side. The second line follows from Eq. (4.22]). Replacing in Eq. (4.24) we have

S "L 0N o~ .0\, OlnZ,
92 _ Rd Pdd
of, ~ ks [2 vy ; g, ~ a5,

)

where the first two terms cancel out. Moreover, recalling that In Z,, = — Z;:r L1 fj we
have aglif]ZT = —);j for r < j <. Thus, we finally obtain
oS O0ln Z,
— =kp = —kp\;. (4.25)
0f; Jizj 0f; Ai

In conclusion, we have thus reached the most important result

oS
—| = —kp)\j (4.26)
af Jlf;
for all j = 1,...,s. This holds for all types of ensembles, from the completely closed
microcanonic one (r = 0), over the partly closed canonic ones (1 < r < s) to the
completely open grandcanonic one (r = s).
Example: Consider a single-component system with constants of motion f; = FE,

fo =N and f3 = V. In the grand canonical pressure ensemble, where the system is open
with respect to all f;, i.e., E, N and V, we have

Poc = o BH—uN+pV)

The derivatives of S = S(E, N, V) are

oS

— 4.2
= (4.27)

= —ks(~B) = 7.
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oS B K
22| = ka4 (429
and 35
by = P
o7, = =1 (4.29)

Once we identify A\ = —8 = —1/kgT, \a = Su = p/kpT, and A3 = —Bp = —p/kpT,
we may express any entropy change resulting from any reversible changes in E, N and

V as 1
_ g M P
dS = =dE dN + =dV . (4.30)

The reader familiar with thermodynamics has probably already recognized that this
equation hides the first and second principles. In conclusion, the entropy allows us to
calculate the parameters A1, ..., A, directly from its derivatives with respect to fi,..., fr
without needing to solve the equations (EF})(A1,...,\,) = fi for 1 <i <r.

As an important corollary of Eq. (4.26) we can demonstrate the additivity of S. Re-
calling Eq. (4.21)),

S
S=—kgY Nfi, (4.31)
i=1
and replacing in it Eq. (4.26) we conclude that S satisfies the Euler condition
S
oS
S = —fi- 4.32

Applying Euler’s homogeneous function theorem (see section [4.3.1]) we conclude that the
entropy is an homogeneous function of degree 1 and thus satisfies

Slafi,...,afs) =aS(fi, . fs) (4.33)

for all @ > 0. This important property means that if one changes the values of all additive
constants of motion f; by the same scaling factor «, then the entropy also changes by
the same factor . This kind of properties are said to be extensive.

Consider now two isolated systems A and B with additive constants of motion /! and
fP. The entropy of the ensemble, before allowing any exchange of fi, is S(f{', ..., f24) +
S(ff,..., fB), since S is additive. If now exchanges are allowed, the pair AB (which is in
general out of equilibrium at the beginning) will evolve towards equilibrium by exchanging
fi keeping the sum flA + fl-B constant. Since equilibration occurs spontaneously, the
entropy must increase (or remain the same) during this process. Therefore, the entropy
of the ensemble S(f{* + fZ,..., f2 + fB) at equilibrium satisfies

SUL o I+ SUL, o fE) <SP+ L, fE+ 1)

The equal sign holds when the two systems were already in equilibrium before being put
together.
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In order to discuss the previous statement in more detail, suppose that the ratios
between all the f;’s in both systems are the same :

7fE i

= & L="—==a & ff:afiB Vi .
7P

P
It then follows that
SN +S(fP) = S(afP) + S(£P) = (a + 1) S(£P) = Sl(a + 1) fP] = S(2 + £P).

One concludes that if the ratios f;/f; are kept constant, the entropy is just proportional
to the size of the system.

What about the converse? What relation holds between the intensive properties \; of
two systems A and B, for which the entropy of the equilibrated ensemble AB is simply
equal to the sum of the entropies before contact? In this case

SN+ S(1P) = S + #P)
implies
s oS )

o0 _ 2 — 221 o A\ )\B
offr  of li—sprs?  OfF ! ’

for all .. We conclude that the equal sign holds if and only if the parts were already in

equilibrium before exchanges of the additive constants of motion are allowed.

The coefficients A; defining p,. and Z, are partial derivatives of S, which is an homo-
geneous function of first degree:

oS
—— = —kBJ\j.
of; J
Therefore, they are homogeneous functions of degree zero, i.e.,
)‘i(aflv"'7afs) :)\i(fla--yfs)' (434)

Such properties are said to be intensive. They do not change when the extensive prop-
erties are scaled, i.e., changed by keeping the ratios f;/f; constant. The \; depend only
on s — 1 independent ratios, for example, on fo/ f1, f3/f1,..., fs/f1. That the \; are not
all independent is consistent with the fact that they satisfy the equation of state given
by the normalization condition Tr{pge,} = 1.

Examples of the intensive properties A; are the temperature 7" or § = 1/kgT, the
chemical potential p, and the pressure p. Note that any function of intensive properties
is also intensive. In particular 8, u and p depend on the intensive variables E/N and
V/N.

In order to summarize a few comments are due:

i) The knowledge of the parameters A, ..., \s gives us no information on the size of
the system. For instance, knowing the temperature and pressure gives no informa-
tion of the number of atoms or the volume.
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ii) The A; with ¢ = 1,..., s cannot all be independent of each other, i.e., they cannot all
be varied at will, since they depend on only s—1 densities, such as fo/ f1, f3/f1,-- .,
fs/fi. Therefore, T, p and p cannot be chosen at will. As an example, consider a
non interacting classical gas, for which we have pV = NkpT or p% =kpT.

iii) The relation between the \;’s depends of course on the type of system that we are
studying, i.e., on its Hamiltonian, composition and interactions, not on the size of
the system. This relation is known as equation of state of the material. It is a
result of quantum mechanics and statistical mechanics. It cannot be obtained by
thermodynamic arguments.

iv) The dependence of the \; among each other has already been mentioned, when
introducing the grand canonical density operator

a s \E
ng:e 171117

which satisfies X
Zge = Tr{e™ Zim My — 1,

In fact, the condition Z,. = 1 defines the relation between the intensive quantities
AL, ..., As known as equation of state. Note that Z,. depends only on \;, once the
operators E; giving the additive constants of motion in the system under study have
been specified. In the most usual case, these are the Hamiltonian H , the number
particles N, and the volume V.

The logarithm of the partition functions Z, is also extensive. This can be seen easily
by noting that

kplnZ, = S+kp Y \fi (4.35)
=1

from Eq. (4.19), or by the relation

mZ=— Y Nfj, (4.36)

j=r+1

taking into account that the \; are intensive properties [see Eq. (4.34)]. This means that
InZ,(A1.. A, afri1,afs) = aln Z. (A1 A, fra1ofs)- (4.37)

From Eq. (4.25) we know that
oz _ ), (4.38)
of, 7 '

for r +1 < j < s. Replacing in Eq. (4.36]) we have

> oln Z,
InZz, = g i ,
£ f? 8]}
Jj=r+1
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which is consistent with Euler’s theorem, since Z, is extensive with respect to fr41,..., fs.

As a final consequence of the extensiveness of the logarithm of the partition functions,
it is interesting to revisit the dependence of the density of states (E) on system size.
We know that S(E,V,N) = kplnQ(FE) is an extensive property, which implies

In[Q(E,V,N)]=N In [Q(ﬁ, %, 1)] .

Denoting w(£, %) =Q(%£, %, 1) we have

Q(E,V,N) = [w (f,;)]]v (4.39)

which confirms that the density of states is an extremely rapidly increasing function of
the system size.

4.3.1 Euler theorem for homogeneous functions

Let ¢ : R™ — R be a continuous differentiable function. We say that ¢ is homogeneous
of degree k if

¢(aT) = a’¢().

Euler’s theorem states that ¢(x1,...,z,) is homogeneous of degree k if and only if
n
9¢
; = k. 4.40
; O . ¢ (4.40)

Proof: We assume that ¢ is an homogeneous function of degree k, i.e., ¢(af) = oF¢().
Differentiation with respect to « then yields

dg(ad)
do

= ka*Lo(2).

In addition we know that in general

do(axy, ..., axy) _ Z 0¢ (aZ) z;.

- (4.41)

Consequently,

Z gil (aff) x; = kak_1¢(f).

Setting o = 1, we have
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which proves the statement.

In order to demonstrate the converse, we start from Eq.(4.40|) at the point a:Z, namely,

0¢i »
o' Z ai (af) x; = ko(al),

and compare it with the general relation (4.41). In this way we obtain

d
a@gb(af) = ko(al).

The solution of this first-order linear differential equation in the variable « is ¢(aZ) =
Aa¥, where A is independent of a.. Setting o = 1 we have A = ¢(Z) and ¢(af) = a¥¢(Z),
which means that ¢(Z) is homogeneous of degree k.

Corollary:
If $: R™ — R is an homogeneous function of degree k, then the partial derivatives 0¢/0x;
are all homogeneous functions of degree k — 1. The homogeneity of ¢(Z) implies

S aig? —ko

=1 833‘1

0 (00 90 _, 06
é;%&xz <8x]> + 833]‘ - ka.’ﬂj

- o (06 (0]
1
This means that d¢/0z; is homogeneous of degree k — 1 for all j.

4.4 Thermodynamic potentials: General formulation

Energy plays a central role in any mechanical theory and statistical mechanics is no
exception. This manifests itself in the physical importance of the canonical and grand
canonical ensembles and in the convention used for denoting the intensive variables A;.
The first and most important observable is Fy = H and the corresponding parameter is

A1 = —f, so that the canonical density operator is written as
. 1 45
Pc = Ze pH
with R
Z, = Tr{e P}
From Eq. (4.26]) we have
0|,
OE |y, o7
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In order to interpret 8 physically we consider two previously isolated subsystems 1 and
2, with energies Fq and Fo which are brought into thermal contact. The ensemble 1 + 2
remains isolated but the subsystems can exchange energy between them. If any energy
transfer occurs in the process of reaching a new equilibrium situation, for example, if
subsystem 1 changes its energy to Ef = E; + AFE the total E = E; + Ey = E}| + E}
must remain constant, since the ensemble 1 and 2 is isolated. Thus, F}, = Fs — AE. The
additivity of the entropy implies then that for any given AFE we have

S = Sl(Ei) + SQ(Eé) = Sl(El + AE) + SQ(EQ — AE) .

The change of entropy associated with a small energy transfer AFE is therefore given by

N 851 852 o 2

Since AS must necessarily be positive or zero, we have
AE >0< (1> fBo,

or equivalently,
1

1
AE>06 — < —.
B B2
Thus, the energy is absorbed by the system having the smallest 1/8 and equilibrium is

reached when 5y = f39, i.e., when AS = 0.

Notice that the total entropy change AS = AS; + AS; is always positive. However,
this is not necessarily true for the subparts. For example, for 51 > (32, we have AS; =
kpBP1AE > 0 and ASy = —kpB2AFE < 0. The total entropy increases since the entropy
of the cooler subsystem increases more than the decrease of the entropy of the hotter
subsystem. Therefore, 1/ has the properties of a temperature in thermodynamic sense.
We have therefore defined the absolute temperature as

1

T=—
kgpB

1
& B=i (4.42)

The other intensive variables are redefined with respect to 5. Denoting them as ay,
they are given by

)\i = _Baiv

or equivalently,
.
—kpAi = ?Z

fori = 2,...,s. Fori =1 we already have \y = —f§ with a; = 1 and f; = E. As
we shall see, the intensive variables «; are physically more appealing than the \;’s. For
example, ag = — is the opposite of the chemical potential, which measures the energy
changes associated with changes in the particle number, and ag = p is the pressure,
which measures the energy changes associated with changes on volume..
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Consequently, we write
by = B+, 0uf) (4.43)
T
with X R
Z, = Tr{e—ﬁ(H+Zf:2 Oéz'Fi)}_ (4.44)
Furthermore, we have seen that In Z,. is an extensive property from which a number of

important information of the equilibrium state can be derived, particularly in the form
of derivatives with respect to A; and f;. For instance, we know that

oln Z, .
_ —(H=FE
5o = )
and O Z
nZz, -
= (F}) = f;.
a)\z < 1> fl
In terms of «y, this is equivalent to
10InZ,
__ = f 4.45
5 80[i fz ( )
for i = 2,...,r. It is therefore very useful to introduce the thermodynamic potential
1
P, = _B InZ, = —kgTIlnZ, (4.46)

corresponding to the canonical ensemble, which is open with respect to r additive con-
stants of motion Fi,..., F, and closed with respect to Fy41,..., Fs. Indeed, in terms of

¢, we simply have
0P,

60&1‘

=fi, (4.47)
fori=2,...,7.

The functions @, are named thermodynamic potentials because their partial derivatives
give direct access to the most fundamental thermodynamic properties. As for Z,., the
natural variables of ®, are T, awa,...,a, and fr11,..., fs. It is therefore important to
analyze how ®, depends on these variables in the various ensembles. We have already
seen that the dependence on g, ..., a, is given by Eq. Concerning the additive
quantities f; with j =r+1,...,s, we have

0®,  10mz, 1

afj = ﬁ af] = E)\] = —O[j . (448)

Finally, in order to quantify the dependence on temperature we need to compute
0®, /0T keeping all other variables ag,...,a, and fy11,..., fs constant. To this aim it
is useful to note the following simple relation

0 0

o7 = Pa5 (4.49)
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We then have

0P, ) 1 o (1
T = B—(-—=-mz |=8—(=-InZ
or |, 586( R ) ﬁﬁﬁ(ﬁn >
1 1 <= 0InZ, O\
=B8|-—=InZ + = .
5[ g +6; VT
Since Ay = —f and \; = —faq; for i« = 2,...,r, and recalling that % = f; for
1<i<r(fy =F) we have
oD, 4
T ‘f':—kBTanr—E—Zfiai
Qs J 5 =2
=0, -E-> aifi (4.50)
=2

This expression can be remarkably simplified once ®,. is expressed in terms of F, S and
the intensive variables T, g, ..., .. From the definition (4.46)) of ®, and the expression
(4.19) for S we have

®, = —kpTlnZ =-TS—ksT» X\ f;
i=1

= E—TS—FET:OzifZ'. (4.51)

=2

This equation, often taken as a definition of ®,., expresses ®, in terms of F, S and the
pairs of intensive and extensive properties o; and f; with respect to which the system is
open (2 < i <r). It shows that ®, is an extensive property. In addition, an interesting
alternative expression of ®, can be obtained by exploiting the relation of In Z, and the
variables with respect to which the system is closed:

anr = — Zs: )\jfj.

j=r+1

It follows straightforwardly that

= — Z ajfj . (452)
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We may now focus our attention back on the temperature dependence of @, and its
derivative with respect to T. Replacing in it Eq. (4.51)) in Eq. (4.50) we obtain

a<1>T r r
o7 :E—TS+Z2:ozifi—E—ZZ:aifi

T

and therefore
0P,

or
This important relation allows us to obtain S directly as the partial derivative of the
thermodynamic potential ®, with respect to T'.

s, (4.53)

For the sake of completeness we give here the derivatives of S with respect to f; in
terms of the newly introduced physical magnitudes T" and «;. Eq. (4.26) reads

oS oS 1
9F ~ oy M = kpf T
and oy
o
o = —kpAi = kpBa; = T
for 1 > 2.

4.4.1 Legendre transformations

The different thermodynamic potentials ®, are related through Legendre transforma-
tions. In order to obtain ®, = ®,.(T,ag,...,qr, fri1,..., fs), which is a function of «,,
from ®,_1 =&, (T, 2,...,00—1, fr,..., fs), which is a function of f,, we first need to
replace f. by a, in ®,._1. Therefore, one should first solve

aq)rfl
Ofr

(Ta a2, ...0r_1, f?”7 fs) = —Qp

in order to obtain
fT = fT‘(T7 a2, .., 0, f’r-‘rlv fs)
The thermodynamic potential is then given by

q)r(T, a9, ...00, fT+1, fs) = <I>T,1(T, Q9.0 1, fr, fs) + a fr .. (454)

It is easy to verify that ®,., constructed in this way, has the same partial derivatives than
®,., given by Eq. (4.46) and therefore coincides with it. In fact, from Eq. (4.54)) we have

aq)r . aq)r—l + q)'r—l 8f'r 8fr
ar — ar ' af, or ' “ar
——

—au

=-8
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and

aq)r o aq)r—l + aq)r—l afr 8fr

Oa; a; of. Oa; ar oy hi
—
for 2 <i <r — 1. Moreover,
0%, 0P,y Of; ofr
day ~ 0f, Bay Tl TG, =
—Q
and finally
8(1)7‘ _ 8(1)7‘—1 afr 8(I)r—1 (‘9fr o
YR

= . + —|-a,,, =
of; ofr 0f;  0f; of;
N—— N——
— Qo —oy
forr+1<j<s.

Thermodynamic potentials of closed systems

Before closing this section we would like to discuss the thermodynamic potentials
corresponding to the microcanonical ensemble, which cannot be obtained from Eq.
or Eq. . In this case the extensive properties are ¥/, N and V and in addition the
entropy S. These four properties are of course related since F, N and V alone define the
macroscopic state.

From Eq. (4.51) we have
F=o,=F-T5S.

The canonical potential @1, usually denoted by F', is known as Helmholtz free energy.

The energy, a function of S and the remaining constants of motion fa,..., fs, is then
given by

E=E(S fo,...,fs) =TS+ ;. (4.55)
In order to obtain an explicit expression for E in terms of S, fo, ..., fs we calculate the

partial derivatives and take advantage of the extensivity of E. One thus obtains

)] or 0%, OT
= =7 4y - T, 4.
05|, =" 05 T T 5 (4.56)
i —~—
-5
and OF aT 0%, 0%, OT
Afils,y, ., ofi  0fi ~ 9T 0f;
;S
for i = 2,...,s. We may thus write
dE =TdS - a;df;. (4.58)
i=2
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The extensiveness of E (Euler theorem) implies that

=2

The same result could have been obtained from the general expression (4.31) for the
entropy

u 1 i (674
S =—kp E i fi = TE_'_ E ?f’ba (4.60)
i—1 i=2

or even by combining Eqs. (4.51) and (4.52)) for r = 1.

93



5 Thermodynamic properties

The purpose of this chapter is to discuss the thermodynamic potentials and derived ther-
modynamic properties of practical interest by applying the general formulation developed
in the previous chapter.

5.1 Thermodynamic potentials: special cases
5.1.1 Energy F and Entropy S

We consider a system composed of particles of the same kind. The extensive constants
of motion which characterize the macroscopic state are the energy F, the number of
particles N and the volume V. The other important extensive property of statistical
interest is the entropy S. The relation between these four properties can be expressed as

S=S(E,N,V) or E=FE(S,N,V).

The partial derivatives are the intensive properties known as temperature

a—E =T, (5.1)
oS V.N
chemical potential
ok
= = 5.2
and pressure
oF
= = —p. 5.3
Wisn T (5:3)

The physical meaning of the intensive properties becomes clear if one considers the total
differential of the energy
dE =TdS — pdV + pdN. (5.4)

TdS = §Qp is the change in energy by constant volume (isochoric process) and constant
number of particles. This is known as reversible heat.

The chemical potential p represents the change in energy when a particle is added to
the system by keeping the volume and the entropy constant. In other words, u is the
energy that a particle must bring (x> 0) or that the system must release (u < 0) when
a particle is added in order to keep the entropy unchanged at constant volume V.

Finally, p is the pressure since JW = —pdV is the change of the energy of the system
associated with a reversible volume change dV', which is equal to the work done by the
external forces without involving any heat or particle exchange (dS = 0 and dN = 0).

Processes without volume change (dV' = 0) are known as isochoric. When the entropy
is constant we call them isoentropic. Processes without heat exchange (0QQ = 0) are
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known as adiabatic. Processes in which the system is always in thermodynamic equilib-
rium are called reversible. Thus, reversible and adiabatic means isoentropic since in this

case T'dS = §Qgr = 0.

The extensiveness of E implies
E=TS—pV +uN (5.5)

We can also express S = S(E, N, V) as a function of the mechanical constant of motion:

1 % p
=—_E-LEN4+Z .
S T T + TV (5.6)
and 1
p P
= _—dE—ZdN + Z4qv. .
dS Td Td + TdV (5.7)

The energy and the entropy are known as thermodynamic potentials, since the thermo-
dynamic properties such as 7', p and u, which characterize the macroscopic state of the
system, can be obtained as their partial derivatives with respect to the variables that
define them. As all other thermodynamic potentials, they are state functions, since their
values depend only on the actual macroscopic state of the system and not on the way
by which this state has been achieved. In contrast, for example, the exchanged heat and
the delivered work are not state functions.

5.1.2 Helmholtz free energy F

In addition, there are other four potentials which have great practical significance. The
first one is the Helmholtz free energy

F::@l:—%BTWan:—%@IWnP}kfﬂHﬂ , (5.8

which is a function of T, N and V. Using the general expression (4.51)) of the thermo-

dynamic potentials for r = 1 we have

F=E-TS. (5.9)

The partial derivatives are obtained by applying Eqs. (4.48) and (4.53):

F
oF1  _ g, (5.10)
oT VN
OF
and (5.12)
oF
— = —n. 5.13
V| P (5.13)
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This implies
dF = —-SdT"'+ pdN — pdV . (5.14)

Applying Eq. (4.52), or recalling that F' is extensive and using Euler’s theorem, we can
express F' as a linear combination of its natural extensive variables V' and N:

F=uN—pV. (5.15)

It is clear that all these expressions could have been derived by applying the general
Legendre transformation formalism developed in the previous section to the present spe-
cific cases, as is usually done in most thermodynamic textbooks. For instance, if one
considers physical situations in which 7T, instead of 5, is the variable under control, one
performs a Lagrange transformation on F by subtracting T'S. The resulting thermo-
dynamic potential is the Helmholtz free energy F' = E — TS, whose differential form
reads

dF =dE —TdS — SdT = TdS — pdV + udN — TdS — SdT = —SdT — pdV + udN .
This is equivalent to Egs. (5.10)—(5.13)). The extensiveness of F', which follows from the
extensiveness of E and S and the intensiveness of T', implies Eq. (5.15)).

In order to provide a physical interpretation to F' we consider a process in which the
volume is changed keeping the temperature and the particle number constant. In this
case we have

dF = —pdV

since dI' = 0 and dN = 0. Thus, dF represents the available energy, or free energy,
in isothermal processes. Note that the corresponding change in internal energy dF =
TdS —pdV is equal to dF +7TdS for dI' = 0. As the system expands at constant T', heat
has to be absorbed in order to keep the temperature constant (7'dS > 0). Therefore,
dE > dF for dV > 0 and dT' = 0 (dF < 0). In general |dF'| > |dE| for dT = 0.

Taking into account that
F = kT [Tx {e 77 }]
we may write
Z.=ePF (5.16)
and A A A
o= e P = U = OHE) (5.17)
(&

From a statistical perspective, F' can be obtained, as all the other thermodynamic po-
tentials, directly from the corresponding partition function.

We may also verify that the usual statistical definition of entropy

S = —kp(In j.) (5.18)
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in the canonical ensemble and its well-known physical interpretation coincide with the
thermodynamic concept of entropy, since Eqs. (5.18) and Eq. (5.9)) are actually the same.

Indeed, replacing Eq. (5.17) for p. in Eq. (5.18) we have

S = —kp(Inpe) = kpB(H — F) =

E-F
T

5.1.3 Enthalpy H

The enthalpy is the appropriate thermodynamic potential ®,, when the macroscopic state
is defined by the entropy S, particle number N and pressure p. It is obtained by means of
a Legendre transformation on E' = E(S, N, V) in order to replace V' by p as the natural
variable:

H(S,N,p)=FE+pV, (5.19)

which implies
dH =TdS+ pdN —pdV +pdV + Vdp
=TdS+pdN +Vdp. (5.20)
Again, the extensiveness of H implies
H=TS+uN. (5.21)

In an isobaric process (dp = 0) keeping the number of particles constant (dN = 0) the
exchanged reversible heat 6Qr = T'dS corresponds to the change in enthalpy. Therefore
H is sometimes also called heat function. Notice that if 0Qr > 0, usually work has to be
done by the system in order to keep the pressure constant (dV' > 0 for a > 0). Thus, the
change in energy is smaller than the enthalpy change: dE = T'dS — pdV < dH = TdS
for dp =0, dN =0 and dV > 0. In general |[dH| > |dE| for dp =0 (a > 0).

5.1.4 Free enthalpy G

The free enthalpy G = G(T, N, p) is obtained by changing the variables of the thermody-
namic potential to T, N and p. This is achieved by a Legendre transformation starting
either from F' or from H:

G=F+pV=H-TS, (5.22)

which implies

dG = —SdT + udN — pdV +pdV + V dp
= —SdT + pndN +Vdp. (5.23)

In terms of N, the only extensive natural variable of G, we have
G = uN . (5.24)

Therefore, in a system having just one kind of particles, the free enthalpy per particle
G/N is equal to the chemical potential p.
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5.1.5 Grand canonical potential ¢
Another important thermodynamic potential is the grand canonical potential

® = —kpTln [Tr {e_ﬁ(f{_“N)H = —kpTnZ,e, (5.25)
which is directly obtained from the grand canonical partition Z,.. The natural variables

of @ are T', p and V. In this ensemble the volume is fixed, while energy and particle-

number fluctuations are possible. From the general relations (4.47) and (4.53|) we have

0P
— =-5 (5.26)
oT wV
0P
— =—N (5.27)
o |y
0P
— =—p. 5.28
Wy, p (5.28)
Consequently,
dd=-Sdl' —pdV — Ndu (5.29)
and
b=—p9pV=F—-uN=FE-TS —uN. (5.30)
The density of ® per unit volume is equal to minus the pressure: ®/V = —p.
From Eq. (5.25)) it follows that
Zye = e P?. (5.31)
We may thus write o -
Pge = P(@—H+pN) _ —B(H-—pN-®) (5.32)

5.1.6 Deriving properties in the grand canonical pressure ensemble

If all additive constants of motion can be exchanged with the environment, there are no
restrictions to be imposed to the system’s Hilbert space. In this case no normalization
factor enters the definition of the density operator pye, = e BUH=uN+PV) = Ope may
say that the partition function Zye, = Tr{pgep} = 1. Consequently, no thermodynamic
potential can be derived from it. Moreover, since all the variables defining the ensemble
(B, p and p) are intensive properties, the size of the system is not defined. Only the
densities (e.g., E/N and V/N) are known. Nevertheless, the normalization condition

gives us access to the equation of state of the material under consideration.
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In order to show how the equation of state comes about we express Z, in terms of
the grand canonical potential ® as follows

Zgep = Tr{e PH-#N+pV)} (5.33)
1 Vm A ~
= lim — / e APV T {e AH-1NY L gy (5.34)
Vim—00 Vm 0
1 (Y
= 1 — —PP
Jim o /0 eV 7, (B, V) dV (5.35)
A
= lim — / e~ APVHE(T 1Vl gy (5.36)
Vm—>oo m 0 ’

where V,,, stands for the maximum allowed volume. Since the grand canonical potential
is an extensive property we have ® oc V. Consequently,

Zgp=1 & pV=—0 (5.37)

for all V. Otherwise, Z,, would diverge or vanish. This condition coincides with the
Eq. derived in the framework of the grand canonical ensemble. Thus, the normal-
ization condition on Zg, allows us to establish the relation between ® and p. Conversely,
even if the physical situation under study involves volume fluctuations, one may still work
in the grand canonical ensemble (Sec. since Eq. guarantees the normalization
of Zyep. Finally, notice that the relation

= —— 5.38
P=—y (5.38)
comprises only intensive properties and is therefore independent of the system size, which
is given by V or N. It represents the material-specific relation known as equation of state.

5.2 Derived thermodynamic properties
5.2.1 Heat capacities and specific heats

Besides the thermodynamic potentials, it is important to consider a number of derived
thermodynamic properties of physical interest. One of the first questions to be asked, in
order to characterize the thermal properties of a material, is how much heat dQQr must
be transferred to the system in a reversible form in order to obtain a certain temperature
change AT'. This property, known as heat capacity, is defined by
0QRr dsS
C=——=T—. 5.39
drT drl ( )
Let us recall that T'dS = dE when dV = 0 and dN = 0. The amount of heat needed in
order to obtain a given temperature change AT depends of course on the type of process
that one considers. For example, for a given AT > 0, the heat 6QQr > 0 absorbed in a
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transformation at constant pressure is always larger than the heat required for the same
temperature change at constant V, since in the former case the system will expand and
do work in the environment.

Keeping the number of particles N constant, one possibility is to consider a transfor-
mation at constant volume (isochoric process) in which case we have

oS
CV,N =Cy = TafT

_OE

== (5.40)
vy 0T

V,N

The other most common situation is to keep the pressure constant (isobaric process) in
which case we have

os| _om
8Tp7N 8Tp7N'

Notice that the heat capacities, as defined by Egs. (5.39)), (5.40) and (5.41)), are extensive
properties. Material specific values per particle or per mole, are known as specific heat

capacity or simply specific heat.

Con=Cp=T (5.41)

)

5.2.2 Compressibilities

A further important question is to quantify the change in the volume of the system
associated with a given reversible change in pressure. Again, such a volume change de-
pends on the conditions imposed along the process. One therefore defines the isothermal
compressibility as

10V
RT N =RT = —% 3 5.42
V op T.N ( )
and the adiabatic compressibility as
10V
KSN = K§ = ———%— . 5.43
V Op SN ( )

In the former the system is compressed at constant temperature (for example, in contact
with a thermal bath) and in the latter by precluding any heat exchange. Notice that x
is an intensive property. When the compression is done at constant 7', the system can
release internal energy to the environment (assuming Ap > 0). This is not possible in
an isoentropic process, in which case the temperature will increase, thus rendering any
volume reduction more difficult. Consequently, we expect in general that k7 > kg.

5.2.3 Thermal expansion

A further property of general interest is the thermal expansion coefficient

10V

o= ——— .
Var|,

(5.44)
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This is an intensive property which measures the relative volume change AV/V = o AT
resulting from a given temperature change at constant pressure. Note that « can be
positive (the most usual case) or negative. Examples of negative a are found in water
close to the freezing point (7' < 3,984 °C) as it approaches the transition to ice, but also
in several semiconductors.

5.2.4 Charge compressibility

Finally, it is interesting to quantify how the number of particles changes when the chem-
ical potential is changed. By analogy with the volume compressibility x discussed in

Sec. [5.2.2] we define the charge compressibility

1 ON
Ke = 1oN , (5.45)
N Oplyr

which is also known as charge susceptibility. The latter designation, borrowed from the
analogy with the magnetic susceptibility, seems less appropriate, since one should keep
the term charge susceptibility to indicate changes in the charge distribution resulting
from the action of some external field, which usually depends on the wave vector ¢ and
frequency w. The charge compressibility can be regarded as the many-body density
of states at the chemical potential u, since it measures how many states are occupied
(emptied) by particles entering (leaving) the system when g is increased (decreased):
AN = k.NApu. The charge compressibility . is often used to identify the occurrence of
metal-insulator transitions since x. > 0 is characteristic of a metallic behavior whereas
ke = 0 indicates the presence of a gap in the energy spectrum.

5.2.5 Assessing fluctuations

The above considered properties, which have a very clear thermodynamical interpreta-
tion, provide us with a remarkable insight into the statistical microscopic fluctuations of
the constants of motion E, V and N, which are present in the equilibrium macroscopic
mixed states. Let us first of all consider the canonical ensemble where V' and N are fixed.
Recalling that

A Tr{e_ﬁﬁﬁ}
R
we have . 0B 1B o . .
V_WMN——T%MN—W(< )= ()?) .

We conclude that the heat capacity at constant volume

(AH)” >0 (5.46)

Cyn = T2 2



gives a measure of the energy fluctuations. A larger specific heat implies stronger fluc-
tuations of the energy at a given temperature. The extensivity of Cy implies that
cy = Cy /N and Cy/E are independent of system size. Thus, the standard deviation
V(AH)? o« v/N. We recover the known result

(AH? 1
(H) VN’

which means that the microcanonical and canonical ensembles are equivalent for N — oo.

In order to analyze the compressibility we turn to the grand canonical pressure ensem-

ble and write o
Tr {ve—ﬁ(H—uN+pV> }

V=)= ey

where we have formally introduced the operator 1% measuring the volume occupied by
the system. It follows that

oV B ~ o ~ 9\ (AV)?
9 o ™ B0 =) = =%
and A )2
1 \%4
= — >0. .
KT,N el V. ° 0 (5.47)

For a given T, a larger compressibility implies that the relative volume fluctuations are
more important. The intensiveness of x implies vanishing relative volume fluctuations

for N — oo:
V(AV)?2 kgTrkr N 1
= x .
Vv v VN
In order to relate the charge compressibility to particle-number fluctuations in the
grand canonical ensemble we start from

Tr {e’ﬁ(ﬁ’“N)]\Af}

N = —
Tr {efﬁ(H*uN) }
and obtain ON (ANY?
9N (N — (N 2) - ,
o =0 (0 = () =
The charge compressibility is then given by
1 ON 1 (AN)?
nc:—a— :—( ) >0. (5.48)
N Ou rv kT N
The intensiveness of k. implies that the relative fluctuations of the particle number
(AN)? 1

(0.8
N JN

vanish for N — oo.
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5.3 Minimum free-energy theorem
In section we have demonstrated a fundamental variational principle for the entropy

S[pl = ~kp{Inp) = —kpTr {pIn p)

regarded as a functional of the density matrix p. The maximum entropy theorem states
that all the density operators p, which comply with the normalization condition Trp = 1,

and yield same average values the additive constants of motion fi,..., f., under the
constraint of fixed values of the other constants of motion f,11,..., fs, always satisfy the
inequality

SIol < Sl (5.49)

where p, is the corresponding equilibrium canonical density operator. It is important to
be clear about the constraints imposed to p in order that ([5.49) holds:

(F) = Tr{p F;} = f; fori=1,...,r

and
F, = f; fori=r+1,...,s.

For example, in a grand canonical ensemble energy and particles can be exchanged but
the volume is conserved (r = 2). The macrostate is in this case characterized by the
values of the average energy E = (H), the average number of particles N = (N), and the
fixed volume V. The maximum entropy theorem says that among all the mixed states p
having E = (H) and N = (N) in a volume V, the equilibrium one corresponds to the j
yielding the largest S [p] = —kp(Inp). This important result implies the second law of
thermodynamics. It allows us to predict the sense of evolution of processes that occur
spontaneously. In particular we have shown, taking advantage of the additivity of S that

S (o ) + S (P 18 < S (P fF)

when two systems A and B are brought into contact and are allowed to exchange additive
constants of motion (e.g., £ and N).

We seek for an appropriate variational principle for the canonical and grand canonical
ensembles, in particular in order to understand how to picture the equilibrium state that
is reached under the constraint of constant intensive properties, such as temperature and
chemical potential. To be explicit we focus on the grand canonical ensemble with a fixed
volume V', temperature T and chemical potential . We consider the grand canonical
potential

o[5] = B[] - NIg] - T S[j]
:Tr{p <ﬁ—uN+TkBlnﬁ>} (5.50)

as a functional of p. The parameters T and p characterize the ensemble and are therefore
fixed, as well as the volume V. The following minimum free-energy theorem holds. The
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minimum of ®[p] among all the density operators p, satisfying Tr{p} = 1, is achieved
when p is equal to the equilibrium grand canonical density operator

1 o BUH—uN)
Zge

Pgc =

corresponding to the given 7', u and V. This can be written as

D[pge] <@[p]  Vp satisfyingTr{p} =1, (5.51)
or as
min {® [5]} = @[] - (5.52)
Te{p}=1

The proof is simple taking advantage of the maximum entropy theorem. However,
before applying the latter, we need to keep in mind that S[p] is maximal only among
all the p yielding a given (H), (N) and V. We therefore perform the minimization in

Eq. (5.52)) in two steps:

The inner minimization runs over all the p yielding some given average values of F = <lﬁI )
and N = <N ), while the outer minimization removes this constraint by minimizing over
all possible values of ¥ and N. Since all the p within the outer minimization yield the
same (H) = E and (N) = N for the given volume V, we replace them by E and N, and
write
min {® [p]} = min{ F — uN + min {T kpTr {ﬁlnﬁ}}
p E.N p—(H)=E
(N)=N

The maximum entropy theorem implies that

~min TkBTr{ﬁln,a}] = -TS(E,N,V),

where S(E, N, V) is the entropy corresponding to the average energy F, particle number
N and volume V. Moreover, the maximum S is achieved by the grand canonical density
operator

L BN (5.53)

Pgc = ch

where B = B(E,N ,V)and i = a(E,N,V) are the inverse temperature and chemical
potential yielding the given averages E and N for the fixed volume V. In order to
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determine the optimal B and i we must perform the minimization with respect to £ and
N:
min (@ (4]} = min (B — uN — T S(E,N,V)}.
p b

Denoting by F' = E—uN =TS (E,V,N) the grand canonical potential which corresponds
to B and fi, it is clear that the optimal E and NN are given by the usual extremal conditions

OF 05 oS 1
E |y 9E|yy 0 T GETT
and
oF ) __ _p951 95 B
ON|pn T ON|gy ON|p, T

Since 8S/OE = kpB = 1/T and 0S/ON = —kpBi = —(ii/T), we conclude that the
minimum is achieved when T" = T and & = p. Replacing these optimal values on
Eq. (5.53)) proves the theorem.

We have thus reached the important conclusion that any process occurring sponta-
neously at a given temperature and chemical potential will evolve in order to minimize
the grand canonical potential ®[p]. This result has been obtained by maximizing the
entropy under the constraint of fixed (H), (N) and V. Conversely, the fact that the
equilibrium state at constant 7', 4 and V' is achieved by minimizing the grand canonical
potential ®[p] leads to the maximum entropy principle. It is easy to see that the same
minimal property discussed here in the case of ®[p], also holds for the Helmholtz free
energy F'[p], regarded as a functional of p, keeping the temperature, particle number and
volume constant.
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6 Thermodynamic relations

In the last chapter we have introduced a variety of thermodynamic properties (thermo-
dynamic potentials, heat capacities, compressibilities, etc.) which allow us to describe
different aspects of macroscopic equilibrium states, as well as the processes connecting
them. Taking into account that there are far more properties of physical interest than the
few extensive or intensive magnitudes needed for characterizing the equilibrium state, it
is most reasonable to attempt to establish general relations between them. Moreover, we
know that the thermodynamic properties fulfill very specific conditions, for example, the
extensiveness of the potentials or the intensiveness of pressure, temperature and chemical
potential. Establishing the relations among the thermodynamic properties is important
in order to derive the values of new properties from a smaller set of known ones. Further-
more, the relations can also be used to test the validity of models and approximations
of the microscopic theory of matter. It is the purpose of this section to derive a number
of thermodynamic relations and to discuss the most important methods used to derive
them.

6.1 Duhem-Gibbs relations for thermodynamic potentials

The first and more fundamental interdependences of thermodynamic properties are the

Duhem-Gibbs relations among the thermodynamic potentials. They follow from the ex-

tensive character of the potentials ®, as a function of their additive natural variables f;,

from the corresponding Euler conditions &, = %L};” fi, or from the Legendre transfor-
K]

mations relating the potentials. Examples of this kind are

E=TS58—pV +uN,
F=FE—TS=uN —pV,

and

O=E-TS—uN=—pV.

6.2 Intensive nature of the derivatives of extensive properties

Another source of thermodynamic relations is the intensive character of properties such
as p, u and T. For example, if we consider the pressure p = p(T,V, N) in a canonical
ensemble, we know that

p(T,V,N)=p(T,aV,aN). (6.1)

Taking the derivative with respect to a we have

Op
V+ ==
T,N aN

_Op
0= 0 N (6.2)

)
TV
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which allows us to exchange dp/dV by dp/ON.

The same reasoning can be applied to other intensive properties. For instance, in the
case of the chemical potential

W(T.V,N) = u(T,aV,aN), (6.3)
we obtain 5 5
14 14
0= V 4+ — N 6.4
ov TN " ON TV ’ (64)

with the help of which we can exchange Ou/0V by du/IN.

6.3 Integrability of the differential of thermodynamic potentials

We know that the thermodynamic potentials are state functions, whose values do not
depend on the previous history of the system. Therefore, the change in a state function
f (typically a thermodynamic potential) between any two states 1 and 2 is independent
of the details of the process involved in going from 1 to 2. Mathematically, this means
that

ﬁ—ﬁzﬂ%f

is independent of the integration path, which is usually stated by requiring that

far=o

for any closed path. Writing the differential form of f as

df = fadx + fydy,

the integrability condition, also known as Schwarz theorem, reads

Ofs _ 0fy
oy  Ox
o 9 (0F\ O [Of
o () = () (65)

Once applied to the thermodynamic potentials, this simple condition on the partial
derivatives becomes a very useful tool for revealing important connections between the
rates of change of different thermodynamic properties. The identities derived in this way
are usually known as Maxwell relations.

As a first example let us consider the differential of the Helmholtz free energy

dF = —SdT — pdV + pdN
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from which we conclude that

o8
oV

_Op

= — (6.6)
T,N aT

V,N

An analogous relation can be derived from the differential of the grand canonical potential
d®=-SdI'—pdV — Ndu,

namely,
oS dp
Vlp, 0T\,

The only difference between and (6.7)) is that the derivatives are now taken for a
fixed p instead of a fixed N.

(6.7)

There are three pairs of conjugated extensive-intensive variables: (S,7T), (V,p) and
(N, ). By picking one variable from each pair, we can therefore construct 8 different
thermodynamic potentials, which depend on the chosen variables. In each case there are
three possible pairs of variables whose derivatives can be exchanged. In the examples
above we considered the potentials F' = F(T,V,N) and ® = ®(T,V, 1) and the variables
V and T. We have therefore 3 x 8 = 24 different thermodynamic relations of this kind.
Actually, they can be reduced to 12, if we ignore which is the third variable that is kept
fixed on both sides of the equality. Thus, instead of Eqs. and , one could simply

write

os| _ o
ov|p 0Tl
regardless of whether N or u is kept fixed. The reader is encouraged to explore and

derive some of these relations and to compare their results with those reported in the
literature.

Some relations are more interesting than others. For instance, starting from
dH =TdS +Vdp+ pdN,
one obtains the relation

oy
op

oV

= — (6.8)
S,N aS

PN ,
which seems hard to interpret physically a priori, although it already looks more appeal-
ing when expressed in terms of the inverse functions as
dp
oT

98

= (6.9)
S7N av

p,N

An interesting relation is obtained by considering the free enthalpy

dG = —SdT + Vdp + pdN .
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In this case we obtain

0S8

o8 oV
opl,.

T _aiT

=—aV, (6.10)

p

where o = %g—g » is the thermal expansion coefficient. In this way we relate the isother-

mal pressure dependence of S to a.

From the differential df' = —SdT — pdV + pdN follows
ou Op

il = A1
oV|yr 0N (6.11)

V,T

The right hand side can be transformed by replacing dp/dN by dp/0V using (6.2) [i.e.,
NOp/ON +Vop/OV = 0]. Thus we have

ou _Op 14
WVliyy OViypN
1 v
-~ N[
N(Tp‘N,T
1 1
=———". 12
N (6.12)

Since p is also an intensive property, we can replace du/0V by Ou/ON and relate the
latter to the charge compressibility x. as

o ou 1 N 11

N
=t 2o - (6.13)
oV |nr ON |y V V%\L’ v V K
Finally, combining ((6.12)) and (6.13]), we conclude that
V V ON
= L= N 14
N = = 3 (6.14)

which relates the volume compressibility to the charge compressibility, and allows us to
determine k7 n in the framework of the grand canonical ensemble, where the natural
variables are (T, V, u).

One can also derive interesting relations for the derivatives of the thermodynamic
potentials with respect to variables that are not the natural ones or by keeping those
variables constant. As an example, let us consider the energy

E=TS —pV + uN,

with its differential
dE=TdS —pdV + pdN
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and look for OF/OV keeping the temperature and particle number constant. We may
then write

oB)  _ 051 _
WVlpy Wiy '
p
_pory _ 1
5T |y p (6.15)

In the first step we have used that a change in volume V at constant T" and N causes
an energy change dE = TdS — pdV, provided that dS also refers to the entropy change
at constant T and N. In the second step we have used the condition on the crossed
derivatives in dF = —SdT + udN — pdV.

Alternatively, we may start from the Duhem-Gibbs relation £ = T'S + uN — pV and
take the derivative with respect to V straightforwardly:

oB|  _ 08| o

ov TN_ ov TN ov

0
V—p+i

N, (6.16)
TN Pl%

TN

which surely looks more complicated at first. However, from dF and by changing dp/0N
into Op/OV we have

opl __op) _Oop| V
oV |1 n ~ ON TV oV N
Replacing in (6.16)) brings us back to Eq. (6.15)), as it should. Many other relations can

. . . OF
be derived in a similar way (e.g., for W’S,N)'

6.4 Jacobi-determinant manipulations

A large number of relations in thermodynamics are obtained by changing an extensive
variable (e.g., V) by its conjugated intensive variable (e.g., p) in partial derivatives.
This concerns both exchanging derivatives with respect to these variable or changing the

: : OF OFE
variables which are kept fixed, for example, from W‘T, N to or from BT‘M N to

e

ap IT,N>
g—ﬂp - This kind of manipulations can be performed in a systematic way by using the
properties of the 2 x 2 Jacobi determinant.

Let us first recall the definition and some useful properties of the Jacobian. Given two
functions of the variables v and v, namely, f,g : R? = R, f = f(u,v) and g = g(u,v),
the Jacobi determinant is defined by

af of
of.9) | au av|_0f0g 0g0f (6.17)
d(u,v) %g % Oudv  Oudv’ .

The change of sign of the determinant when two columns or rows are interchanged implies

of,g) _ 99, f) _ 0(f,9) 9y, [) (6.18)

(u,v) A(u,v) A(v,u)  O(v,u)’
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In addition we have
of

ov
1

(v, f)

S ICRON

_of
O

(6.19)

If the variables u and v are themselves functions u = u(x, y) and v(x, y) of other variables
x and y, we can apply the usual chain rule for the partial derivatives:

of  of du
dr  Oudx
of  of du
dy  Oudy

of ov
v oz’
af ov
v dy

and similarly for g. These relations can be written in a compact matrix form as

of 9f of of du  du
ox Oy . ou Ov dr Oy
ox Oy ou Ov dz Oy
Taking determinants on both sides we have
0 0 0
Nx,y)  O(u,v) O(z,y)

If the mapping (u,v) — (f,g) is bijective, we can invert it, i.e., solve the equations
f = f(u,v) and g = g(u,v) for u and v. The functions u(f,g) and v(f,g) obtained in
this way satisfy

f(ulf' g, o(f ) = f
and

g (u(f',g),v(f.g")) =9
We can therefore write
_of,9) _ 9(f,9) O(u,v)

YT " dw) 0l

(6.21)

As a first application of the Jacobi determinant method we consider g—r_’;‘v and try to
relate it with other properties by changing V' by p. We thus write
p,V) _ o, V) op,T)

op
ar|,

or, vy 9, T) o(T,V)
dp,V) 9(p,T)
8(p, T) (V,T)
_oV| Op
= ~or|, v
Va

—ov] -
op |T

T
a

—. (6.22)
KT
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As a physically transparent byproduct, notice that the sign of % v is the same as the
sign of the thermal expansion coefficient «.

A further interesting application of the Jacobi determinant method is to establish the
relation between the heat capacities C), and Cy by changing p by V' as the variable that
is kept constant:

_ oS B a(S,p) B a(S,p) 9(S,V)
“=Tor| =Tawp) ~Tasv) o)

where we have replaced p by V, keeping S constant [0(T,p) — 9(S,V)]. On the right-
hand side we recognize the adiabatic compressibility xg since

asp 1 1
(S, V) %‘S Vg

In a second step we intend to find Cy by replacing 0(7, p) by 9(T, V') in the denominator.
In this way we obtain

B 1\ a(S,V) o(T,V)
&=t <_ fos) o(T.V) o(T,p)

Noting that

a(s,v) .98 BT, V) v
T 7 = d _9V __
a(T,V) " oT|, Cv  an a(T.p) _ 0ply VT,
we have o
_ kT Yp _ kT
C,=Cy ol et (6.23)

There are also some Jacobi determinants which take a simple closed form in terms

of know thermodynamic properties and which can be used in order to establish new
relations. For example:

S IS
8(Sa V) aT lp 37p}T ijl“ —aV V/iT 9772
8 T v oV == == —TCP + « Vv s (624)
( ,p) 9T p Tp‘T Va —V/{T
where we have used that
oS oV
dG = -SdT'+Vdp — pdN = —

Using the relation (6.24]) we can rewrite Cy as

oy =12

a(S,V) a(S,V) o(T,p)
=T
orT

L= Taa vy T Do) o v

1 2
= (—VkrCy + Ta*V?) < m) =Cp— e :
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and obtain the important relation

2
;
C,—Cy =T >0. (6.25)
RT

Combining (6.23]) and (6.25) we have
Cy 1 ks a?V

1- V- —7
Cp RT /-:,TCp
and )
v
kr — kg =T >0, (6.26)
Cp

These relations show that only three of the five quantities Cy, Cp, K7, kg and « are
actually independent. The present analysis is just one example of how thermodynamic
relations can be used in order to derive results on new properties and to gain insight
into the correlations between various macroscopic observables, which can be verified
by comparing independent measurements. As a byproduct we should also mention the
inequalities

Cp,>Cy >0 (6.27)

and
kr > ks >0, (6.28)

which can be easily understood physically.

The number of thermodynamic relation that one may conceive is almost inexhaustible.
We shall not pursue with further examples here, but rather derive those needed in the
context of the specific problems to be discussed below.

Exercise 6.14: Starting from the definition of kg show that kg = %—‘;RT by using simple
Jacobi transformations.

6.5 Measuring the absolute temperature scale

In the thermodynamic relations discussed in the previous section the absolute tempera-
ture scale T appears explicitly, either as the parameter which is varied, or which is kept
constant, or as a multiplicative factor. This means that the derived equations would not
hold if T" were replaced by an arbitrary empirical temperature scale. One may therefore
use these relations in order to determine the absolute temperature 7' = T'(0) as a func-
tion of an empirical temperature 6 satisfying a one-to-one correspondence with 7. For
example, # can be the voltage across a thermocouple, the length of a Hg filament, and
the like.
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In order to illustrate this remarkable possibility, we consider three related properties,
namely, the Joule-Thompson coefficient pj7, the heat capacity C, and the expansion
coefficient a. In each case we distinguish between the true exact values of the proper-
ties, which are denoted by pjr, Cp and «, and the values obtained using an empirical
(laboratory specific) temperature 0, which are denoted by fijr, C’p and &, respectively.

i) The Joule-Thompson coefficient
ar

or T 00
=—| === =jgr— 6.29
HJT 8p'H a0 3p‘H HIT 00 ( )

measures the temperature change following an isoenthalpic pressure change. On
the left hand side of (6.29) we have the true Joule-Thompson coefficient while on
the right hand side we have the measured one according to 6 = (7).

ii) The heat capacity at constant pressure is given by

0H OH| df ~ 1
Cp=—-=| =57 7=Cp27- (6.30)
ory, 00 |,dT S
iii) Finally, the expansion coefficient is given by
10V 10V dd _ 1
a=<—=| =5 =07 (6.31)
VvV orT » vV 00 p AT &

We would like to express p 7 in terms of known quantities including in particular C),
and a:

or| ATH) AT,H) oT,p) Bl

M= |, ~ o H) ~ a(T,p) op,H) G,
/C
_]_ p

(6.32)

In order to replace %—I;’T by involving a we use two different Maxwell relations. From
dH =TdS + Vdp+ pdN we have

OH oS

— =T—| +V, 6.33
op TN op|r ( )
and from dG = —SdT"' + Vdp + pdN we have
oS ov
22 =22 (6.34)
op|p OT »
Thus, we have
OH oS oV
op |p op |p oT » ( )
and therefore v
HjT = F(TO( - 1) (635)
P
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Replacing (6.29)), (6.30) and (6.31)) in (6.35]) we finally obtain

T T a
dar  Vd (Ta_1>

S oA
_v\dr _VTa
(MJT + C};) - éip
dmT  Va

g ﬂJT(jp +V

We conclude that the measurement of fijr, C'p and & at a volume V, by using an
arbitrary temperature scale and an arbitrary substance, allows us to determine the abso-
lute temperature except for a multiplicative constant (i.e., an additive constant in InT').
This constant can only be fixed by a convention, which defines the unit of the absolute
temperature. In this context it is important to notice that all thermodynamic relations
are invariant with respect to a uniform scaling transformation 7" = aT", where a is a con-
stant. The adopted convention is such that 1 K is the temperature of the triple point of
water divided by 273.16, or equivalently, that the triple point of water is 273.16 K. Since
in the Celsius scale the triple-point temperature is 0.01 °C, the absolute zero corresponds
to —273.15 °C.
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7 Thermodynamic processes

Thermodynamic processes are present in our everyday life, for example, in a number of
processes in the atmosphere and in many technological applications (internal combustion
engines, refrigerators, etc.). In many cases the process is cyclic. One has a working
substance (typically a gas) which undergoes a cyclic process repeatedly. Very often, the
substance is replaced by a new initial substance at the beginning of the cycle (e.g., the
vaporized water in a steam engine or the fuel in an internal combustion engine). Since
the principles of cyclic processes are not affected by this, we shall ignore the replacement
and assume that the particle number NN is constant. Thus, two thermodynamic variables
le.g., (p, V) or (S,T)| are enough to characterize the equilibrium state of the substance.
We shall further assume that the processes are quasi static, so that equilibrium can be
taken for granted. Irreversible processes are discussed in a forthcoming section.

TN a) PA b

y

Figure 1: (a) Representation of a cyclic process in a T'S-diagram. The area ()12 under
the T'(S) curve gives the absorbed heat during the process from state 1 to
state 2, while the enclosed area @ is the total heat absorbed in the cycle. b)
Representation of a cyclic process in a pV-diagram. The area Wio under the
curve (the enclosed area W) is the work delivered into the environment during
the process from state 1 to state 2 (during the cycle).

It is useful to represent the process in both a (7, 5) and a (p, V') diagrams, since the

area T'dS and pdV under the process curves have a clear physical meaning (see Fig. .
The area under the T' = T'(S) curve represents the heat

2
Q12=/1 TdS (7.1)

absorbed by the system. In a cyclic process the heat absorbed in a cycle is

Q= jf T ds (7.2)
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The area under the p = p(V') curve is the work done by the system, i.e., the work

2
Wia :/ pdV
1

delivered by the system into the environment. In a cycle we have

W:j{pdV

Since the energy is a state function and dE = T'dS — pdV we have

j{dE:E

Q-W=0.

and

(7.3)

(7.4)

(7.5)

(7.6)

Thus, with the appropriate scale, the areas enclosed by the cycles in the (7,5) and
(p,V) diagrams are the same. See Egs. , and . Moreover, since the
signs of ) and W are the same, the cycles are run in the same sense in both diagrams.
Counterclockwise processes are also known as left processes and clockwise processes as
right processes. Clockwise processes have Q = W > 0. A net amount of heat is absorbed
and work is delivered. These are working machines. Counterclockwise processes have
Q = W < 0. Work is absorbed and heat is delivered. These are refrigerators or heat

pumps from lower to higher temperatures.

The cyclic processes can be usually subdivided in simpler subprocesses, in which a given
thermodynamic property is kept constant. One distinguishes in particular isothermal,
isobaric, isochoric and isoentropic processes. The latter are also known as adiabatic.

These can be illustrated as follows:

LY PN k)

isotheru Ssoblor 'aabtaLa)E?c

q =7

aoltabatic

Figure 2: Adiabatic (6@ = 0), isothermal (constant temperature T'), isobaric (constant
pressure p) and isochoric (constant volume V') subprocesses illustrated in the

a) T'S-diagram and b) pV-diagram.

The different slopes of the isothermal and isoentropic curves in the (p, V') diagram,
and of the isochoric and isobaric curves in the (7,.5) diagram can be inferred from the

relations k7 > kg > 0 and C, > Cy > 0 [see Eqs. (6.25]) and (6.26])].
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7.1 Carnot cycle

The most important cyclic process is Carnot’s cycle, which is obtained by alternating

isothermal and adiabatic subprocesses:

T a)

T

I |
S s s v

Figure 3: TIllustration of the Carnot’s cycle in the a) T'S-diagram and b) pV-diagram.

The cycle consists of alternating isothermal and adiabatic subprocesses. During
the isothermal subprocesses, the system is in contact with heat baths at tem-
peratures T1 and T > T1. During the adiabatic subprocesses, S1 and Sy > S

denote the constant-kept entropies.

All the heat exchanges occur at constant temperature. As clockwise process the system

absorbs the heat

Qg =T (SQ — Sl) >0 (77)
from the higher temperature 75, and rejects a smaller amount of heat
Ql =T (Sg — Sl) >0 (78)
to the cooler reservoir at T;. The total heat exchanged in a cycle is
Q:QQ—Q1:W>O. (7.9)
The work efficiency or energy-conversion efficiency of a machine is defined by
oW = w _ Work done . (7.10)
Q2  Heat absorbed
In a Carnot cycle this takes the value
T, -1,
n(‘i};rnot = T < ]-a (711)
2

where Ty > T7.

It is easy to see, using that ¢ ‘%Q < 0, that no machine involving heat baths in the
temperature range [T7, T3] can exceed the work efficiency of the Carnot cycle. We consider
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Figure 4: Illustration of a cyclic process involving a succession of heat baths in the
temperature range [T7,75]. During the process from state a to state b, the
system absorbs heat from the baths (§Q) = T'dS > 0), while during the process
from b to a, heat is delivered to the environment (6Q) = 7'dS < 0).

an arbitrary cycle in which the system exchanges heat Q) with thermal baths at various
temperatures T'(.S). Let T5 be the largest value of T" along the cycle and T} the smallest
one (see Fig. . We intend to compare n"V for such an arbitrary cycle with the efficiency
of the Carnot cycle running between the largest and the smallest temperatures. The
total work and heat are

b a
WzszéQz/&Q%—/ 0Q =02 — Q1. (7.12)
a b
Q2>0 —-Q1<0
We consider Clausius inequality
oQ
=<0 7.13
$%7 <o, (713)
where T refers to the temperature of the thermal bath with which the heat exchange §Q
occurs: .
oQ 0Q  [*0Q
0> ¢ —= = = — 7.14
JESIE I (71
N—— =
6Q>0 §Q<0

Since To > T > T we replace T by 75 for all the 6Q) > 0 and T by T} for all the Q) < 0.
We may thus write

0> 5Q+ 522 0Q 0Q @_@
[ (318808

which implies
Q1 _ Q2 Q1 _ T
> == = == > 7.15
Ty — T Q2 (7.15)
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The work efficiency n"V' of the arbitrary cycle satisfies

W:E:M:p@gl—ﬁ—nw (7.16)

n QQ QQ QZ T2 — !lCarnot -

The equal sign holds only when the process is reversible (i.e., § % = 0) and at the same
time all the heat absorbed (6@ > 0) comes from the highest temperature bath (73) and
all the rejected heat (0@ < 0) goes to the coolest bath (77). In other words, only for the
Carnot cycle running between the temperatures 71 and T5.

As a counterclockwise process the Carnot cycle receives the work —W > 0 done by
external forces, it absorbs the heat ()1 > 0 from the reservoir at the lower temperature
T1, and transfers the absorbed energy AF = —Q9 = —W — @1 < 0 in the form of heat to
the hottest reservoir at Ts. One defines the heat-transfer efficiency of an arbitrary heat
pump as

Rejected heat —Qo 1
H
- = = =7 1
K Absorbed work  —-W W (7.17)
In the Carnot cycle we have
T 1
H 2
= = >1. 7.18
M Carnot Ty — T, ’I’](Vj[;rnot ( )

Notice that the efficiency of a Carnot cycle is much better than the plain dissipation of
work, as one would have in a Joule experiment, for which Qo = W and thus nf{mle =1

It is also interesting to consider the cooling efficiency of refrigerators, which is defined
as

Heat removed Q1
C
= = ) 7.19
n Absorbed Work  —W ( )
For the Carnot cycle we have
11
ngarnot = T, — T} ) (720)

which shows that the efficiency improves when AT = T, — T is small. Therefore, cooling
processes are usually split in a number of subprocesses with smaller AT"s.

Before closing this section we would like to mention the Stirling cycle, which alternates
isothermal and isochoric processes, the Ericsson cycle, which alternates isobaric and
isothermal processes, and the Rankine cycle (steam engine) which alternates adiabatic
and isobaric processes.

7.2 Joule Thompson process
In the following sections we would like to discuss two important irreversible processes.

The first one is the Joule-Thompson effect which consists in an adiabatic (6Q = 0)
expansion at constant pressure. More precisely, we consider a gas or liquid at a pressure
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p1 in a volume V; which flows into a region of lower pressure ps through a small opening
or porous material. During the process the pressures p; and po are kept constant from the
exterior and the volume change is so slow that the system is constantly at thermodynamic
equilibrium. Initially, before the value is open, we have Vi = V? and Vo = 0 and in the
final state we have Vi = 0 and V5 = V5.

fo v, Pa

b

(P <pr)

DRMVARNY

Figure 5: Scheme of the Joule-Thompson effect. A gas or liquid flows from a region at
constant pressure p; into a region of lower pressure po through a small opening.

It is easy to show that this is an isoenthalpic process (dH = 0). Since the system is
thermally isolated, we have §QQ = 0 and therefore

dE = W = —p1dVq — padVs . (7.21)
The extensiveness of F implies £ = F; + E5 and thus
dE1 + dEs + p1dVy 4 pedVe =0 (7.22)

or

dHy + dHy = dH =0 . (7.23)

The enthalpy is conserved throughout the process. Note that the change in the number
of particles of each subsystem dN; = —dN2 < 0 does not contribute to dE or dH, since
the system is in equilibrium. Therefore, 1 = po = p and pudNy + pdNo = pdN = 0.
The total number of particles is conserved.

The change of temperature associated with a change of pressure at constant enthalpy
H is given by the Joule-Thompson coefficient

_or| Vv

=—| =—(@lT-1).
wJr apH Cp(a )

The total temperature change is then

D2 8T
T2 - Tl = / 87 dp
p1 Dig
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The observed temperature change is known as Joule-Thompson effect. In an ideal gas
we have a = 1/T, since the enthalpy depends only on the temperature. No temperature
change can occur because AH = 0. In real gases the Joule-Thompson coefficient changes
sign as a function of T', becoming positive only at low temperatures, below the so-called
inversion point. For ujr > 0 we have a temperature drop upon pressure drop. Therefore,
in order that the Joule-Thompson expansion becomes effective as cooler, the gas must
already be below the inversion temperature where pujr = 0.

Since dH = 0 and dN = 0, we have

dH =TdS+Vdp=0, (7.24)
which implies
8—5 = Y <0. (7.25)
o ly N T

The process is obviously irreversible, since
Vv
AS:—?Ap>O for Ap=ps—p1 <O0. (7.26)

Finally, we observe that any change of pressure occurring spontaneously is negative, as
expected.

7.3 Adiabatic expansion in vacuum

A further important irreversible process is the adiabatic (6@ = 0) expansion into an
evacuated chamber having pressure po = 0. In order that the process takes place quasi-
statically, and that the system remains always in equilibrium, we can device the system
illustrated above, which involves a small valve or a porous media. Before opening the
valve, we have V = V7 and p = p;. In the final state we have V' = V5. The external
pressure is po — 0. In this case we have both §QQ = 0 and dW = 0, which implies dE = 0.
The energy of the gas is conserved. The temperature change can be calculated from

Vo T
B—ﬂ:/ 0

—| dV.
v, OV

E

The rate of temperature change at constant energy can be expressed in terms of known
properties. Our starting point is

8£ B I(T,E) B A(T,E)o(V,T) B _i@iE
oV |g - OV, E) N oV, T)o(V,E) )% T'
Moreover 5E e
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and

08 dp
dF = =8dT —pdV = —| =—| .
b av|, ~ ar|,
Combining these relations we obtain
) 0
OB _pop|
ov |, oT' |y,
and finally
oT 1 Op
—| == |p-T— .
ovip Oy oT |y,
Again, for an ideal gas there is no effect, since at constant V,p depends linearly on T
and thus 3*5 = 0. In principle, one can find both signs for 3*5 - However, in diluted

real gases we always see a cooling. In fact, the van der Waals interactions between gas
molecules are attractive at long distances. Consequently, increasing the volume implies
an increase of the average interparticle distance. This raises the potential energy and by
energy conservation lowers the kinetic energy. The equipartition theorem implies that
the temperature must decrease.

Before closing this section, we may calculate the entropy change following an energy
conserving expansion:

dE = TdS—pdv =0 = 23| _

p
=21 =Z50
Vlpy T

and »

As expected, any spontaneous volume change into vacuum must be positive. The process
is irreversible, since AS > 0.
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8 The Nernst theorem: The Third law of thermodynamics

In 1905 Walther Nernst postulated that the entropy of any system at absolute zero
temperature is a universal constant, which may be taken to be zero. This postulate, which
he actually formulated in other terms, was inferred from experiments at temperatures
of the order of 1 K. For example, one observed that the changes in enthalpy H and in
free enthalpy G = H — T'S in isothermal and isobaric processes become equal as T' — 0.
Indeed, since AG = AH — TAS for constant T, AH = AG implies AS = 0. Moreover,
since g—ﬁp = —S, the fact that g—g — 0 for T' — 0 was used to infer that S — 0 for
T — 0. This important fundamental property is general in two respects:

i) It holds for any system and any substance, and

ii) it holds irrespectively of the values of any other additive constants of motion f; =
E,V or N or intensive properties «; = p or u, on which S usually depends.

Therefore, it is easy to imagine that the third law of thermodynamics has many far
reaching consequences. In the following, we shall demonstrate this important result.
Furthermore, we discuss the conditions for its validity from the point of view of statistical
mechanics, which provides an unambiguous microscopic definition of S.

Let us consider the canonical density operator

: %oe_ﬁE"!nﬂM fot 32 e tE Bl
A e BH _ n=0 . EngEo
pe = Tr{e-BH} Jrff’e—ﬂEn T g+ S e BEaE)
n=0 En7>lE0

where .
Py =" li)il
i=1
is the projector operator on the g-dimensional subspace spanned by the states having the

lowest energy Ej (]502 = ]50). The degeneracy of the ground state is denoted by g, i.e.,
E;=FEyfori=1,...,g. In the limit of T — 0 (i.e., 8 — o0) we have

g
> liyl,
=1

which implies that the system is found in the ground-state subspace. In this case the

pe(T = 0) =~y =

Q|
Q|+~

entropy is given by
So=—kp(lnp) =kplng.

Very often the ground state is non-degenerate (i.e., g = 1), in which case Sy = 0 irrespec-
tively of the other thermodynamic variables (e.g., V, N, p or ). However, there are also
many situations where g > 1. They deserve a more detailed consideration. For example,
if a system has an odd number of electrons, its ground state has a non-vanishing half-
integer total spin s > 1/2 which, combined with the orbital angular momentum [, yields
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a half-integer total angular momentum j = §+ [. This implies a finite 2j 4+ 1 ground-
state degeneracy as a consequence of rotational invariance. In general, time-inversion
symmetry requires that the ground state is at least twofold degenerate when the number
of electrons is odd. Although in these cases the ground-state entropy Sp = kpIn(25 + 1)
or Sg = kpIn2 is finite, its value is negligible in comparison with the entropy of a macro-
scopic system at any finite T since the latter is an extensive property proportional to the
system size. Apart from this, there are special situations where a higher ground state
degeneracy g o< N is obtained. This is the case, for example, in a spin-rotational invari-
ant electronic system having a ferromagnetic ground state, where the total spin angular
momentum s and the degeneracy g = 2s + 1 grow linearly with the number of atoms N
(e.g., s N in a saturated ferromagnetic solid). But even in these cases the ground-state
entropy per particle Sg/N o In N/N and the proportion Sy/S(T) of Sy relative to the
entropy at any finite 7" tend to zero when N — oo. In addition, it should be noted that
these cases are not truly relevant in practice. In fact, spin-orbit interactions introduce
magnetic anisotropy which removes the 2s 4+ 1 spin-rotational degeneracy of ferromag-
netic materials. Moreover, the total orbital momentum j = 5+ [is not conserved, since
the solid is usually fixed to the laboratory frame. Only the time inversion symmetry and
possibly some finite point-group symmetries are left, which yield a finite N-independent
g. Therefore, we conclude that the additive or extensive part of the entropy is always
zero as T — 0, irrespectively of the values of all other thermodynamic quantities (V, N,

D, i, etc.).

8.1 Some experimental consequences

The third principle of thermodynamics has far reaching repercussions, which can be
directly observed in experiments. From an historical perspective, the conclusions to be
derived below are some of the observations that guided Nernst to infer and postulate his
principle.

An immediate consequence of the third principle is that any heat capacity vanishes at
T = 0. Consider some reversible path R connecting the T' = 0 equilibrium state with
some finite-temperature macrostate A whose entropy S(A) we want to calculate. Since

95| _ Cn
ori, T
we have -
A Ch
A) = —dT.
sty = [ G

Since S(A) is well defined and finite, % needs to be integrable in [0,74]. This implies
that

CR T—0
In particular Cyy — 0 and C, — 0 for T' — 0, a result verified by all experiments done
so far.

0.
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A further consequence of the third principle is that the thermal expansion coefficients
a of all substances vanish for ' — 0. Since S(7'=0) = 0 we can write

T
C,
S(T) :/0 ?de’,

where the integration path is isobaric (g—?‘p = %) Moreover, we know that
oV oS o ("¢ Toc,| dr’
Va=of| =-2| == </ {’dT’) = —/ ol - C )
oT » op |p op\Jo T T o Op|pT

Taking into account that

c, 08 10C,

T or|, © Taop

Lo (o
r OT \ Op

|-,
o), “er\ar)| ~ or?

p

Substituting in Eq. (8.1), we finally obtain

T 72
0°V
Va = /0 572
This proves the statement. Moreover, from the previous relations , 6.7) and ([6.22))

we have

i ov

T—0

p

P

08
v oV
In the above derivation it is irrelevant whether N or p are kept constant. Thus, S is

independent of V' for T' — 0. A similar argument involving the charge compressibility k.

=00 (see exercise).

T—0
— 0.

T

o _o

HT_GT

oS
shows that N }T

On these thermodynamic grounds, we conclude that S(7,V, N) is independent of V
and N at T = 0. This result alone already allows us to choose the value of the this
universal constant equal to zero, even without any further microscopic explanation.

Exercise 8.15: Show that %‘T = —a/ke. Consider %‘V,N and work it out using the

Jacobi determinant method as in Eq. (6.22). Conclude that S is independent of N for
T —0.

8.2 Approaching T'= 0 in experiment

A further important consequence of the third principle of thermodynamics —in partic-
ular, of the fact that the T" = 0 entropy is independent of all other thermodynamic
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variables— is the impossibility to reach the absolute zero of temperature in experiment.
It is easy to show that an infinite number of intermediate thermodynamic processes
would be necessary in order to succeed. Only if the number of intermediate steps tends
to infinite one is able to come arbitrarily close to the T' = 0 state, without ever reaching
it.

The basic reasoning goes as follows. Since S = 0 independently of any other ther-
modynamic variables and of the details of the system, we must have that all curves in
the (S,T) diagram corresponding to any constant value of a thermodynamic variable P
(e.g., pressure or volume) merge at 7' = 0 in order to yield S = 0. This is illustrated in
Fig.[6[a). In contrast, the situations illustrated in Figs. [(b) and [6](c) are not possible,
since they would contradict the third law.

T 4\ (2) T=T

>
S
T (o) ?—:?4 T A (<) ?—:?4
P_®, P_F,
1 = —3=>
S S

Figure 6: (a) Schematic curves corresponding to different constant values of some ther-
modynamic variable P (e.g., P =p or P = V) in an (S,7T) diagram. Notice
the convergence of all constant-P curves to the same entropy S = 0 for T = 0.
(b) Unphysical (S,T) diagram since it implies that S depends on the thermo-
dynamic variable P at T = 0. (c) Unphysical (S,T) diagram since it implies
that 9S5/0T = 0 for T > 0.

One can imagine, for example, an isoentropic cooling from p = p; to p = po (vertical
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line) but then, in order to be able to achieve further cooling, one should reduce the
entropy. This can be done at best via an isothermal process, since (after some point) no
thermal bath cooler than the system can be found (horizontal line). Since the values of
P must be finite, the isothermal process leaves the system at some finite value of p = py.
From there, a new isoentropic cooling can be made. In order to reach 7' = 0 (or even
to approach T" = 0 arbitrarily close) one would need an infinite number of constant 7',
constant S processes. Notice that this would not be necessary if all the constant-P curves
in the (S,7") diagram would not converge to the same value of S at T' = 0, as illustrated

in Fig. [6[(b).
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9 The principle of indistinguishability of identical particles

Before discussing the properties of macroscopic systems at low temperatures and assess-
ing the limitations of classical statistical mechanics, it is absolutely necessary to recall the
principle of indistinguishability of identical particles and its consequences on the sym-
metry of many-body wave functions. In classical mechanics the particles preserve their
identity despite having the same physical properties. A numbering is possible without
altering the mechanical behavior in any significant respect. This allows us in principle
to follow the trajectory of each particle along its path. This reasoning applies to any
number of particles and in particular to particles that are identical in all respects. For
example, from a classical perspective a state in which particle 1 has a position and mo-
mentum (¢, p) and particle 2 has the coordinates (¢’,p’) is fundamentally distinct for the
case in which particle 1 is in state (¢/,p’) and particle 2 in state (g, p).

In quantum mechanics the situation is entirely different, since the motion of determin-
istic path ceases to exist as a consequence of the Heisenberg uncertainty principle. Even
if a labeling of the particles is attempted by measuring all the positions of each particle
with arbitrary accuracy at some time ¢, it is not possible to track the position of the
particles at any future time ¢’ > ¢. In fact, the coordinates have no definite values even
at times t' arbitrarily close to t. Suppose that we localize (measure the position) of a
particle at a given time ¢’ > t. It would then be impossible to say which particle among
the initial N ones has arrived at this point. This is clearly illustrated by the following
scattering experiment:

[Picture]

In quantum mechanics identical particles entirely lose their individuality. They are
completely indistinguishable. No experimental measurement can ever remove this indis-
tinguishability. This fundamental principle of indistinguishability of identical particles
has many far reaching consequences.

Consider two observers O and O’ who attempt to defy the principle of indistinguisha-
bility by preparing two experiments, adopting different conventions for labeling the elec-
tronic coordinates. For example, the scattering between two electronic wave packets is
prepared. According to O electron 1, in the wave packet |a), interacts with electron 2
in the wave packet |b). The corresponding state considered by O is [¢)) with coordinate
wave function (z1,z2|¢)) = (a1, z2). According to observer O’, electron 2 is the one in
state |a), while electron 1 is in state |b). The corresponding two particle state is [¢)') with
wave function (z1,x2[t)') = ¢/(x1,22). The principle of indistinguishability of identical
particles states that |¢)) and [¢)) are two equivalent representations of the same physical
state. No measurement can ever make the difference between |¢)) and [¢)'). This means
no more and no less that for any state |3) the probability of finding [¢) in |3) is the same
as the probability of finding |¢') in |8):

(Bl = (Bl
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for any |5). Setting

we have
|(Who)* =1 = [{wle)?
and setting |3) = |¢') we have

()P =1 =[]

It is easy to see that two vectors having a norm equal to 1 and an overlap with absolute
value equal to 1 must be collinear. This implies

[9) = e [y) .
Consequently,

(21, 22|Y)") = ¢/ (21, 22) = " P (31, 22) = (21, T2|Y) .

Repeating the interchange, we obtain

(w1, 29) = (22, 71) = X UP(w1,29) Va1, 72

=  efr= = =41

Consequently
Y1, w2) = £ (w2, 21).

Obviously, the same sign must hold for any two particles of the same kind.

Applying the previous argument two any two particles belonging to a larger N-particle
system we have

V(x1, .. Ty, 2N) = 2Y(T, . T, Ty, TN

for all 4 and j. The particles in nature are thus divided in two disjoint groups: the
particles having fully symmetric wave functions (4 sign), which are called bosons, and the
particles having fully antisymmetric wave functions (— sign), which are called fermions.
The property of being a boson or a fermion is an intrinsic property of any particle.
It can be shown experimentally that there is a one-to-one correspondence between the
bosonic or fermionic character and integer or half integer nature of the particles’ intrinsic
spin. Bosons have integer spin, while fermions have half-integer spin. Most elementary
particles are fermions (e~, p™, n, e™). Photons and most elementary excitations in
condensed matter are bosons (phonons, magnons, etc.).

Complex particles, for example, atoms, molecules or nuclei have fermionic character
if the number of fermions constituting them (elementary particles) is odd. Otherwise,
they show bosonic character. For instance, 3He atoms are fermions while *He atoms are
bosons. As we shall see, this has crucial consequences for the thermodynamic properties
at low temperatures.
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The exchange or transposition of the coordinates of two particles ¢ and j is a particular
case of the most general permutation of N coordinates z1,...,xy. A permutation P :
[1, N] — [1, N] in the natural interval [1, N] is a bijective function within [1, N]. We may
denote it by

1 2 ... N
< P(1) P(2) ... P(N) >

or simply by P = [P(1), P(2),...,P(N)]. For example, a transposition corresponds to

1 ... ¢ ... j ... N
1 ... 4 ... ¢« ... N J°
It is very useful to define the order of a permutation P, which we denote by O(P) = p,

as the number of transpositions required to bring the sequence [P(1), P(2)...P(N)] to
the normal order [1,2,...N]. For example

1 2 3
<132) has p=1

1 2 3
<3 1 2) has p=2.

A simple transposition has always p = 1. One may easily convince oneself that p corre-
sponds to the number line crossing in the diagrams of the form

1 2 ... N
<P(1) P2) ... P(N))’ (9.1)

where the lines connect the numbers ¢ on the upper row with P(¢) on the lower row.
Knowing that ¢(x1,...24,...,24,...2n) = £Y(21,...,24,..., %, ...cN) we conclude
that

and

Y(xpay, Tp@), - - Tpv)) = P(T1,T2,. .., TN)
for bosons and
Y(@pay,--->pvy) = (“DPY(21, .. 2N)

for fermions. Functions with these properties are said to be fully symmetric (bosons) or
fully antisymmetric (fermions).

9.1 Many-particle wave functions

The superposition principle states that any linear combination of two quantum mechan-
ical states |¢)1) and |19) is a possible state. Therefore, all the wave functions of a system
of N identical particles must have the same fermionic or bosonic character. Otherwise
the linear combination would have no defined symmetry. In particular, the basis states
must be fully antisymmetric or symmetric. We seek for a simple complete basis set
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for fermions and bosons, in terms of which we can compute the partition functions and
statistical averages of systems of identical particles.

Consider an arbitrary complete set of orthonormal single-particle wave functions or
spin-orbitals
{e1(x), p2(),... } ={pa with a =1,2,...},

where

Y () pala) = 8(z — o)

and
/ (@) pa(x) dz = ba.

For simplicity, we introduce the notation z; = r; for the spatial coordinates of spinless
particles, and also x; = (7}, 0;) for particles having a spin variable o; (e.g., electrons).
Consequently, the delta functions and integrals are to be interpreted as

and

Since the set {¢n(z)} is a complete set for single-variable functions, any NN variable
function can be expanded as a linear combination of simple products of the form

Ok, (1), Pry (22), .- PRy (ZN).

However, simple products are not appropriate N-particle basis wave functions, since
they are neither symmetric nor antisymmetric. In other words, simple products are
not physically acceptable states for identical particles. It is, however, simple to obtain
a complete basis set appropriate for fermions or bosons by symmetrizing the products

@kl?"'?gok]\]'

Exercise 9.16: Show that ¥(x1,...,2x) as given by Eq. (9.2) fulfills the required anti-

symmetry properties of fermion wave functions.
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9.2 Fermions

In the case of fermions, the simplest fully antisymmetric wave functions that can be
constructed from a single product reads
1

P

1
~ VN > (=1)Por, (xpa)) P (Tp) - - Pry (Tp(a)
P

ok (T1) oo g (TN)
: . (9.2)

Pry(@1) o ey (@N)

These functions are known as Slater determinants. Each Slater determinant is univocally
defined by specifying the occupation numbers n,, of each single-particle spin-orbital ¢,
i.e., by specifying whether e appears in the list k1, ks, . . . kx, in which case n, = 1, or not,
in which case n, = 0. The phase ambiguity is removed by requiring k1 < ko < --- < kn.
Notice that ¥ = 0 if any of the single-particle orbitals is occupied twice. The Pauli
exclusion principle imposes n, = 0 or 1 for fermions. Let us recall that the single
particle states ¢q(x) concern both spatial coordinates 7; and the spin variables o;. We
may thus write

1
- VA

Uiy ken (@1, 2n) = (21, ..., aN|n, N2 L),
where n, = 1 for a = k1, ko, ..., kn, and n, = 0 otherwise. From the occupation-number
perspective, the following notation for the Slater-determinant wave function seems more
appropriate:
Ve (@, o) = (21, ., on|n,ne ),

where |ny,ny...) is the N-fermion ket corresponding to the occupation numbers n, =
0,1 and > ne = N. It is easy to verify that the Slater determinants are properly nor-
malized and that two Slater determinants are orthogonal unless all occupation numbers
coincide:

(ni,ng,...|nY,nb,...) = /dml...d:pN Vi@ on) Yy (@, an)
=0

nin, 5n2n/2 ... 5noonéo .

Once we have the orthonormal many-body basis [n1,n2,...) or ¥, 3 (21, .., ZN), We

can compute the trace of any operator O in the Hilbert space of fermion states having
an arbitrary number of particles:

Tr{O} = Y (n1,na,... [0y, ng,...)

{na}
1 1 1
= Z Z Z ...<n1,n2,---|O’nlan25"'>’
n1=0n2=0 na=0
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where
<n1,n2,...|O|n1,n2,...> :/dxl...de\If’fna}(xl,...,xN)OW{na}(xl,...,mN).

For example, the grand canonical partition function is given by

1 1 1
D VD I S ]
n1=0n2=0 =0

Of course, in the case of a canonical partition function the constraint ¥X,n, = N must
be enforced.

An alternative way to compute the trace is to sum over all possible choices of the N
occupied orbitals (i.e., the orbitals appearing in the product ¢, , ..., ¢k, ) and to correct
for the multiple appearance of the same set of orbitals. In the case of fermions all non-
allowed products showing the same orbitals two or more times are automatically ignored,
since the corresponding Slater determinant is zero. However, if one sums over each value
of k; independently, one obtains N! times the same set of orbitals. Therefore we have

TF{O} = N' Z Z /d.%'l de\Pkl, Lk (':Ula'"7:CN)*OA\IIk1,...,kN(:U17'"axN)'

k1=1 kn=1

This form is more appropriate for the canonical ensemble, where the number of particles
is fixed.

9.3 Bosons

In the case of bosons, the fully symmetric wave function obtained from a simple product
of single-particle orbitals looks even simpler than the Slater determinant. It can be
written as

- 1
7k (T1,...,2N) = ﬁ ; SOkP(1>(1‘1) <o Phpay (zn)

1
= W Z(Pkl (.’Ep(l)) .. (pkN(xP(N))
P

= é?na}(l’l, . ,$N)

It is easy to see that és(xQ(l),...,xQ(N)) = ®°(xq,...,zy) for any permutation Q.
Moreover,

/ (~?"“}>* (i)?n&} dry...dzy =0

!, are the same Va. Indeed, if this is not the

case one of the integrals [ ¢f(z)¢j(x)dz = 0. The form of ®5 is appealing, since

unless the occupation numbers n, = n
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it is the same as the Slater determinant except for the phase factor (—1)P. However,
it has the inconvenience of not being normalized to 1. In fact in the ), there are
nilna!...ng! - =[], na! terms which are exactly the same. They correspond to the
permutations of the indices kp(;) among the k; corresponding to the same single-particle
orbital . The properly normalized fully symmetric states are therefore given by

s . @S(xl,...,x]v)
q){na}($1¢---7xN) = ﬁ

This can also be written as

/ |
q)?na}(xla v 3$N) = H?\]—?a. Z ¢kp(1) (561) s ¢k:p(N) ($N)

Py,

where ZP# is the sum over all possible permutations of the indices i = 1,..., N such
that kp(;) # k; for some i. In other words, in > P only permutations which actually

change the product are taken into account. There are N!/([], na!) such permutations,
since the number of permutations among indices corresponding to the same orbitals is

[, nal-

As in the case of fermions, indistinguishability implies that the many-particle state or
wave function is univocally defined by the occupation numbers {n,} = ni,n2.... We
therefore introduce the bosons kets |ny, no, .. .) corresponding to the occupation numbers
{na}, which are defined by

(.CCl, ce ,a;N|n1, nyg .. > = (I)?na}(xh ve ,a;N).
It is easy to see that
(n1,ng,...|nY,nb,...) = Onynt Ongny - - - Onant, - - -
for all {nq} and all N =" n,, since @7,y is normalized to 1.

Once we have the orthonormal many-body basis |ni,ng,...) or @?na}(xl, c ., TN) We

can compute the trace of any operator O as

o0 [e.9]

TI“{OA}: Z(nl,ng,...\0|n1,n2,...>: Z Z ...<n1,n2,...\O|n1,n2,...>,

{na} n1=0 na=0

where
(nl,ng,...lé\nl,ng,...) —/d:cl...deCD?na}(xl,...,xN)*OA@‘Ena}(:):l,...,xN).

Notice that each term in the sum corresponds to a distinct many-body state. It is
therefore important that |ny,ng,...) and @?na}(xl, ...,xn) are normalized to 1. For
example, the grand canonical partition function is given by

o o0
_ —B(H—puN)
Lge = E E ...{n1,n9,... SN, ).
<1n2 |e |n1 no >

n1=0 Na=0
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In this case there are no restrictions on the total number of bosons N = )" n,. Calcu-
lating the canonical partition function Z. would be more complicated, since one would
need to impose the constraint ) n, = N on the occupation numbers.

An alternative way of computing the trace is to sum over all orbitals indices k1, ko, . . . , kxn
independently (not occupation numbers!) and to correct for the multiple appearances.
In the case of bosons the number of times that the same product of orbitals ¢y, ..., ¥r,

N!
nilnal..neo

the indices k; having different vaulueg7 Le., ki # kp(;) for some i. We therefore have

appears is given by 7= HN;J 7, which is the number of permutations between

o0 Hna

o0
— Z N' /dxl...d:cN q)zl,...k;N(xla"wa)*O(I)Zl,...kN(mlw‘-foN)‘
ki1=1

At first sight this seems quite inconvenient, since the factor [ [, no! depends on the values
of ki,ko,...,kx in a complicated way. However, the expression simplifies remarkably if
we recall that

5 v, an) = Hna! AN COTR ) (9.3)

ﬁ

Z - Pry (Tp(Ny)- (9.4)
5

-

We finally conclude that

TI'{O} = N' Z Z /dﬂl’l dJ?N <I>k1 kN(mla"wa)*OA&)ZL...kN(xlv"'7$N)7
k1=1
(9.5)
which has the same form as in the case of fermions. Only the phase factor (—1)? is
replaced by (+1)” =1 in the sum over all permutations P.

These two ways of computing Tr{O} should not be confused. In one case, > (na}>
each term of the sum corresponds to a different many-body state, and the kets or wave
functions involved must be normalized to 1. In the other case, >, --->_; , the boson
wave-functions are not necessarily normalized to one. There are states which appear
more that once in the sum, which is corrected by the factor 1/N! and the square norm
[ I, na! of the wave functions (i)zh.-.kw (x1,...,zN) used to calculate the averages. Thus,
the prefactor 1/N! does not come exclusively from the normalization of the N-particle
wave functions.
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Exercise 9.17: Consider the Hamilton operator
N
H=>Y h(x)
=1

. N .
of N non-interacting identical particles. For example, H = ) gm.
i=1
the same for all particles, since they are identical. Let ¢g(x) with & = 1,2,... be the
eigenfunctions of h: hyy = . Show that any simple product

T

Note that h(z) is

T(T15- -, TN) = @k, (T1) Phy (02) - - - Pry (TN)

. N
is an eigenfunction of H with eigenenergy E = > ei. Is w(x1,...,zny) an ap-

i=1
propriate wave function in some particular case? Show that the fully symmetrized
and antisymmetrized functions ¢4 (z1,...,2zyN) obtained from 7 are either zero or are
eigenfunctions of H with the same energy E. Conclude that Hni,ng,...nsx) =

oo
(Z na5a> |ni,ng,...ns), where |ni,na,...,ne) is the state with definite occupa-
a=1

tion numbers n, of all orbitals ¢, [(x1,22,...,2N|n1,N2,.. ., Ne) = Vi(x1,...,2N)]

Exercise 9.18: Consider a degenerate energy level with degeneracy g, which is occupied by
n particles (0 < n < g). Calculate the number of possible quantum states Q4(n) for n
identical fermions, n identical bosons and n distinguishable particles. What would be the
result for "correct Boltzmann counting"? Are there any cases in which €4(n) is the same
for all the three situations? When? Interpret physically.

Repeat the exercise by calculating the number of quantum states Q({n;}) for the case
in which several different groups of levels i, each with degeneracy g¢;, are occupied by
n; particles each (3, n; = N). Express S = In(2) in terms of the g; and the average
occupation numbers v; = n;/g;. Analyze interesting limiting cases for Fermions, Bosons
and Boltzmann particles. When do the results for different statistics coincide? Interpret
the result physically.

Note: Correct Boltzmann counting corresponds to assuming that the particles are distin-
guishable, as in classical mechanics, dividing a posteriori the number of states simply by
N!, where N is the number of particles, in order to mimic indistinguishability.
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19:: Identity of particles:

Exercise 9.

i) Given a complete orthonormal single-variable basis set {¢q(z),a = 1,2,...} satis-

fying

and

Y ¢al@) pala’) = 8(a —a')

/ o) 93(x) dz = bap

it is always possible to expand an N variable function ¥ in the form

a)

\I/(xl...xN) = Z Z c(kl,...,kN)gpkl(xl)...cpkN(a;N).
k1=1 kn=1

Consider now the case where ¥(zy,...,xy) is an N-particle fermionic wave
function. Show that

C(kjl,klk]k]\/’):—c(k‘l,k‘]klkN)

for all 7 and j. Conclude that two fermions can never occupy the same single-
particle state or spin-orbital (Pauli exclusion principle). Remember that the
index k; (or «v) defines the single-particle state completely, i.e., it includes the
spin variable.

Show that c(kp(1),- - -, kpn)) = (=1)P c¢(k1, ..., kx) for an arbitrary permuta-
tion P, where p is the order of P. Conclude that for each choice of occupations
ni,ng, ... with nq = 0,1 and ) ne = N, there is only one independent co-
efficient, for instance,

ek <ko<---<kny)=c(ni,...ng,...).

Consider now the case where W(x1,...,zy) is an N-particle bosonic wave
function. Show that

C(k‘l,]{?zk]k]\]) :C(kl,k]k‘zk‘]\[)
for all 4, j. Generalize the statement to an arbitrary permutation of the indices:

C(]{)p(l) N k‘p(N)) = C(kl, N /{:N) VP.

Conclude that for a given choice of orbital occupations ni, na, ... with )~ n. = N,
all the coefficient are the same. In other words, for each set of n, there is only one
independent coefficient ¢(nq,ng, ..., ng, ... ).
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ii)

iii)

Consider the Slater determinant or fully antisymmetric single-product state
Dl (1,1 TN) = e S (1P (1) - Py ()
. Yooy - e Phpn ,
VN! 7

where ki,...,kyn are the occupied orbitals (i.e., no, = 1 for @ = ky,...,kyn) and
the sum runs over all permutations P having order p. Show that ®, 1(z1,...,7N)
is normalized to 1 provided that the single-particle orbital ¢, (x) are orthonormal
and k; # kj for all 4, j. Show that @y, v = 0if k; = k; for some ¢ and j.

Consider the symmetrized bosonic single product state

~ 1
o7 = — (x1)... (xn)
{na} Z“’kml) 1)« Phpn) \ TN
VNI 4

for certain occupation numbers n, satisfying > no = N.
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10 The classical limit

In the previous section we have found closed expressions for the trace of any operator
O according to the laws of quantum mechanics and the principle of indistinguishable
identical particles. In principle every real system should be described in terms of the
corresponding symmetrized or antisymmetrized many-body quantum states. However,
in many cases of interest the quantum mechanical description is superfluous. We would
like to derive the classical approach to statistical mechanics, in which, according to the
classical picture, the state of the system is defined by specifying the positions 71,...,7x
and the momenta p1, ..., py of each particle. This is formally achieved by starting from
the quantum expression for the partition function Z for fermions and bosons and taking
the limit 7 — 0. An expansion in power of & is thus obtained, in which the zeroth
order term gives Gibbs classical expression for Z, and the higher order terms quantify
the quantum corrections. More important, the derivation allows us to understand how
the classical description emerges from the quantum principles and to delimit the domain
of applicability of classical statistics.

We will show that if the temperature T is sufficiently high or if the density of particles
N/V is sufficiently low (large volume per particle v = V/N) we can approximate the
canonical partition function by

1 1
T,V,N dp*N dg3N e~ PH P9 10.1
ZATV.N) = g [ g0, (10.1)
where H(p,q) is the classical Hamilton function. In Cartesian coordinates this is given
by
N o2
Z 71 LN,
where W(ri,...,rn) = (1/2) Z (|75 —73]) + Z v(r;) is the interaction energy between

the particles and with any external fields.

Before the derivation, it is interesting to discuss the range of validity and consequences
of Eq.(10.1). The classical limit is valid when the average interparticle distance v'/? =

(V/N) 13 satisfies
s AL/
v =y > A, (10.2)

2
Ao 2mh ) 27h (10.3)
V2rmkgT mkgT

is the thermal de Broglie wavelength. It represents the quantum mechanical uncertainty
in the position of a particle having an uncertainty in the momentum corresponding

to the kinetic energy p?/2m = kgT. In fact, Ap = /(p V2mkgT = Az ~
h/Ap = h/\/2mkgT = \/2y/7. Thus, A\, which is proportlonal to h, can be regarded as

where
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a physically more appropriate expansion parameter than f itself. In fact, 7 never goes
to zero. Still, the classical limit is reached for sufficiently large T, since A o< 1/v/T. If
A< ol/3 = (V/N )1/ 3 the particles can be regarded as occupying wave packets, whose
width is of the order of A. In this limit the overlap between the different wave packets is
nearly zero and the differences between fermionic and bosonic statistics vanish. Indeed, if
the occupied orbitals do not overlap at all [i.e., pq(7)pg(7) = 0, Vi" € R3] the probability
of finding a particle at point 7 and another particle at point 7/, usually given by

P(7,7") = (§(F— ) 6(F' — 7)) = /drl o drN |O(F NP O(F— ) O(F — T)
:/\CD(F,F’, 7N Pdrs L dryy

takes the simpler form

P(7,7') = Z!soa )Ples(F)I?.
) o

This holds independently of the symmetry of the many-body wave function provided that
©a(r) pp(r) = 0 for all 7, a and f3, as already discussed for the case of two particles.

On the opposite limit, T'— 0, A < 1/ VT diverges, since the momenta of the particles
become well defined ({p?) ~ kgT — 0). In this case the overlap between the occupied
single-particle states is always important (A 2 v/ 3). Thus, the quantum mechanical
symmetry-correlations resulting from indistinguishability play a central role. One con-
cludes that the classical approximation always breaks down for T" — 0, regardless of
the tolerated accuracy by which the classical model may describe the microstates of the
system.

In order to get a feeling of the order of magnitude of the temperature below which
classical statistics fails, we may compute v and A for electrons in solids and for a typical
atomic gas. Using that 2rh = 6,6 x 1073*Js, m, = 9,1 x 1073'kg, and kg = 1,4 x
10~2J /K, we have

(2mh)? 1 5x 1074 5x 10738 5,44 x 10°

T = ks % = Ml ~ MenZmlg ~ W mpmy Y

In solids we have typically one electron per cubic A, i.e., v = V/N ~ 1 A3, If we set
A = vY3 in Eq. @ , we obtain that the temperature should be larger than 5,5 x 10° K
in order that the classical approximation starts to be applicable. Therefore, electrons in
solids can never be treated classically. The symmetry correlations are always important
in condensed matter. The situation is quite different in not too dense gases with, for
example, (V/N)'/3 = 10 A and m = Am,, where A is the atomic weight and m, =
1,76 x 10% m, the proton mass. In this case, the symmetry of the wave function ceases
to be important for temperatures above T' ~ 3/A K. Lighter atoms are more affected by
quantum effects, since for the same average kinetic energy or temperature the uncertainty
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in momentum is smaller, for instance, A = 4 for He while A = 131 for Xe. If the density
of the gas is lower, one may apply the classical approximation to lower temperatures but
never for T' — 0, since in this case A diverges. The important point, in order that the
symmetry of the many-body wave function (fermionic or bosonic) becomes irrelevant, is
that the probability of finding two particles in the same state should be extremely low. As
we shall see in the exercises, the entropies of Fermi, Bose and Boltzmann gases coincide,
if and only if all the occupation numbers are extremely low. This is only possible for
sufficiently high temperatures or sufficiently low densities.

The classical partition function shows important signs of its quantum mechanical
origin, despite the fact that the microstates are characterized by (p,q). The first one is
the factor 1/27h per degree of freedom and the second one is the factor 1/N!, where N
is the number of identical particles. They are both important consequences of the right
(quantum mechanical) counting of the number of (linearly independent) states having
the same energy. The first one tells us that in phase space only one state fits in a volume
element 27h. A factor proportional to 1/A correcting each component of the phase-space
volume element, could have been expected, since we know that each state must have
Ap;Ag; > h/2. Tt is not possible to find states occupying a smaller volume in phase
space. Note, moreover, that this factor renders Z dimensionless, as it should.

The second factor tells us that N identical particles having the set of momenta and
coordinates {(p1,¢1), (p2,q2), ..., (pn,qn)} correspond to one and the same state, irre-
spectively of which particle has which (p;,¢;). Notice that all N! permutations of the
coordinates and momenta appear in the integral. Dividing by 1/N! simply ensures that
these are counted only once. Furthermore, as we shall see, this factor is necessary in
order that the thermodynamic potentials derived from Z are extensive.

10.1 Boltzmann counting

Eq. allows us to introduce the so-called correct Boltzmann counting, which corre-
sponds to the correct counting of states in the limit where the symmetry correlations for
fermions or bosons play no role. According to classical mechanics identical particles are
distinguishable. Therefore, from a classical perspective, the states p1,...,pN,q1,---,qN
and all the permutations of them are distinguishable and should be counted separately
when computing Z. Correct Boltzmann counting means that we consider the particles
as distinguishable for the purpose of computing Z, or the number of accessible states
Q(FE), and that we then divide the result blindly by N!, when the particles are identical.
This does not correspond to Bosons or Fermions. And there is no real particle following
this artificial statistics. Nevertheless, correct Boltzmann counting, or simply Boltzmann
statistics, provides a shortcut for the high temperature and low density limits of quantum
statistics. It is useful for analyzing them.
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10.2 Configurational Integrals

The integration with respect to the momenta in Eq.(10.1)) can be done straightforwardly.
o@] .102
Let us recall that [ dz e 202 = v/2mo?. Using that
—0o0

p?
H= 4 + W(r ¥
i m + (7’1 TN)
we have
o 3N
1 _ — 1
ZC_N'/d ri...d°rye BW(71...7N) @rh)N /e 52mdp )
— 00
where
o0 9 h
2
/ e Pim dp = /2mrmkpT = il
— 0o
Consequently,
1 [drq...d° o
Z.(V,T,N) = N,/”X,)N TN oW (1) (10.5)

where A = 27h/\/2nmkpT. The classical partition functions is therefore given by a
configurational integral over all possible distributions of the particles having e #"W as
weighting factor. Performing such integrals is, however, non trivial.

Using Eq. (10.5)) one may show that

3 (AW?2)
=-N
Cv 2 kp + kpT?

where (AW?) = (W?) — (W)? is the square mean deviation of the interaction energy.
Notice that all types of interactions (attractive or repulsive) lead to an enhancement of
C'y. Since the second term cannot be negative, it is clear that Cy does not tend to zero
for T' — 0. The reasons for the breakdown of the classical approximation have been
discussed.

10.3 Virial and equipartition theorems

Let y be any coordinate or momentum on which H depends. Then we have

1 8 _BH_ 8He_ﬂH'

e 0
B oy Ay
This implies

< 8H> B fy%—g e PH dpda 1 fya%e_ﬂH dpdzx

yaiy [ e=PH dpdx ] [ e BH dpdzx
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Integration by parts gives

Yy=0o0
/y;) e PH dpdy = ye PH — /eﬁH dpdzx , (10.6)
Y Y=o
which implies
OH 1
<y8y> = 3 = kpT, (10.7)

provided that e ¥ — 0 more rapidly than y for y — o0 or at the boundaries of the

volume. This is obviously the case for y = p;. For y = x; we need to incorporate the finite
volume restriction in the form of a single particle potential which constraints the motion
of the particles within V. This cannot be done in the case of free particles. Therefore
Eq. is not applicable in the absence of a potential for y = x;.

2
We take y = p; and obtain y ay = p; 28 ap i . Consequently,

< ; > - %kBT. (10.8)

2m

This important relation is known as equipartition theorem. It tells us that in classical
systems the average of each momentum component is equal to B , independently of
the particle mass, the nature of the interparticle interactions, or any other parameters
characterizing the equilibrium state, such as system size, pressure, volume or energy. Of
course, the temperature and the kinetic energy per particle depend on all these parame-
ters. In the classical limit, we may therefore associate temperature to the average kinetic
energy of the system.

Example: Consider a close-shell nanoparticle or droplet in which an atom can be pro-
moted from the closed surface shell to above the surface, creating an adatom and a
vacancy. Which configuration is hot? Which one is cold?

Applying (10.7)) to y = z; we obtain

OH
i = —(x;p;) = kBT,

provided that the boundary contribution to the partial integration can be neglected.
Summing over all degrees of freedom we have

3N p2
_Z <‘“axl> = <;mp> = —3NkgT = —2< ' 2m>

and using Eq.(10.8)

<Z $1p1> = Ekm>

This relation is knows as virial theorem.
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Example: Consider a system of N non-interacting particles in a 3D harmonic potential
well:

r2 1 3N
W=>" by = (Wy=—3 > (wipi) = = kBT = (Bgin) (10.9)
=1 =1

10.4 The ideal classical gas

We consider a classical system in the absence of interactions. Setting W = 0 in Eq. (10.5)),
the canonical partition function is given by

1 /v\Y 1
2V =5 (3) = ilam v,

Using Stirling’s formula, In N! = N In (N) + O(In N), we obtain

e

N
InZ.=NIn <)‘\/;,)> — Nln <e>

The free energy is thus given by

eV
F(T,V,N)=—-NkgTlh | —— | .
(T.V,N) = ~Nkg “<NxJ
It is important to remark that the factor 1/N!in Z., which is a consequence of the indis-

tinguishability of identical particles, is absolutely necessary in order that F' is extensive,
ie., F(T,aV,aN) = aF(T,V,N). Keeping in mind that \ = 27h/\/2rmkgT ~ 1/V/T,
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one easily obtains all thermodynamic properties:

__OF| _ Nkt
P="vie = v
oF eV 3 F 3

E:F+TS=gNkBT7

5
H=E+pV = NksT,

oF 3

_ B 2Ny,
Cvy or|, = 2™Vke

OH 5
=G| =V

19V 1
= === = 5>

vorly T
K __tovy 1 and
" voplr  p
o s
S=RTG T 5,

The grand canonical partition function is given by

> i 1 /v
Zge = Z NZ(N) = 2 (>
N=0

_ VN (10.10)

where we have introduced the fugacity
z=er,

which satisfies the following useful relations:

g'z:ﬂz and ggz,uz.
The grand canonical potential reads

1%
(T,V,2) = _kBTF

or

1%
(T, V, ) = —kpT e R
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The average number of particles is given by

00 LV 2V

N:—@—e MF:F' (10.11)
Using this expression for N we can write
b =—-NkgT. (10.12)
Moreover, from the definition of ® (Laplace transformation) we know that & = —pV" in
general. In the present case Eq. implies
pV = NkgT,

which is the known equation of state of the ideal classical gas.

Finally, as a side comment, one may revisit the ideal classical gas from the perspective
of the grand canonical pressure ensemble and derive the equation of state by imposing
the condition Z,., = 1 to the intensive variables 3, p and p that define the ensemble.

From (5.37) and using (10.10) we know that Z,., = 1 implies

z
fp =5, (10.13)

which involves only intensive quantities and represents the equation of state of the ideal
classical gas, although in an unfamiliar way. In order to rewrite it in the more usual form

we need to calculate the average density (V) /(V') taking into account volume fluctuations.
To this aim use Eq. (10.11)) which holds for any fixed volume V. Therefore, we can take

averages and write
- z

() =

Replacing this result in Eq. (10.13) we obtain p(V) = (N)kpgT.

V).

10.5 The ideal classical gas in the pressure ensemble

We consider an ideal classical gas which is open with respect to all constants of motion
E, N and V. Its equilibrium density operator
Pgep = e BH—pN+pV) ,

which must satisfy the normalization condition Zye, = Tr{pgp} = 1. The variables
defining pye, are here 3, p and p. They define the average energy per particle £ =
(H)/(N) and average volume per particle (V')/(N). The intensive variables 3, p and p
cannot define the actual size of the system. They are linked by the condition Zg., =1
which represents the equation of state of the system. Our goal here is to derive the known
equation of state of the ideal gas from the grand canonical pressure perspective.
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In order to calculate the trace over all possible volumes of the system we introduce
a maximal attainable volume V,,, and then remove this constraint by letting V;, tend
to infinity. Thus, Zye, = Tr{e_ﬁ(ﬁ_“N+pV)} can be expressed in terms of the already
calculated grand canonical partition function Zy.(V) = e2V/** for a fixed volume V as

1 m B
= lim — [ e@&/N=fnV gy (10.14)

The normalization of the density matrix (Zg4 = 1) implies that the intensive variables
0B, z and p must satisfy the relation

z

5 =0, (10.15)

since otherwise Z,., would be zero or diverge. It remains to be shown that this relation
is equivalent to the usual equation of state of the ideal classical gas.

For this purpose we calculate the average number of particles, which is given by
(N) = Tr{N pgep}

1 Vi R ~ ~
= lim V/ e PPV Tr{N e PH-1NN gy
m JO

Vim—oo

Vi 7 a—B(H—pN)

R e )

Vim—o0 Vm 0 ch(v)

1 fVm 10InZ,(V)

- L —BpV . = gc

pAm m/o e 9 (V)ﬁiau av

. 1 Vim 2V

=i g /0 @ Z0o(V) J5 AV
I G ar
TN eV Jy O C ge

z
— F<V> , (10.16)

where we have used that Zy.(V) = ¢?V/** and therefore d1n Zge(V)/Op = %,Bz. Notice
that (N) is, as expected, proportional to (V') since the intensive variables /3, z and p
can only define densities, not the size of the system. Finally, replacing Eq. in
Eq. we obtain the equation of state in the usual form

p(V) = (N)kpT .
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10.6 Derivation of the classical limit

Far too often we hear and read, from most respected people, the statement that classical
mechanics follows from quantum mechanics by taking the limit of Planck’s constant
h — 0. And each time I do I am dissatisfied and puzzled. Classical mechanics exists. We
observe it in experiment. We know that it works to an extremely high level of accuracy
in countless everyday occasions. And still, % is nowhere going to zero. Its value has been
the same as far as far back as we can look into the universe’s past. I am willing to admit
that A — 0 is a practical shortcut. Indeed, if one wants to recover a classical picture of
the universe one can do that by setting A — 0 in some quantum mechanical relations,
basically in order to make Heisenberg’s uncertainty principle, the quintessence of QM,
disappear. In this way a number of classical features, though not all, are recovered. But
still, from a scientific perspective, the argumentation cannot be satisfying.

The purpose of this section is to discuss how to recover the classical limit of statistical
mechanics, starting from the quantum theory that we have developed so far, by pointing
out what assumptions need to be made, when they are justified, and when they are
not. A detailed derivation with strict bounds and error estimates is beyond the scope of
this lecture, and is probably even difficult to formulate in rigorous mathematical terms.
Nevertheless, discussing the subject is physically worthwhile, since it forces us to deal
with the fundamentals of quantum mechanics. Indeed, we shall see that in order to be
able to apply the classical limit of statistical mechanics, one needs to circumvent two
of the most basic principles of quantum mechanics, namely, the uncertainly principle
and the principle of indistinguishability of identical particles. Needless to say that these
are also the quantum phenomena which contradict classical determinism in the most
open and profound way. The following discussion is intended to show why the classical
approximation is valid in the limit of high temperatures and low densities. Moreover, we
should be able to understand how these two principles survive in some way, despite our
most resolute efforts of classical simplification.

The quantum expression for the canonical partition function is

1 (0] o0 - .
Ze(N) = 7 S > k. bnle kL k) (10.17)
k1=1 kn=1

where the sums run over a complete set of single-particle orbitals ¢ (x) and the sym-
metrized states |ki,...,kn) are given by

1
(@1, .anlky,. . ky) = (21 an) = ——= > (EDPor, (@p)) - - Pry (@p(n)) -
VN!'Z
The corresponding average values are
(ki,... k‘N|e_5H|k1, .ky) = /da:l coodey P (xq,. .. an)T e PH O%(x1,...xN).

In the case of bosons the kets |k1, ... kx) and and many-body wave functions ®*(z1,...xx)
are not normalized to one. They have a square norm equal to [, n,! which ensures that
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Eq. (10.17) is valid [see the derivation leading to Eq. (9.5]) in Sec.[9.3]. Moreover, notice
that only Z.(NV) needs to be considered, since Zy. = > 5 2V Zc(NV).

The first hurdle is to deal with the impossibility of defining the position and momentum
of a particle at the same time or, in more mathematical terms, the consequences of
the non-commutativity of position and momentum operators. In order to develop our
reasoning we focus first on just one particle in a volume V. The single-particle kets |p),
having the wave functions .

— i
(71p) We , (10.18)
form a complete orthonormal set in the volume V. Thus, the one-particle partition
function is given by

132
Zi =Y (e P IV ),

—

p

where the sum runs over the complete set of linearly independent momenta within the
cubic volume V = L3 with side L. According to the theory of Fourier series, the plane
waves satisfying periodic boundary conditions at the boundaries of the cubic
volume form a complete orthonormal basis in the volume V. Any function, including
plane waves not satisfying the periodic boundary condition, can be be obtained as linear
combination of the periodic ones within the volume V. This implies that the so-called
allowed values of p’ to be taken into account in the sum are given by

%L = 27y,

where a = x,¥, z and v, € Z. In a more compact form we may write

2mh
)= —1U 10.19
=", (10.19)
where 7 € Z3 is a vector with integer components. The sum of any well-behaved function

f(p) over all possible p'is in fact a sum over all integers 7 € Z3 according to Eq. ((10.19)):

Zf(ﬁ) = Zf(ﬁ

In the limit of V' — oo the allowed values of p form nearly a continuum since the
separation between two consecutive values decreases as 1/L. It is then possible to replace
the sum over p’ by an integral over all momenta p since the spectrum of the momentum
operator tends to a continuum. In order to do that, we need to determine the number of
linearly independent momentum eigenstates contained in a volume element dp®. This is
very important in general since the number of allowed p increases linearly with V' thus
ensuring the extensivity of In Z.. From Eq. one obtains that the number of the
summands d3v contained in a volume element d>p is

v

d3
(2mh)3 P

v = dv, dvy dv, =
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Assuming that f(p) remains finite for all p when of V' — oo, which is certainly the case
for the Z. as we approach the classical limit, we may replace the sum over p by an integral
as follows:

SI=Y 0 - [rod = oo e a.

The factor V/(27h)? represents the number of allowed values of 7 in a volume element
d3p. Should there be terms f() in the sum which diverge in the limit of V' — oo, one
would need to identify them and add them up separately, since isolated points give no
contribution to an integral. Later on we shall see, in the context of the Bose-Einstein
condensation, that this situation appears when computing the average occupation of the
p = 0 state of bosons at low temperatures.

In order to calculate the classical limit of Z; for large V' we thus replace the sum by
an integral and obtain

V[ By (51 e BE+T@)
Zl = W d P <ﬁ| € 2m |ﬁ> .

We may now split the exponential of the sum of the non-commuting kinetic and potential-
energy operators in a product of exponentials by using the Zassenhaus formula

S (XHY) _ X tY (T XY ~E @YX YIHX XY

which to lowest order in ¢ reads

2
SHXHY) _ tX Y (1 _ %[X, Y] +. > . (10.20)

XY _

This relation follows from the more widespread Baker-Campbell-Hausdorff equation e* e
e’ with Z = X +Y +[X,Y]/24+.... Before we can use Eq. (10.20) for t = 3 in the high
temperature limit we need the commutator

[p%,U(7)] = —i2hVU -p — B2V2U .

We may then approximate the partition function to the lowest (second) order in § as

<2 - 212

Introducing the Dirac’s completeness relation [ d3r |7) (7] = 1 between the exponentials
we obtain

h2,82

2 I 2 .
&r [d®p (5l e P2 |7) (7] e PUD) <1 —¢2£ VU -p—
m

ViU + .. >\ﬁ>.
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Acting with the momentum and position operators on the bras or kets having well-defined
P, respectively 7, as appropriate yields

2 . 2 2
/d?’r/d?’peﬁgm e~ AU (1— @VU]T B ViU + .. >|<f]ﬁ>|2

Notice that the second term in brackets vanishes because it is linear in p, an expected
result since it would not have been real. Taking advantage of the fact that single-electron
plane waves satisfy |(7]p)|> = 1/V for all ¥ and p, we obtain Z; and its first nonvanishing
correction in the high-temperature limit:

7 =
' (2rh)?

h262 5
7 = Z< 4m<VU>+...>, (10.21)
where ,
dPr [ dPp e Plzm U] (10.22)

is the classical partition function, and

JdPr e~ PV 2U
fd3r e—BU(T)

is the classical average of the local curvature of the potential U. Notice that the momen-
tum distribution is irrelevant for calculating the classical average of any function of the
coordinates. Since (V2U) is finite and tends to a constant in the high temperature limit,
where all positions in the volume V are equally probable, we conclude that the quantum
partition function converges to the classical one as 1/72 for large T. The quantum cor-
rection is also proportional to A% /m, which is understandable since in this case it results
exclusively from Heisenberg’s uncertainty. One may also write 7232 /4m = A2 /8. The
particle density v does not appear in the expansion as part of the convergence criterion,
since only a single particle has been considered so far.

(V2U) = (10.23)

In the case of N identical particles we follow an analogous procedure. We consider the
complete basis of symmetrized (bosons) or antisymmetrized (fermions) states with de-
fined linear momenta pj, . . ., px, which we denote in a compact way by |p) = |p1, ..., DN),
as well the basis of states with defined positions 77, ..., 7y, which we denote by |¢) =
|71, ...,7n). Accordingly, [dp and [dg stand for the multiple integrals []; d3p;, respec-
tively [, d3r;. If present, for example for fermions, the spin projection is also taken into
account among the quantum numbers p; and 7; defining the kets involved in calculating
the trace.

In the limit of large volume V' Eq. (10.17] can then be written as

1 vy :
—BH
N @nh)oN /dp (ple™""[p) ,

where the Hamiltonian governing the system is given by

Ze(N) =

A2
H=T+W =3 2 W(F,...7).
i
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The relevant commutator between the kinetic energy T and the potential energy W is
) 2 . h = N h2 2
T, W)=—i— ;viw-p@- — 5 Eijviw,

where V2W stands for the Laplacian of the interaction energy W with respect to the
coordinates 7; of particle i. Using the Zassenhaus formula we find that to lowest order
in B the partition function is given by

N — e Y B2 o= BW (1. 7N)
dp(p‘e 2m 2+ Pi g 1TN)

1
Ze(N) = N (27h)PN

Introducing the Dirac’s completeness relation [ dq|q)(q] = 1 between the exponentials
and acting with the momentum (position) operators p; (7;) either on the bras or on the
kets having well-defined p; (7;) we obtain

Ze(N) = Lo dq [dp (p| e~ P ZiP2|g) (gl BV (Fr7n)
‘ N! (277)3N
(1= i - S )
ZQm - v Di Am : i o] p

and

1 VN 8>, ﬁJrW(FlmpN)] h? 32 2 2

where we have used that the terms that are linear in the momentum operators vanish,
since inverting all p; yields the same kinetic energy and probability distribution |(g|p)|?.

This expression can be further simplified by noting that the amplitude of the normal-
ized plane waves scales as 1/v/V). Therefore |{q|p)|? & 1/VY which cancels the
factor V. It therefore meaningful to change the normalization of the single-particle
wave functions entering the symmetrized N-particle kets |p) by using the plane waves

(71p) = ei?, (10.24)

whose amplitude is independent of the volume V' and which satisfy the simpler relation
|(F1p)|?> = 1. Denoting the corresponding symmetrized states by |p) we have

p) = VN2 |p)

and therefore

2Ny = L L g [ipefIS W) hﬁZVzWJF alf)?

(10.25)
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The above semiclassical approximation of Z.(IN) starts to closely resemble the classical
partition function (10.1]). It allows us to obtain the classical limit and to identify the
origin of the leading quantum corrections. The first one is given by

k232 ) R2B2  [dge PV @) 2w

i (10.26)
which has its origin in Heisenberg’s uncertainty principle or, in other words, in the im-
possibility that the momentum and position of any particle take arbitrarily sharp values.
Notice that (VZW) represents the classical statistical average of the curvature of the
interaction energy felt by each particle. It is independent of i since all particles are
identical. This contribution is proportional to A% and vanishes with increasing tempera-
ture as 1/72, thus showing the expected convergence to the classical expression at high
temperatures. An analogous correction was found for a single particle in an external
potential [see Egs. f]. This quantum correction can be regarded as the
consequence of the motion of each individual particle in the field created by the others.
Consequently, the volume per particle v = V/N and the average interparticle distance
v!/3 also play an important role. Indeed, larger v implies weaker average interactions
(W), as well as a longer length scale for its spatial variations, which both contribute to
reducing the average local curvature (V;W) until, in the limit of v — oo, (V;W) vanishes
altogether [see Eq ] Therefore, the classical limit is not only a high-temperature
approximation, but also a low-density one. For any finite T', whatever high, the quantum
effects cease to be negligible at a sufficiently high density 1/v. Conversely, the validity of
the classical approximation can be pushed to lower temperatures (but never for 7" — 0!)
provided that the density is sufficiently low.

The second quantum correction is a more subtle consequence of the fact that in a
fully symmetrized or antisymmetrized quantum state, the joint probability distribution
qlp)|> = |(F1,...,PN|PL, ..., Pn)|? of finding the particles at the positions 7, ..., 7y
depends on both the point ¢ = (71,...,7n) as well as on the occupied momenta p =
(P1,-..,Pn). One says that the particles are correlated by their symmetry with respect
to interchange (bosonic or fermionic). This phenomenon is a clear manifestation of the
indistinguishability of identical particles, a truly many-body quantum behavior which lies
well beyond the scope of a classical description. It is of course absent in the single particle
case, where |(7]p)|? = 1/V or 1 depending on the chosen normalization [see Eqs.
and ] Moreover, it is important to note that these symmetry correlations are
also present in the absence of interactions W. Therefore, one may determine their effect
analytically by setting W = 0, in which case it is possible to calculate the exact quantum
partition function and thermodynamic properties for all temperatures and densities. We
shall develop this approach in the following chapters.

In order to understand the classical limit of |(g|p)|?> and the consequences of the sym-
metry with respect to interchange in the high-temperature low-density limit, we consider
the joint particle distribution in a symmetrized product state ®*(x1,...xy), in which
the occupied orbitals are not necessarily plane waves but arbitrary single particle or-
bitals ¢1(x),...¢on(x). Thus, we replace the ket |p) = |p1,...,Pn), in which the oc-
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cupied single-particle states have defined momenta p1, ..., pxN, by the more general ket
l¢) = |¢1,...n). As in chapter [0 we denote by z; = (7, 0;) the position and spin
quantum numbers of particle i. Thus, the N-particle ket |x) = |z1,...zn) with well
defined coordinates x1,...zy takes the role of |q) = |F,...,7n) and the wave function
(x|¢) corresponds to (gq|p). The fully symmetrized wave functions are given by

q)s(.%'l,. . .[IJN) = <3§'1,. . .$N|(p1,...g0N> = <$‘tp>

= \/% g(il)pgﬁl(xP(l))v cee @N(xP(N))
= \/;7‘ ;(il)pﬁpp(l)(xl)y e @P(N)(xN) s

where the sum runs over all permutations P in the natural interval [1, N], p is the order of
the permutation P, and the + (—) sign applies to bosons (fermions). The corresponding
joint probability distribution of finding the particle at the coordinates x1,...xyN is

(@) 2 = (21, ... ane1, . .. on)]?

1 . .
= ﬁZ(il)“q epa)(@1)"s - opv)(@N)" o) (®1), - - - vy (TN)
2

1
= ﬁz lopay(@)? - - lepn (@n) P+ (10.27)
P

1 " .
3 Z(il)p+q opm) (1) o) (®1) - - ppv)(TN) Py (en) . (10.28)
" P#£Q

One recognizes two types of terms. In the permutations P and () are identical,
the phase factor (+£1)PT¢ disappears and with it any differences between fermionic and
bosonic behavior. This contribution is simply the product of the probability densities
|oa(z)|? of finding a particle in the orbital a, yet symmetrized in order that the same
result is obtained regardless of which particle has which coordinates x;. In contrast, in
the nature of the particles is crucial. Here we find at least one 4 for which P(i) #
Q(i) and therefore the overlap ¢ p(;)(2i)* ¢ (2i) and the phase factor (1)P*? matter.
This expression is quite complicated in general. However, it simplifies enormously in
the particular case where the orbitals ¢, (x) that the particles occupy do not overlap at
all, i.e., if the particles always (or almost always) occupy completely different regions in
space [i.e., g (x) pg(x) = 0,Va # B and Vz| which corresponds to the classical notion of
distinguishability. Notice that this presupposes that also for bosons no orbital is occupied
more than once. In this case the contribution where P # (@) vanishes altogether,
since P(i) # Q(i) for some i and therefore wp(;)(z)* @) (r) = 0 for all . In this case
the joint probability distribution reads

1
(z1...anlp1...on)? = NI Z lopay (@) lepv) (@n)]?
P
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If the particles are localized in wave packets occupying different regions in space, the
only consequence of the indistinguishability of identical particles and of the associated
symmetry of the many-body wave functions is that only one distinct many-body state
(and not N!) can be constructed when a set of N orbitals ¢1,...,on(x) are occupied.
This provides a justification for the Boltzmann counting introduced ad hoc in Sec. [10.]]
as a shortcut to the classical limit. Furthermore, the above analysis shows that in the
classical limit, when the particles states can be approximated by non-overlapping orbitals,
the bosonic of fermionic nature of the wave-function symmetry plays no role. Moreover,
(z1,...,oN|01,. .., oN)|? is simply given by the symmetrized product of the probabilities
of finding the particles at the points z1,...,zx. In the context of Eq. this means
that the classical limit of the probability density distribution |{¢|p)|> = 1, where we have
used that |(7]p)]? = 1 [see also Eq. ] In this way the classical partition function

(10.1) is finally obtained.

Before closing it is important to stress that the accuracy of the assumption of non-
overlapping single particle states, and thus of the classical approximation to Z.(N),
depends both on the density 1/v or average interparticle distance v!/3 as well as on the
temperature T'. Clearly, the higher the particle density is, the stronger is the localization
which has to be imposed to the single-particle orbitals in order to avoid any overlaps.
As the average interparticle distance decreases, the spatial extension Ar of the orbitals
(o must also decrease roughly as v'/3. Consequently, the kinetic energy of these orbitals
increases roughly as AFE = %—gj ~ 2njir2 %U_Q/ 3. This localization-induced energy
enhancement AFE has little effect on the calculation of Z.(N) when the temperature
T is high enough, since in this case large values of the kinetic energy p?/2m dominate
and any energy differences that are much smaller than kg7 turn out to be irrelevant.
Quantitatively, this condition is satisfied when kg1 > AF or equivalently )\2/1}2/3 < 1,
which corresponds to . Conversely, the assumption of localized orbital, which
as we have seen is inherent to the classical approximation and to the very notion of
classical distinguishability, becomes unacceptable when the temperature is low and \ is
comparable to v1/3. In this case, small momenta having a large spatial extension and
a small kinetic energy are the most probable ones. In the low temperature regime the
indistinguishability of identical particles remains crucial in every respect.
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11 The ideal quantum gases

The simplest system of N identical particles is found in the absence of interactions. In
this case the Hamiltonian is given by

izﬁ

where m is the particles’ rest mass. The case of photons will be discussed separately. In
order to compute the partition function we need to find the eigenstates of the system, or
at least we need to classify them by finding the appropriate quantum numbers, the cor-
responding eigenvalues and their degeneracies. In the following we assume for simplicity
that that the particles are spinless. In other words, we ignore the particles’ spin degree
of freedom and the degeneracies associated with it, even in the case of fermions.

Since there are no interactions among the particles, the Hamiltonian is simply the
sum of the kinetic energy operators p?/2m, each acting on a different variable 7;. Under
these circumstances the eigenfunctions of H are products of single-particle wave func-
tions wuq(7), each one depending on the coordinates 7; of the ith electron and being
eigenfunctions of p; 2/2m. Any simple product, however, needs to be symmetrized (anti-

symmetrized) in order to comply with the symmetry requirements on the wave functions
of indistinguishable bosons (fermions). The general form of the N-particle eigenfunctions
is

Uiny (@1, zn) = fZ Pug(zpay) up(Tp@) - up(Tpvy) s (11.1)

where the + (—) sign corresponds to bosons (fermions), the single-particle wave functions
are the known plane waves

up(T) = \?Veﬁpr , (11.2)
and pi,pa, ... PN are the momenta of the particles. One usually says that pi,ps,...pN
are the momenta which are occupied in the state Wy, 3 since ny # 0 only for p' = pj.
Notice that the norm of Wy, 3 is not equal to 1 in the case of bosons having nz > 2 for
some p, even though the single-particle states uz() are normalized. As already discussed,
W(n,y depends only on the set of occupation numbers {ny} which count how often the
single-particle state uz(7) appears on the right hand side of (11.1] - For bosons all positive
or zero values of ng are allowed (ny = 0,1,2,...), while for fermions nz can only take the
values 0 or 1 (Pauli exclusion pr1n01ple). In all cases the sum of all occupation numbers
must be equal to the number of particles:

N=> ng, (11.3)

where the sum runs over all possible values of the momentum of a single particle in the
volume V. The fact that the eigenstates of H depend only on {n;} can be stressed by
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introducing the occupation number representation of the many-body states. Thus, the
kets

’{nﬁ}> = ‘nhn?? cee 7noo>

have definite occupation numbers of all single-particle eigenstates of the momentum
operator p. The normalized wave function corresponding to [{nz}) is given by

1
(@1, an{ng}) = —/——=V (21, .. 2N) . (11.4)
The states |n1,n2,...,Ns) constitute a complete orthonormal set satisfying
(n1,m2, ... Neo|n,nh,...nL) = 5n1n’1 o Opoont, -
Since uz(r) is an eigenfunction of P we have
~2 12
p p
%Uﬁ/ = %Uﬁ/ = Eﬁ’ Uﬁ/ . (115)
This implies that the N-particle wave function satisfies
HY ng) = Efng) ¥ (ng) (11.6)
where the eigenenergy
E{nﬁ} = Znﬁ Ep (11.7)

p

is the sum of the single-particle eigenenergies 5 = p?/2m of the occupied states ug. In
the occupation number representation we have

f[\nl,ng,...noo> = (anel> |ny,no,...Nxo) (11.8)
7

where ¢ = 1,2,3,... is an index that enumerates the different possibles values of the
momentum p. Alternatively, we can also write

H[{nz}) = Znﬁé‘ﬁ [{nz}). (11.9)

In order to determine the allowed values of 7, we consider a cubic volume V = L3 with
side L. A complete orthonormal basis of eigenfunctions of the momentum operator p'is
given by

i =
g P
Uy = ert

5-
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where the values of p satisfy periodic boundary condition
p
%L = 27y,

where o = z,y,z and v, € Z. This constitutes a complete set of single-particle wave
functions in the volume V. In a more compact form we may write

p=—"U 11.10

=7 (11.10)
where 7 € Z3 is a vector with integer components. In the limit of V — oo the allowed
values of P form nearly a continuum. This will allow us to replace a sum of a function
f(P) over all possible i by the corresponding integral in momentum space:

2B — m‘/;i)g/f(ﬁ)dgp, (11.11)

provided that all the terms in the sum over p are finite. Later on we shall see, in the
context of the Bose-Einstein condensation, that this condition is not always satisfied. In
such cases the diverging term or terms (e.g., p'= 0) need to be identified and added up
separately. The factor V/(27h)? gives the number of allowed values of p in a volume
element d3p. Formally, we may write

St =0 o [1@d- (%Vh) JEGL
I v

since

L
J:%ﬁ = dv=dvdy,dv, = v dp.

Computing the canonical partition function Z.(N) for a fixed number of particles is
quite complicated, since we would need to impose the constraint

N:Znﬁ
2

on the occupation numbers n;. However, this restriction is absent in the grand canonical
ensemble, where all possible values of n; and all total numbers of particles NV are a priori
possible. The grand canonical partition function is given by

Zge = Tr{e PH-1N)y
—BY(ep—t)ny
=Y e 7 , (11.12)

{nz}

where we have used that in [{nz}) the number of particles is

N=> ny (11.13)
7
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and the eigenenergy is
E=) eng. (11.14)
2

The sum in Eq. runs over all states [{n;}) with defined occupations {nz}. Notice
that each set of occupations {n;} defines one and only one distinct state. Therefore, we
must consider all possible values of njz for each p. To this aim we enumerate the different
P in some arbitrary way according to the index i, so that p' <+ i and {nyz} = {ni,n2,...}.
The partition function is then given by

—B2(ei—p)ni
7 c = ...€ i
_ (Z eﬁ(mu)m) <Z eﬁ(szu)m) ..
ni n2
_ H Ze—ﬁ(é‘ﬁ—u)n]
P -
— H Z (65(€5H)>n] .
2

n

The sum over the occupation number n is of course different for fermions (n = 0,1) and
bosons (n € N). For fermions we have simply

Zye =11 (1+e7Pemm) (11.15)

p

For bosons we obtain

1

Zge = 11.1

9e H (1- e—B(Eﬁ—#)) (11.16)
P

after summation of a geometric series, whose convergence requires e BlEs—1m < 1, or

equivalently, u < 0 since €5 > 0.

In order to facilitate the mathematical manipulations it is useful to replace the chemical

potential u by the fugacity
5 = oBK

as one of the independent intensive variables defining Zy.. In terms of z we have

[1(1+ze P) for fermions

—

Zge=1R F _ 11.17
I [T(1—ze Per) " for bosons. ( )

i

P
The grand canonical potential is thus given by

—kpT Y In[l+ e_ﬁ(aﬁ_“)] for fermions
2

11.18
kT > In [1 - e_ﬁ(’fﬁ_“)] for bosons. ( )
2
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Moreover, since ® = —pV, the pressure-volume relation reads

v > In [1 + e Bles ’“)] for fermions
pv )y

— 11.19
kgT —> In [1 — efﬁ(eﬁ*”)] for bosons. ( )
P

The chemical potential u, or the fugacity z, are defined by the average number of particles.
In the case of fermions we have

1

=y ——. (11.20)
— y—lgfer 41
p

Analogously for bosons we have

e_ﬁ(sﬁ_u)
N - Z ]_ — e_ﬁ(aﬁ_u)
p

~X g
o — 618(817_“) —1
p

1
— Zm (11.21)

—

These equations need to be solved to find u(N) or z(N), which can then be replaced in
(11.19) in order to obtain the equations of state relating p, T and N/V.

The average occupation of each single-particle state p’ can be calculated as
<nﬁ> = Tr{ﬁﬁﬁgc}
_ Tr{ﬁﬁ efﬁ(H*N)}
= 70,
Tr {ﬁ;ﬁ PREPICH *#)ﬁﬁ}
= 7o,

1 0
=———1InZ,
/Baéﬁn g
0D
_8813'7
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which yields
1

—————— for fermions
eﬁ(£5*#>+1

(np) =

-1 _
or bosons.
e/B(Eﬁ_H) 1

Comparison with Egs. (11.20) and (11.21) shows, as expected, that }_;(nz) = N. Here

we may also confirm that e PE5—#) = e P < 1 for bosons, as requested in order
that the geometric series leading to converges, since f; has only positive or zero
eigenvalues. In other terms, (nz) > 0 < %=1 > 1 & 4 < g5 for all p, which implies
that 1 < 0, or equivalently, z < 1. Notice that if u — 0, (nz) diverges for p' = 0.
However, the density N/V is necessarily finite. Therefore (ny)/V is always finite for all
p. For fermions (n) itself is obviously always finite for all p.

In order to pursue the discussion we take the limit V' — oo and replace
%4
- — [ &
% G | 2
P

whenever this is possible. In fact, such a replacement is valid as long as the terms in the
sum remain finite in the limit of V' — oco. If this is not the case one must single out the
terms that risk to diverge and sum them separately. In the following chapters the Fermi
and Bose gases are discussed specifically in some detail.
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12 Fermi systems: The ideal Fermi gas

In order to analyze the properties of the ideal Fermi gas in more detail, it is convenient
to consider the fugacity z = e%*, T and V as the thermodynamic variables. The fugacity
z = ePM is an intensive variable which, like p, defines the particle number N at the given
temperature T'. Alternatively, one may regard z as a function of T" and N.

Let us examine the equation of state
-
kBT g ln[l—l—ze P} . (12.1)

Since z = e%* > 0 and e~ > 0, all the terms in the sum are finite. We may then write

In|1 /] g 12.2
ksT (27771)3/ npE e p (12:2)
V oo
= @nh)? 47r/p2 ln[l + Ze_ﬁpgﬂm} dp. (12.3)
0
Introducing the dimensionless integration variable x = \/#W in Eq. 1} we have
4 3 [
kBLT = (27;‘;)3 <\/2kaT) /x2 ln{l + ze_x2] dx . (12.4)
0
Recalling that A\ = \/#Z'J is the thermal wave length, the equation of state takes the
form
p
m = Ff5/2(z)’ (12.5)
where

T = z
f572(2) f/m In 1+ze 2} Z = 115/2 (12.6)

=1

is one of Riemann’s z-functions. Notice that the integral is well defined for all z > 0 and
that f5/5(0) = 0. However, the Taylor expansion converges only for |z| < 1.

In order to obtain the Taylor expansion of f5/5(z) for small z we develop In(1 + az)
around z = 0. The derivatives are

2

(a a (2 « 3 203
In(1 + az) _A; 1+ az = (14+a2)?2 (14 «az)?

z

- ... (12.7)

In general we have for [ > 1

d' (=Dt -1l
dz M) = T

dz
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and for z =0 l

e = (-1t -1a.

z=0

In(1 + «az)

Since we are interested in f5/5(2) we set a = e o’ Therefore, we need the integrals

o0 [e.e]

4 2 —lx? _ 4 1 y? _i
7T/:L'e dr = fl//ye dy R
0 0
Vi /4

where we have introduced y = vz and dz = dy / V1. Since

f5/2(2) /dz: 22 In(1 + ze™ ””2)
we have
d' f5/2(2) -1 47 2 1 -1 1 !
_Jo/er 7 = (— = —la? )= = (=)
o =0 ﬁ/xe dr = (-1 - Dt = ()
0
1:3,/2
for I > 1. Recalling that f5/,(0) = 0, we finally have
l 2 3

f5)2(2) = Z(—l)l”m =z — ™G + 575"

=1

The equation for the number of particles reads
1 1
N = ; eﬁ(eﬁ—,u) +1 - ; Z—leﬁeﬁ+ 1

Since z = €% > 0 all terms in the sum are finite. Thus, for V' — 0o we may write

V o0
1
_ 2
N (27??1)347T/p z=1lefer 41 dp
0

and

N 1 1
v = ” = Ff:z/z(z)v (12.8)
where
4 x
= 12.9
o) = = [ e (12.9)
0

4/
7r exg+z
0
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Notice that

zdf5/2 _ / da
dz 1+ze 1+ ze—2?

0

4 o

7T/%Q *1e$2+1 dr = f3/5(2).
0

Consequently,
df5/2 = 1—1 Zl
f32(2) = 2 dz :Z(—l) 1372 (12.10)

Both f5/5 and f3/; have convergent Taylor expansions for z — 0:

f3/2( )Nz—i—i-
and
f5/2(2:)%2—m+...

with the convergence radius |z| = 1.

12.1 Energy-pressure relation

An interesting relation may be derived between the average energy E = <ﬁ ) and the
pressure p of an ideal fermionic gas. On the one hand we know that

pV =—0=kpTInZ,.
Therefore, using Eq. (12.5]) we have

pV Vv
In ch = ]@7 = F]%/Q(Z) . (1211)

:Tr{ZzNe_Bﬁ} ,
N

L gy {Z zNe—ﬂHﬁ} = (E). (12.12)
N

On the other hand, we know that

which implies that

0lnZy.
o}

z,V
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Notice that z and not p is kept fixed in the partial derivation. Combining (12.11) and
(12.12)), and recalling that ﬁ% (%) = —T% (%) = —%%, where A = 27h//2rmkpT
T—l 2’

we have

_81n Zge
op

o (-2) 5

3

Vv
= §kBTFf5/2(Z)

3
= 5p‘/

(E) =

Remarkably, the relation
3
E= ipV (12.13)

is the same as in the classical limit. However, pV' is not simply proportional to T"! Using
thermodynamic relations a number of other properties can be derived from Eq.(12.13]).
See the following exercises.

An alternative derivation of the energy-pressure relation can be provided, which helps
revealing its more general validity. Given an arbitrary system (interacting or not) gov-
erned by the Hamiltonian H we have

__oe) 09
P= v, vl
olnZ

= kgT 9¢
BS v -

oH
=— <8V> (12.14)

If the particles do not interact with each other or with an external field, we have
ﬁ = Z ’ﬁﬁ Ep
2

with g5 V~2/3_ Thus,
8525‘ _ 2¢ep
oV 3V
and .

oH 0y 20
o~ 2

P ey T T3V
p
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Consequently, replacing in Eq. (12.14) we obtain

_2F
P=3v-
In this way one concludes that the relation holds for fermions, bosons and classical
particles alike.

Exercise 12.20: The energy of the quantum Fermi gas is given by E = 3/2pV. Show
that this implies that the adiabatic compressibility is also given by the classical expression
ks = =. Are there other classical-ideal-gas relations which survive in the quantum case?

Exercise 12.21: Calculate the entropy S of the non-interacting Fermi gas. Express the
result in terms of (nz) and interpret the result physically. Hint: For the interpretation
calculate the number of accessible states € for V; Fermions occupying g; states, and express
Q in terms of the probability n; = N;/g; for an individual state to be occupied.

Summarizing so far, the functions

o

f5/2(2) / z 22 In(1l + ze~ x2)

0

and

f3y2(2) = 2f59(2) f/ —1e$2+1

define, on the one hand, the grand canonical potential ® per particle and the equation
of state in terms of A3/v and the fugacity z as

v
¢ = _kBTNFf5/2(Z) ;

pU v
]@7 = Ff5/2(2)-

On the other hand, they allow us to obtain z as a function of A3/v by solving

)\3
— = f32(2).
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These Riemann functions can be expressed in the form of integrals, power series or
asymptotic expansions. Otherwise, they can only be evaluated numerically. In particular,
there are no closed expressions, neither for N as a function of z, nor for the much needed
z = z(N) in the general case. There are, however, two most important limits, which
deserve to be worked out analytically.

12.2 High temperatures and low densities

The limit of low densities and/or high temperatures corresponds to 22 — 0. Since f3/2(2)
is a monotonously increasing function of z, this corresponds to z — 0 This limit is easy
to discuss since

l
(—1)l_lz— =z— ! 22+ 0(2°)

WE

f3/2(z) = — 13/2 2\/5
and - l
Foae) = 3 (-1 g = e — 22 0

SER

have a convergent Taylor expansion at z = 0. We obtain z from

which implies

and
A1 /A3 A3\3
Z:v+2\/§<v> +O<v>

e () o] 215

v
Taylor developing f5/5(2) for small z and replacing 2 with the expansion (12.15) we
obtain the equation of state

pv v 1 3
T = <F> [z— ok + O(z )]
N
W2 v 42 v

1 N\ 3
— 14+ .
fv+0< )
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We recover the classical limit and the first non-vanishing quantum correction, which is
entirely due to the symmetry correlations in the fermion wave functions (no interactions).
Notice that the leading correction is proportional to A* ~ A3/ T3/2. In the Fermi gas the
pressure is always higher than in the classical Boltzmann gas. This is the consequence
of the Pauli exclusion principle, which precludes identical fermions from occupying the
same region in space, thus resulting in an effective repulsion among the particles. This
enhances p, despite the lack of any interaction. As we shall see, the pressure of the Fermi
gas is finite even at T' = 0.

The grand canonical potential in the limit of (%3) — 0 reads
138 AN ]

®=—kpTN |1+ ——+0 —

7 42 v < v )

and

3 1 A3 A3\ ]
E = SkyTN 1++o<>

from which the leading quantum corrections to all other thermodynamic properties can
be obtained (Cy, Cyp, k1, , S, etc.).

The average occupation () for z — 0 (i.e., fu — —o0) given by

(]

1

— —  ~ze P )\—36_6‘55—1- O
z=lefor 41 v

(ng) =

takes the Maxwell-Boltzmann form.

Exercise 12.22: Generalize the expressions for ® and N for Fermi and Bose gases to the
case where the single-particle energy levels ez, have a degeneracy g (i.e., €5, = €5 for
a=1,...,¢9). In this way one can take into account the intrinsic angular momentum S of
the particles (g = 25 + 1). Derive the corresponding expressions for (7).

12.3 Low temperatures and high densities

A far more interesting and important limit is found at low temperatures and/or high
densities, i.e., /\73 — +o00. Since f3/5(z) is monotonously increasing we also have z =
eP — 4+00. We therefore need a systematic asymptotic approximation of the diverging

functions f5/5(2) and f3/5(2) in the limit of 2 — +oco. This development is known as the
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Sommerfeld expansion after Arnold Sommerfeld (1868-1951). It is given by

7.[.2
foale) = 5mnz? (14 5 (nz) 2+ 0[n2) )

and

2
f5/2(2) = 15)éf/?r(ln PRE (1 + 5?(ln 2)72 4 O[(lnz)_4]> :

In the following a formal derivation of the Sommerfeld expansion is presented. The
physical consequences are discussed in Sec. [12.3.2

12.3.1 The Sommerfeld expansion

We start from

f5/2(2) \F/ac In(1+ ze x2)d

and replace y = 2, dy = 2zdx, dv = dy/2,/y to obtain

1
—— y In(1+ze7Y)dy

f5/2(2) = 5

-
<

yIn(l+ze™Y) dy.
~

u’ v

e

0\8 0\8

We integrate by parts as

N 2 3/2 —y ee 002 3/2 ze Y
fs)2(2) = 3Y In(1+ 2e7) . + 3V T e dy
0

4

0
y dy
fo12(2) 3\F —1ey+1

Before further manipulations, let us apply the same change of variables z? = y to

o0
4
f3/2(2) 7T/ —1ex2+1 da
0
and obtain
2 o
fs/2(2) 7T/ _ley + 1
0
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We see that both functions of interest may be cast in the same form. We thus need to

expand

ul

—~

e yml
/z leV +1 dy.
0

N——

v

for m = 3/2 and 5/2. We integrate by parts and obtain

1

m

Ey z 1ey+1

oY
7(1.
/m (z71ev 4+ 1)2 4

0
At this point it is useful to introduce the variable

v

v=0Fp = z=¢€" and v=Inz

o¢] y—v
1 m e
= — — dy.
m/y (v + 1)2 Y
0

and write

Replacing t = y — v we have

oo
)= [ om S
z)=— [ (v —— dt.
" m (et +1)2
[o.¢]
As z — 00, ¥ — 00 and the integral approaches [ . The function
— o0

t —2t t —t

MO = 1P = w1~ e =Y

is even, has a bell-like form with a maximum a ¢ = 0 and a width (mean square deviation)
o = 7/\/3. It decreases exponentially for || — co.

o0

/ h(t) dt = 1.

— 00

h(t) = —% (et1+1> t=pBe—n

Since h(t) has a peak form with a finite width of about 2-4 around ¢ = 0, we can expand

m(m —

1) m—2 42
t ..
S +

v+t =v"+mv™ 4
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for small ¢ and obtain

7 1 e’ -1 m(m—1) 32
—v
(o ¢] o —V
We may now replace [ ...dt = [ ...dt — [ ...dt knowing that
—v —00 )
—V —V 2
et g
/ e dt ~ / te™t at =tlet|  —1 / tleldt oc vl e™ = 0
CESIE N
—0 —o0 -

which vanishes as v = In z — +o00. For further details one may note that

A = (—V)l eV —1A_4
Aj=PeV = Pe V= —(l/)l eV —1lP_1e7"
}Dl = (_V)l _lPl—17

bt 4

where P is a polynomial of degree [. The integrals f t'—S— dt are of the order vle

t+1)

and can therefore be neglected in the limit v = 1nz —> +00. We finally have

. 1 -1
Jm(2) = — (Ioum +mLy™ !+ mbqu + .. >

2
where
400 ¢
e
L= | t'———5 dt
N
—0o0
Since h(t) = ﬁ is even all odd-{ integrals vanish. For [ = 0 we have
+0o0 of
L= | ———dt=1
’ / (e +1)?
—o0

and for even > 0

0 7 -t
Ii==215} / v
0 A=1
= (=1 @a-2"1¢

where (([) is the Riemann zeta function:
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We can now replace this information explicitly for m = 3/2 and 5/2:

N 2
f3/2(2) = g [V?’/Q + %gu’lﬂ + O(V5/2>]

and therefore

2
f372(2) = Tf3/2 ( _1/2+--.) = 35;7?1/3/2 <1+7;1/_2+...>

2

_ ﬁ <(1n 2)3/2 4 g(ln 2)" 12 4 O[(ln z)—5/2}> .

In the same way we have

4 -
fs/2(2) = ﬁfs/z(z) (12.16)
where
- 2 72 15 _
fsp2(2) = 5 <V5/2 + gg’/lﬂ +O0(v 3/2)> :
Consequently,
2
fsp2(2) = 1;/% <V5/2 + 5%1/1/2 +. >
__8 (In 2)*/? + ﬁ(ln D240 [(ln 2)73/2}
15/ 8 '
It is probably clearer to write
f32(2) = i(lnz)s/2 1+ 12(111 2)72+0[(Inz)™" (12.17)
3/2 3ﬁ S :
and
Fa(e) = (22 (14 7 n2)2 1 O[] ) . (12.18)
/ 15/ 8

The above Sommerfeld expansion will allow us to calculate the properties of the ideal
fermion gas in the most interesting quantum limit. The expressions become a lot more
transparent once one replaces In z by Su on the right hand side. In the following section

we use the expansion ((12.17)) of f3/5(z) in order to obtain z = fg_/é()\‘?/v) as a function
of A3/v. Replacing then z in the the expansion ([12.18) of f5/2(z) gives access to the

equation of state and to all thermodynamic properties as a function of T', N and V.

12.3.2 Physics of the low temperature limit

Before using the Sommerfeld expansion and solving for z as a function of the density
N/V or the volume per particle v = % it is useful to consider the T' = 0 limit explicitly.
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In this case the occupation numbers are

1 1 if gz<pu=cp
5 = B 11 (0 i
eP\er—H) 41 0 if eg>p=cr

All states are occupied below the Fermi energy er and all states above ep are empty,
where

_ br
5F_Qm
and
1% g Vo4 %
N=———dn [ p*dp = ~TPY = 5 DY
(2rh)3 " / PP = onn)3 3™PF T Gz PP
0

The Fermi wave vector is thus given by the density or volume per particle v as

671'2 1/3

It is an eminently quantum property proportional to i divided by the average distance
v'/? between the Fermions. Accordingly, the Fermi energy is given by

n2 (6n2\*?

Both er and pr are independent of the size of the system. They are intensive quantum
properties, which are defined entirely by the particle density N/V = 1/v or volume per
particle v, and which increase monotonously as a function of 1/v. In order to quantify
the temperature scale below which quantum effects dominate we introduce the Fermi
temperature

EF
Tp = —.
F ko
In fact, the Sommerfeld expansion and the following discussion hold only as long as T'
is clearly smaller than Tr. Quantitative values of Tr in usual metals (of the order of
10* K) show that this is perfectly valid assumption.

The importance of e and TF becomes clearer when one considers the properties at
finite low temperatures. To calculate p to the lowest non-vanishing order in 7" we use
the expansion of f3/5(z) for large 2:

)\3

2
o= f3/2(2) = :Si%(ln 2)3/2 <1 + g(lnz)72 + O [(In z)4]> .

Recalling that
3/2
V2rmkpgT V. m m
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and replacing In z = Su we have

() - i)

Rearranging the prefactor we obtain

B2 U6 2 <ﬁ2>3/2 _ P (1 + 7;2(5#)_2 +0 [(5M)_4]>

2m

B2 6r2\ 3
m<> —“<”
< % 2+...>,

o () (ol

Replacing ¢ on the right hand side and keeping the terms up to order (kgT/er)? we

have
wo_ g (kTN (ep | (BTN
EF_ 12 EF )2 o)
w7 (kT 2+0 kpT\*
5F_ 12 Sy EF

2 2 4
T T
ﬂ =1 l I + O _
EF 12 TF TF
Notice that u ~ ep up to temperatures of the order of Tr. To give an order to magni-
tude, in narrow band metals we find er ~ 5 eV. This corresponds to Tr ~ 5 x 10* K.
Larger values are found in simple metals, which are all much higher than the melting

temperature, for example. Consequently, ignoring the temperature dependence of i in
solid metals is usually a very good approximation.

which yields

Ep =

or equivalently,

The fact that p decreases with increasing T is a consequence of the form of the single-
particle energy spectrum of free particles in three dimensions. We may compute the
single-particle density of states (DOS)

:Zé(aﬁ—e) = (27‘:%)3/d3p dep—e),
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which represents the number of single-particle states per unit energy at the energy . For
non-interacting particles of mass m we have 5 = p?/2m and

LV T
ple) = (27rh)347r/p 6<2m 5> dp.
0

Introducing
2
=2 o @=Ly
2m m
and m
dp = de’
b 2me’
we obtain
(e) = 4 ——=4n Qm/fés—e)
P (2wh)3
_ Nou(2m)?/? 3 N

R f‘§?72

The number of particles can then be calculated from

—+00

1
N = / d€— /p(g) mdf

—0o0

where we have replaced the average occupation of the states with energy e by the Fermi
function

1

fle)= eBle—p) 17

In particular at T'= 0 we have
R
N = [ p(e) de
and in general for T > 0
+o0o
N= | pe)fle)de
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The equation of state is obtained from

pv v f5/2(z)
— = z
kT )\3f5/2( ) f3/2(2)
2 1+%(lnz)72+
=—Inz =
5 1+ % (Inz)=2 +
2 2 2
:5lnz<1—|—578r(lnz) 2—%(11&2) 2 4 )
2
= %lnz <1 + 7r?(lnz)_2 + O(In z)_4>
g (14 T B+
— 5 g
_2cep |7 (ksT 2+£2 kpT 2+
5I€BT 12 EF 2 EF
2 2 (kpT\> 7\*
T Ly (LK Oy (L
5kpT 12 ER EF

This can be written in a more compact form as

2 1+57r2 kT 2+
vV = —€ —_—
PU= ger 12 \zp

Notice that the pressure does not vanish at T = 0. This is of course a consequence of
Pauli’s exclusion principle, which forces a macroscopic number of fermions to occupy non-
vanishing momentum states —up to pp = A(672/ v)l/ 3 and the Heisenberg principle,
which enhances the kinetic energy as the volume is reduced.

For non-interacting Fermi gases the pressure gives us directly the internal energy

through
3 3 572 (kT \?
E=2pV =2Nep |14+ —
2PV 56F<+12<5F>+ )

Notice the ground state energy Ey = %N e is simply proportional to . This result
could also have been obtained from

F
er 3 N 3N 255 3
Eoz/ ple)e d€:/53/2d5:5 = —Nep.
0 232570 5

From the temperature dependence of E we straightforwardly obtain the physically
important heat capacity at constant volume

OF 22T 2;2 kT >
3 57 T BT

Cy=—-| =c-Nep—-8-=""BNT+0

VST N 5 T6 2T 2ep +<sp>’
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which is linear in T and thus satisfies the third principle of thermodynamics. Know-
ing that Cy — %NkB for T — 400, we can infer qualitatively the full temperature
dependence.

A few important properties of the Fermi energy
2 /en2\ /3
ep=—|—
2m ( v )

i) ep (or the Fermi temperature Tr = ep/kpT) defines the temperature scale be-
low which quantum effects and in particular wave-function-symmetry correlations
dominate the behavior of the ideal Fermi gas.

deserve to be underlined:

ii) ep is a quantum property proportional to h?, since ep = p%/Qm and pg ~ h.
iii) ep increases when the mass of the particles decreases.

iv) ep is an intensive property. It does not depend on the size of the system but on
the volume per particle v = V/N, which defines the average interparticle distance

vl/3. Equivalently, we may express er in terms of the density n = %

v) As the density increases, the Fermi energy e and the Fermi momentum pg increase.
A larger density (e.g., due to compression) increases the size of the Fermi sphere.
This behavior is understandable taking into account the symmetry correlations,
which preclude two Fermions from occupying the same state, and the Heisenberg
principle, which implies an increase of the kinetic energy of each single-particle
state with decreasing volume. Notice that neither er nor pr change when both
the system volume V' and the particle number N are scaled keeping v = V/N
constant. If V is increased only the density of the allowed values of the momentum
Do = 27Vq /L increases.

After all these calculations it is interesting to qualitatively discuss how the properties
change as a function of 7" within the quantum (also known as degenerate) regime (7' <
Tr). At T = 0 the occupation-number distribution nz looks like an ice cube or ice block
(Heaviside step function). As the temperature increases, at T > 0, the ice cube melts.
The step in the Fermi function gives place to a smooth transition, from f(g) ~ 1 for
e well below the chemical potential [(e — p) < —kpT|, to f(e) ~ 0 for ¢ well above
w|(e = p) > kpT|. At the same time as f(e¢) describes this smooth crossover, the
chemical potential decreases slightly. This is a consequence of the shape of the density
of single-particle states (DOS) p(e) x 4/, which increases with energy. In fact, if one
would increase T' keeping p constant, the number of particles N would increase, since
the number of states with energy € > e is larger than the number of states with ¢ < ep.
Notice, that f(¢) occupies as many states above p as it produces holes below p:

I |
e +1  eT4+1 e T41

A decrease in occupation below p (x < 0) implies and increase in occupation above p
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(—x > 0). Thus, f(e) alone does not change the number of particles as T increases. In
other words, if p(e) would be independent of €, N and thus p would not change with
increasing 1"

0
1 0 dx 0 dx oo dx
1+4e* R | 1o €+ 1 0 et +1

—00

Thus, the number of unoccupied states below p equals the number of occupied states
above p if p(g) is independent of € around ep.

The energy range where the Fermi function f(e) is significantly different from 0 or 1
(i.e., the crossover region) is of the order of kgT. The physical reason for this is simply
that the energy available for excitations is of the order of kpT. With increasing T,
the entropy increases and electron-hole excitations become increasingly probable. The
number of these excitations is of the order of kT p(cp), where p(ep) is the single-particle
density of states at ep. The energy involved in each excitation is in average of the order
of kgT. Thus, the internal energy E increases proportional to (kgT)?, which explains
qualitatively why the specific heat Cyy = (OFE/JT)y is linear in T, with a coefficient ~
that is proportional to p(er). More precisely, the DOS at ep is given by

3 N 3N
=——7Z\eFr=-— 12.20
,0(€F) 9 8;/2 eF 2ep ( )
and the heat capacity is given by

2 N 2k2

Cv="02 17 =""B)cp)T. (12.21)
2 EF 3
—_———
gl

The reduction of Cy with decreasing T reflects the reduction of the number of degrees of
freedom which are available to excite the fermions as the temperature is lowered. In other
words, the volume in momentum space, within which excitations are possible, becomes
smaller and smaller as we approach zero temperature. This is, again, a direct consequence
of the correlations imposed by the antisymmetry of fermionic wave functions. Indeed, the
exclusion principle precludes all electrons except those occupying states close the Fermi
energy —within an energy range kp7T— to be excited, since the thermally available
energy for these excitations is only k7. It is this reduction of accessible volume in
momentum space what reduces Cy, in a way that it complies with the 3rd principle as
T —0.
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13 Bose systems: Photons and black body radiation

The most important application of Bose-Einstein statistics is the theory of electromag-
netic radiation in thermal equilibrium. One considers the electromagnetic radiation en-
closed on a volume V at temperature 7. This cavity is known as black-body cavity, since
it would absorb all radiation incident on it. Such a body can be realized by a cavity
with highly absorbing internal walls and a small aperture. Any ray entering through the
aperture could only leave the cavity after numerous reflections on the internal walls of
the cavity. When the aperture is sufficiently small all radiation incident on the aperture
will be practically absorbed and thus the surface of the aperture behaves like a black
body.

The cavity can be stabilized at any desired temperature 7. The atoms in the cavity
surface constantly emit and absorbs photons, so that in the equilibrium state, a certain
amount of electromagnetic radiation will be enclosed in the cavity. The linearity of the
equations of electrodynamics implies that the photons do not interact with each other.
We can of course ignore the entirely negligible interaction resulting from virtual creation
of electron-positron pairs (scattering of light by light). However, notice that, precisely
because of the lack of interaction between the photons, the presence of the cavity walls
and the resulting interaction between photons and matter is crucial in order that the
photon gas reaches equilibrium.

The mechanism by which equilibrium is reached consists in the absorption and emission
of photons by the cavity walls. The photon gas in the cavity differs therefore from
conventional gases of massive particles in an essential point: the number of particles
(photons) N is not conserved. It is not a constant of motion as in ordinary gases. The
variable number N of photons must be determined from the equilibrium conditions,
namely, temperature and volume, by minimizing the free energy or grand canonical
potential without any restriction. In fact, since N is not conserved, it does not appear
in the expansion of the logarithm of the density matrix In g, as a linear combination of
the conserved additive constants of motion. Consequently, the statistical description of
the photon gas follows the grand canonical ensemble with

pw=20.

The partition function is obtained by summing over all possible occupations of the photon
states without any Lagrange multiplier or chemical potential p. This is consistent with
the condition that the average equilibrium value of N is obtained when the free energy F'
(or the grand canonical potential ®) of the gas is minimal for the given 7" and V', which
also corresponds to
_oF|
"N T,V o
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13.1 Basic properties of the quantized electromagnetic field

The quantum electromagnetic field is characterized by the following properties:

i)

ii)

A stationary state of the electromagnetic field in the absence of sources (free EMF)
is characterized uniquely by the photon occupation numbers {nga}, where k refers
to the wave vector of the photon and o = 4, — denote the polarization directions,

which are perpendicular to each other and to k (é4-é6_- =0, and &, - k= 0). The
occupation numbers ng ~can take any integer value np =0,1,2,.... Such a state

of the EMF has the total energy
E= ZnEahwk = an'aék,
Ea Ea

with
wrp =ck, e =hwp=cp

and a total momentum

ﬁ:ZnEahE
E,o

The values of k are those allowed by the boundary conditions in the volume V = L3,
which form a complete orthonormal plane-wave basis set. The periodic boundary
conditions read

kiL =27 m;

with m; € Z and ¢ = 1, 2, 3, or equivalently,

- 2w 2T
k= fm = —Vl/?)m (13.1)

with 17 € Z3. Since k = /k2 4+ k2 + k2 o< V=13 we have wy, o< V=1/3. In the limit

of large V' we may replace the sums over the allowed values of k by integrals as
4 3
z}; - W/...d k.

The lowest energy state of the EMF is obtained by setting all the photon occupation

numbers ng = 0. This is known as the vacuum state and is denoted by [0). All

other stationary states [{nj, }) can be obtained from |0) by applying the photon

creation operators d% as in the quantum harmonic oscillator:
(6%

a

) =1 (@)™ o
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f

t
iii) The creation operators &E and annihilation operators ap = (&;% ) satisfy the
e o)

boson commutation relations

and

for all k, k', o and o.

iv) The state [{ng,}) is fully symmetric with respect to interchange of all the operators

&%a that define it. Consequently, photons are bosons.

v) The state &£a|0> is a single-photon state having an energy e, = hw, = hick and

a momentum /ik. The state |{ng,}) contains n; photons in each state ko. The
total number of photons is thus

N = ana.
ko

vi) The operator al. (- ) creates (annihilates) a photon in the state ka according to
ko N ka

the usual boson algebraic rules

al {ng ) = \/ng, + Lng, +1)

ag {ng ) = Vg Inka — 1)

182



13.2 The Planck distribution

The Bose-Einstein statistics applies to the quantized EMF, since its stationary states are
uniquely defined by the occupation numbers ng —of photons states ko and all integer

values of np =0,1,2,... are allowed. The partition function is then given by
+oo 1 1 2
_ —Bhwgn | _ _
fe=T1 (L) =T - ()
ko \n=0 ko k

Since p = 0, the grand canonical potential & = —% In Z,. and the free energy F' = ®+uN
coincide. In the following we rather refer to it as free energy and write
1

@=F=-lnZ.= 2kpT Y In(1 - e )
P

The average occupation number for photons with wave vector k and polarization « is

given by
1 OF 1

<nEa> N 58(hwk) = P — 1

which is known as Planck’s distribution:

1
(ngo) = oBhck _ 1

It corresponds to the Bose-Einstein distribution for g = 0. Summing the contributions

of both polarizations we have
2

(ng>:m~
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13.3 The energy-pressure relation
The internal energy is given by

Z 2hwy, e~ Ahwk

0
E=—ggnZe=2 5= o

op

= fwilng)
E
We can obtain the pressure (i.e., the equation of state) from

6wk . ka
p= av 521_e—6m< 5) _zk:< 2

Knowing that wy = ck = cvl/gm where m =y /m2 +m2 +m2 [see Eq. (13.1)], we have

8wk 1 27 . 1 Wk

v - 3visT T Ty

1
ng
k

which allows us to write

k

Therefore,

1
V=-E.
Py =3

The same relation would have obtained for fermions having a dispersion relation 5 = cp,
since this follows from the dependence of €5 on V. The reader may wish to prove this
statement as an exercise.
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13.4 Thermodynamic properties

We may now take the limit V' — oo and obtain the number of linearly independent
single-particle states or photon modes in a volume element d*k around k as

Vv

d3k.
(2m)3

2

The number of photon modes having a magnitude & in the interval (k, k + dk) is thus

8V
(2m)?
Since w = ck, the number of modes with a frequency w in the interval (w,w + dw) is

8V,

k2 dk.

Therefore, the density of photon modes with frequency w is given by

Voo
p(w) = U

Note that p(w) includes the contribution of both polarizations.

Consequently, the internal energy is given by

+o0 +o00
B hw p(w) dw v h w3dw
B eflw — 1 " p2c3 [ efhw 1"
0 0

The corresponding energy density per unit volume and unit frequency is

h w3
weT) = 5 o — 1
in terms of which we have
g7
V= /u(w,T)dw.
0

This is Planck’s radiation law, which gives the energy density u(w,T’) due to photons of
frequency w at temperature 7.

Introducing the variable x = Shw we have

V(kgT)* a3
E= 7r(2c3h3) /ew—ldx
NI
w4 /15
E  7%(kgT)*
V15813
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Introducing the Stefan-Boltzmann constant

214
kg _5 erg
= —=2=567Tx107°———
7= 60R3e2 ’ em2s K4’
we can write E 4
o
= 74
\%4 c
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The free energy can be obtained in the same way:

F = k‘BT/p(w) In(1 — e P dw
0

= kgT 4 /w2 In(1 — e ") dw

0
T
= ViksT)" /xQIn(l—e_x)d:E
0

T 2c3p3
77rX/45
P2 VksT)* 4o,
= DI Tyt
45  3h3 3c

The other thermodynamic properties follow straightforwardly:

oF 160
S = —_—— =
oT 30
E=TS+F= —VT4
1
cy = 0%y,

Cc

Note that Cyy — oo for T' — o0, since the energy and number of photons has no upper
bound. We shall see that this is not the case for lattice vibrations (phonons) which do
reach a proper classical limit. Finally, the equation of state can be written as

OF _1E _ 4o,

P=TOV T3V T ke
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13.5 Reuvisiting Planck’s law

It is useful to return to the average occupation number

1
<n];04> = eﬁfudk —1

for photon modes with wave vector k and polarization « and to analyze how the energy
of the electromagnetic radiation within the cavity is distributed as a function of the
frequency w. First of all notice that for T = 0 there are no photons with finite frequency;,
ie., (ng,) =0, vk =% (0. For any finite temperature we consider the spectral energy-
density per unit volume

u(w,T) = > hwg (ng,) 6w — wi)
k?a
_s 47 fuwog, O (w — wy;) K2dk
(27)3 Bhwr — 1

Noting that wy = ck we have

LB [ WBe(w— o
u<w,T):23/“<°‘j“)dw/
0

T 2B efhw 17
which is known as Planck’s law. We have already seen that [ dwu(w,T) = E/V = %T‘l.

For frequencies that are low relative to the temperature (hiw < kgT') we obtain

h kT 5  w? p(w)
= kpT = —= kT
2 P v P

u(w,T) =~ 53y, ¢
This is the Rayleigh-Jeans formula, which does not involve the Planck constant A and
corresponds to the classical limit (high temperatures). This formula has been derived
from classical electromagnetism. If applied beyond its domain of validity, it implies an
ultraviolet catastrophe of the form u(w,T) o w?, in which the high frequencies get so
much energy that the total energy of the EMF in the cavity would diverge. It is interesting
to note that the Rayleigh-Jeans limit (hw < kpT) corresponds to the equipartition
theorem because u(w,T") = @ kpT, where p(w) is the density of states at the frequency
w and kpT is the energy per photon mode.
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In the opposite limit of high frequencies relative to T, i.e., iw > kT, we obtain the
Wien formula

h 3
u(w,T) ~ aa W e
which was empirically known to describe the high frequency spectrum quite accurately.
Planck’s law interpolates nicely between the two limits. We can write Planck’s law in

the form

—Bhw
)

(kBT)g $3
m2c3h2 e=% — 1

u(w,T) = (13.2)

with x = %' The maximum is found at x,, = 2.82. The corresponding frequency of

the maximum hw,, = 2.82kgT scales linearly with temperature. This is known as Wien’s
displacement law (Verschiebungsgesetz).

Exercise 13.23: Estimate the position of the maximum in u(w,T') [Eq. (13.5))].

189



13.6 Phonons

Lattice vibrations in solids can be treated within the harmonic approximation in a very
similar way as photons. The quantization of the translational degrees of freedom relative
to the lattice equilibrium positions leads to the elementary excitations or normal modes
known as phonons, in a very similar way as photons are derived from the quantization of
the electromagnetic field. Assuming periodic boundary conditions in a volume V = L3,
the allowed phonon wave-vectors are

E:<2I7j>ﬁi with meZ.

For each k there are three possible polarizations: a longitudinal mode and two transversal
modes. The corresponding frequencies are denoted by wq (k). The density of phonon
states p(w) = ), pa(w) per unit frequency is given by

Z(Swal_é = 32/(5wa dk3

Assuming for simplicity a linear isotropic dispersion relation wy = ck, with the same
speed of sound c¢ for longitudinal and transversal modes, we have

VoArk? 3w?
(2m)3 ¢ 2n%e3

plw)=3 (13.3)

In contrast to photons, phonons frequencies are bounded by the constraint that the total
number of eigenmodes must be equal to the number of degrees of freedom 3N. This
means that there is an upper bound wp for the phonon frequencies which satisfies

/ " p(w) dw = 3N, (13.4)
0

where wp is the largest attainable Debye frequency. Replacing Eq. ((13.3)) in ((13.4) one

obtains /3
6 2
wp =c <7r> , (13.5)
v

where v = V/N is the volume per atom. That phonon frequencies are bounded corre-
sponds physically to the fact that in a discrete lattice the wavelengths cannot be shorter
than the lattice spacing a = L/N/3 = ¢!/3. In the Debye model the shortest wave
length is A\p = 27 /kp = 2rc/wp = (47/3)' /3013 ~ 1.6 v'/3, which is of the order of the
interatomic distance v!/3.
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The vibrational state [{nj_}) of the lattice is defined univocally by the occupation

numbers nz of all phonons modes. The total energy is given by

B{ng,)) = Y (ng, + 5) hea(F).

-

k,a

In the limit of V' — oo we can write

E—/wD() D) e
“Jo P\ 1T 2 .

3V (Y, hw

where Ey = (3Vh/4n?c?) [ widw = (9/8)Nhwp stands for the ground-state zero-
point-motion energy, which is of the order of iwp per atom. From Eq. (13.6]) one obtains
the heat capacity at constant volume Cy = (0E/0T)|y. It has the form

T 2
3Nk3[1—210(7?> +] T>Tp
CV:

3
22 Nk () + O™ ™/T) T < Tp

where Tp = hwp/kp is the Debye temperature. Typical values of T for pure elements
are in the range of 200-600 K although some elements can have values as low as 40 K
(Cs) or more than 2000 K (C). Notice that Cy vanishes as T3 for T — 0, as in the
case of photons. In metals, and at sufficiently low temperatures, the free-electron-like
contribution to Cy,, which is linear in T, always dominates over the phonon contribution.
At temperatures that are large in comparison with T we approach the classical limit, in
which the heat capacity takes a constant value equal to kg per degree of freedom. This
is known as the Dulong-Petit law. The high-temperature value of Cy follows from the
equipartition theorem which states that the classical averages of the kinetic energy and of
the interaction energy in an harmonic potential are both equal to kgT'/2 for each degree
of freedom (see Sec. . Finally, notice the profound contrast to photons, whose heat
capacity diverges as T since their energies are unbounded.
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14 Bose-Einstein condensation

As a final example of a non-interacting Bose gas we consider non-relativistic particles
having a finite mass m whose number NV is conserved. We are interested in understanding
the properties when the total average number of particles N = <N ) is fixed, rather than
in the case where the chemical potential is held constant. The thermodynamic potentials,
however, can be calculated in the grand canonical ensemble, which is by far simpler than
in the canonical ensemble where no particle exchange with the enviroment is allowed.
Moreover, we are interested in the macroscopic limit. Therefore, consider the limit of V'
and N — oo keeping constant the particle density v = N/V or, equivalently, the volume
per particle v = V/N.

As already discussed, the grand canonical potential, equation of state and particle
numbers are given by

o = kBTZ In [1 _ e*ﬁ(eru)} ’

p
o= k:BTZln[l - ze—ﬁﬂ , (14.1)
7
v b,
]j;—T = InZy = — Zﬁ:ln[l ~ze 5%} : (14.2)
0® 1

and the average occupation of the single-particle state p'is

1

(np) = 55,7 (14.4)

In principle, in order to calculate the properties of the gas, we need to solve for z = e#
as a function of N from Eq. (14.3)) by using the dispersion relation

7
T o

and the fact that the momenta take the values
. 2mh

P=7

with & € Z3. One would then replace z as function of N, V and T in Egs. and
in order to obtain ® and the equation of state. However, before doing that (or in
order to succeed in doing that) we need to analyze the properties of (nz) and N as given
by Egs. (14.3) and (14.4)) in some detail. Since

1
Bleg—n) _q

(ng) =
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is positive for all p, we must have i < g5 for all p, which implies that u < 0. Consequently,
the fugacity z = ef* satisfies
0<z<1.

Clearly, both limits can be approached arbitrarily close: z — 0 for T — oo, since
u — —oo when 8 — 0, while z — 1 for T' — 0, since the ground-state of the ideal Bose
gas has all its particles occupying the p = 0 state ((ny) = 0, Vp # 0). In order to see
this more clearly we express z in terms of occupation (ng) of the p = 0 state:

1 z ~ (ng)

— - = = ——
(o) z7l—1 1-=z2 - (no) +1

For T — oo, (ng) — 0, since (nj) becomes independent of pand »_;(nz) = N. Thus,
z — 0 for T' — oo, irrespectively of the value of N. For T' — 0, (nz) — 0 for all p’# 0.
Consequently, (ng) — N and z — N/(NN + 1), which tends to 1 for NV or V" — oco. We
will actually see that in the limit of V' — oo the fugacity z is strictly equal to 1 (u = 0)
below a given finite critical temperature T.. Therefore, we must consider z = 1 as a
possible attainable value in the macroscopic limit.

In order to be able to take the limit V' — oo in Egs. (14.2)) and (14.3]) we need to verify
if any element of the sum can diverge for V' — oo, since these terms need to be taken off
the sum, before replacing the latter by an integral. We must therefore pay attention to
the terms having €57 — 0 when 2z — 1.

Let us consider the density of bosons occupying a given state p'# 0, which is given by

(ny) 1 1 11
= — < —=— .
Vv Vzlefer —1 — Vefer —1° (14.5)

where in the last inequality we have used that z < 1 and e, > 0. In the macroscopic limit

the smallest €, tends to 0, even for p # 0. Therefore, (eﬂe@ - 1)_1 becomes divergent for
p — 0. In order to determine (nz)/V for large V, we calculate the leading contributions:

B P2 4
& _1=8—+4+0
© BQm (p)

B (27rh)2 9 1
T om V2/3 k*+0 V4a/3 )’

where we have used that p? = @r0)® 12 with k2 = k2 + k:g + k2 and ke 73. Replacing in

Vv2/3
(14.5) we obtain

(ng) 2m 1 vos
< — 0
V.~ B(2rh)2k2 V1/3
for all p'# 0. One concludes that none of the occupation densities (ny)/V diverges for
P # 0. However, this is obviously not true for the p = 0 state, since

1
271 -1

(no) = (14.6)
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diverges for z — 1. This term (and only this term) needs to be singled-out before
replacing the sum over 7 by an integral in Eq. (14.3)). In the limit of large V' we therefore

have
[oe)

N 4n /2 1 o L
Vo (2nh)3 b —tearem 1P Ty,
0

Replacing with the variable z = p/v/2mkpT we have

o

5—477 kBT3/ % dx 1 z
Vo 2 ler? — Vl —z
0
1 1
a8 93/2( z) + V1o’ (14.7)

where

932(z \f/Z T {0 (14.8)

is a simple function of z. Introducing the density of particles per unit volume v = N/V =
1/v we can write

+ (14.9)

where (n*) ) )
n
UF — == (np) = 5 g32(2)- (14.10)
v V £ A
p#£0
is the density of excited particles occupying states having p'# 0, and

<n0)_l z
V  Vi-—z

vy = (14.11)
is the density of particles occupying the lowest single-particle state with p = 0. Notice
that vy may well be different from zero in the macroscopic limit, if z — 1 for V — oo.
This is certainly the case for T'= 0, where vy = v. In general, having 1y # 0 means that
a finite macroscopic fraction of the bosons occupies the p = 0 state.

Let us now analyze the functions

W

=1

oo ) I
z
93/2(2 ﬁ/ —1ex2 o e e L > =5 7 (14.12)
0

and -
dgs /2 l/z
— = d 0 14.13
% / S L > (14.13)
0
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for0<z<1. g5 /Q(z) is always finite as can be easily seen by looking at the integral or

the Taylor expansion. However, d‘(g 2 — oo for z — 1 since the integral diverges
at its lower bound. Moreover, g3 /o (z) is a monotonously increasing function of z, which
reaches its maximal finite value g3/5(1) = 2.612 for z = 1. The fact that the largest
possible value of g3 /2(2) and thus of v* is finite has very important consequences.

Consider a system with a given density of particles v = N/V or volume per particle
v=V/N = 1/v at a sufficiently high temperature T, so that

3 A3

\ = 27h B 2 .
= V2nmkgT  \ mkpT

this corresponds to a temperature

Recalling that

2mh? 1
T>T, = . 14.14
" mkp[v g32(1)]?/3 ( )
From Eq. (14.7) we have
A3 A3z
3, _ _

)\ V_?_93/2(Z)+V]_*Z (1415)
_e () oy 14.16
< \% + \% ( )

Since A\3/v < g3/2(1) we must have z < 1 and
A3 A3
93/2(2) = 7 for ? < 93/2(1) =2.612.
Therefore, in the temperature range T' > T, we have

(ng) 1 =2
V V1i-—z

—0 for V— 0.

In particular for T — To. (T > T..) we have A*/v — g3/5(1) and z — 1. Precisely at T =
T., where X? /v = g3 /5(1), we still have vy = (ng)/V = 0, since v* = (n*)/V = g3/5(2)/N\*
is equal to g3/5(1)/ A3 = v. In other words, at T' > T the density of excited particles v*
(i.e., occupying p’ # 0 states) is equal to the total density v. However, for T' < T, the
temperature is so low that A3/v > g3 /2(1), a value that g3/5(z) cannot reach. The only
possibility of satisfying Eq. is to set z = 1, which gives the maximum possible
density of excited particles
(n*)  g32(1)
VoA

(14.17)
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and to place all the remaining particles

T

in the p'= 0 state. Thus, for

(ngy N g3(1) 1 g32(1)
e (14.19)

< T,, a finite macroscopic fraction of the particles

condensates in the lowest-energy p = 0 state. This remarkable phenomenon is known
as Bose-Einstein condensation. In the so-called mixed phase, i.e., for T' < T, we have a
macroscopic occupation (ng) of the p = 0 state. (ng)/V increases proportional to 7°/2
with decreasing temperature until at 7' = 0 we reach (ng) = N.

Knowing that A = 27h/v/2mmkyT and using Eq. (14.14]) for T, we have

A3 (T,) onh? \*/? 22 1
" g3/2(1), (kaTc> v g3/2(1), mkp [ gso(1)]2/3 (14.20)

and thus

T\*?  wvgs(1)
<T> :%, (14.21)

which allows us to bring Eq. (14.19)) in the form

<”0>_1<1_0931§(1)> N

5 (14.22)

%4 )

1— [ =—
(7)
for T < T.. For T > T, (ng)/V = 0. In the condensed phase (T' < T.) the fugacity is
fixed to z = 1, while in the normal phase (7" > T¢) z is obtained as usual as the root of

A Jv = g32(2).

[Grafik: mixed phase: normal gas + zero pressure "liquid"|

For each temperature T' there is a critical density v. = 1/v. above which (or a critical
volume per particle v, below which) the Bose-Einstein condensation takes place. This is
given by

/\3
ve(T) = 14.23
el g3/2(1) ( )
In this context it is meaningful to define the order parameter
(no) 0 for T > T¢
_ A0 3/2
n=-t= vg3/2(1) T v (14.24)
N - =1 = =1-— forT<T,
A3 T. Ve or <’
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which represents the proportion of the total number of bosons which are condensed in
the p = 0 state. In the normal phase (7" > T, or v > v.) we have n = 0, whereas in the
condensed phase we have > 0. From Eq. , taking into account that T, V23
we can draw the phase boundary in a T-V diagram.

Before looking at the equation of state, it is useful to derive some relations valid in the
normal phase, i.e., A3/v < 93/2(1), T'> T, or v > v. For A3 v < g93/2(1), z is given by

)\3
g3/2(2) =~ (14.25)
At the transition we have \8
g32(1) = o (14.26)
for all T', and
MNT.)?
guya1) = 0 (1427
1/ 27k \*?
- ; <kaTC>
for all v. Combining ((14.25)) and (14.26]) we have
93/2(2) _ ve. (14.28)
g32(1)
and combining (14.25)) and (14.27) we have
2 A3 T.\>*?
93/2(2) _ = <> . (14.29)
g32(1)  A(Te) r

Let us now verify the behavior of the different terms in the sum over p, which gives
the grand canonical potential ®, for V' — +o00. Before replacing the sum over § by an
integral we must single out any possibly diverging terms. For finite V' we have

®=kpTY In (1 . ze_ﬁgﬁ) <0. (14.30)
7

It is easy to see that |In(1 — ze=%%)|/V — 0 for V — oo for all j # 0, since |In(1 —
ze Per)| < |In(1 — e Pr)| ~ In(Bep) o (—2/3) In(V). In the limit of V — oo, we need to
separate only the potentially diverging p'= 0 term. We can thus write

[e.9]

1
/p2 In <1 — zefﬁp2/2m> dp + v In(1—2) (14.31)
0

) 47

p=— =kgT
P=y =513 2rh)3
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Within the usual change of variable x = \/#W and knowing that A = /27h/mkpT,

we have

i) 1 1
V= —kpT {)\395/2(,2) v In(1 — z)} (14.32)
where l
4 o0 2 _ 2 s z
J5/2(2) = ——= zln(l—ze™" ) dx = —. (14.33)
5/2( ) ﬁ 0 ( > ; 15/2
Knowing that pV = —® we can write more simply
P 1 1

Since in the normal phase [i.e., for \* /v < g3/5(1)] we have z < 1, it is clear that the p = 0
term vanishes. But also in the condensed (mixed) phase this term does not contribute.
In fact,

1 1 1
= Sl-z=——— x — 14.35
(o) z7l—1 : (noy +1 T ( )
in the condensed phase. Consequently,
S In(1—2) ~ Ly vz, (14.36)
v Vv
The equation of state reads therefore
L gsn(z) forv>
p 1 ~395/2(2) for v > v,
T F95/2(2) =<4 (14.37)

FQE’/Q(I) for v < v,

We should therefore analyze g 5(z) for 0 < z < 1. For z < 1 we have g5 5(2) = 240(z?).

Clearly,
l l

z z
g52(2) = Z Bz < Z Bz g3pa(z) V= (14.38)
I>1 1>1
Consequently, g5/5(z) is finite Vz € [0, 1], and also diff is finite, since g3/5(2) = zd‘(fj’z/z is
finite. Thus, g5/, increases monotonously. Its largest value in [0, 1] is g5/5(1) = 1, 3415.

|Grafik]

Remarkably, the pressure is independent of V or v = V/N in the mixed phase. Indeed,
for v < v. we can write

P ig (1) = 1 g52(1)
kpT — A3 792 ve g3/2(1)

198



The reason is that only the excited particles (p # 0) contribute to the pressure, since for

v < v, We can write
pv v gspp(l)  (n*) g52(1)

kT we g3/2(1) N g3/5(1)

Remember that

no) v (n*) ng v
MO 2 -1 _~
14 Ve = N |4 Ve
Maybe more clearly
. g5/2(1)
pV = (n") kT
) 93/2(1)

for v < v or T < T, where g5/5(1)/g3/2(1) =~ 0.5135 < 1. Each excited particle
contributes to the pressure by about half the contribution of the classical Boltzmann
gas. This reflects again the effective attraction between Bose particles, which we already
observed in the high-temperature limit. The condensed part of the mixed phase has zero
pressure. One therefore speaks about the condensate as a zero pressure liquid. This is
of course an idealization in the limit v — 0, due to the neglected interactions among the
particles.

Along the transition line we have

21 h? 2/3 21 h? 1
Ve mknT [93/2(1)00} . kpT = 3/2 "
c B [93/2(1)vc]

The pressure along the transition line is

p(ve) = pe = kgT g5/2(1) _ 2nh?  gs2(1) 1
¢ e g32(1) m gga(1)%/3 33

In order to obtain the pressure as a function of temperature we use, for T' < T, the
relation

P 1
kBiT = 3 95/2(1>

m \3/2
p=(503) " (ks1)g55(1),
and for T' = T, we have

N 9gs/2(1) N
p(1Te) = pe = — kBT =0.5135 — kgT1..
o) v g3/2(1) v

For T' > T,, p approaches the classical limit from below.

One may easily express all the other thermodynamic properties in terms of g5/, and
g3/2 by taking the appropriate derivatives of ® = —pV. For example, the entropy is
given by
2(2) —Inz T >T.

(14.39)
T<T,
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Since S is continuous at T, there is no latent heat as in a first order solid-liquid transition.
In the mixed phase, T' < T,, we have

Nﬁ 95/2(1) o 5 % 95/2(1)

ve g3jo(1) §kB ) g3/2(1)

T 3/295/2(1)
"’BN<> gs/a(1)

S

_3
2
_3
2 T.

Only the excited particles (p # 0) contribute to the entropy, with an entropy per excited
particle

that is independent of (n*) and T. The particles in the “liquid” (i.e., having p = 0)
do not contribute at all to S. They have zero entropy, since they all form one and the

same many-body state. Every time a particle condensates (i.e., (n*)V — (n*)V —1)

_ _ _ 1. 595/2(1)
there is a finite change AS = szgg/z(l)

entropy per unit volume for V' — oo). This supports the interpretation or analogy with
a first-order phase transition. The Bose-Einstein condensation has also features that
are characteristic of a second-order phase transition. One of the them is the continuous
increase of the order parameter n = (ng) /N with decreasing T, starting at the transition
temperature T,.. Another one is the divergence of the compressibility kr at v, for all T'.

in the total entropy of the system (not in the

The divergence of the compressibility

10V
Kp = ———

V Op

10v

s vop

Ve

T

can be easily demonstrated by showing that the isotherms p(v) approach the critical
volume v, with zero slope. First we note that

Op kpT dgs/2 0z kgT 1 0z
a5 = 3 - :73*93/2(2)* :
ov | p A dz Ov|p Az ov | p
We also know that
AP A dgza(z) 9z
?—93/2(2) = T2 T 4 a0y
Consequently,
op| kT 12 1
"o 3 93/2(2) 202 dgsa(®)
dz
_ Op 1 kpT g3/2(2)
T e &)
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Since

for z — 1, we have

for v — v, (i.e., for z — 1).

Finally, let us have a look at the specific heat, which can be obtained straightforwardly
from S:

(2)
Cv _ {1415;?)95/2(2) - %Z?;E(i) T>Tc
Nkp 5 2 g5/2(2). T <Tc

At low temperatures, Cyy o T3/2 and vanishes for T — 0, in agreement with Nernst
theorem. This can be easily understood by noting that at low 7" we have (n*)/N =
v/ve = (T/T,)%/? excited particles, whose energy is of the order of kgT. Thus, we have

E o« T5/? and Cy o T%/2. Notice that Cy is continuous at T}, since g1/2(2) — o<

for z — 1. The value at T, is larger than the classical limit J\%’B = 3, which actually

2
corresponds to Cy (T — +00) = 3Nkp. In fact,

~—

15 MT.)3 95,2(1) 71 15 g52(1
CV = — — — s
4 X g3(1) 4 g3/5(1

~—

which yields
3
Cy(T,) ~1.926 > 3

The fact that Cy > 3/2 for large T is remarkable. It can be interpreted to be the
consequence of an effective attraction between bosons, which is due to the symmetry
correlations (full permutation symmetry of the many-body wave functions). Let us recall
that the heat capacity Cy of an interacting classical gas is enhanced by (AW?)/kgT?,
where (AW?2) refers to the mean square deviation of the interparticle interaction energy
W, irrespectively of whether the latter is attractive or repulsive (see Sec. .

|Grafik]
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Exercise 14.24: Bosons in a two-level system

Consider an open system of non-interacting Bosons in which the average number of particles
N is held constant for all temperatures T and volumes V. The single-particle spectrum
consists of two levels: a non-degenerate ground state |0) with energy Ey = 0 and a g-fold
degenerate excited state having an energy is 1 = A > 0 and a degeneracy g = V/vy,
proportional to the volume, where vg is a constant representing the volume per degree of
degeneracy.

i)

ii)

iii)

iv)

Express the average ground-state occupation number ng and the average occupation
n* of the excited states as a function of T, A and chemical potential u. How are
ng, n* and N related? Explain why the fugacity z = e®# must always lie in the
range 0 < z < 1 and why 2z = 1 (or equivalently x = 0) is only possible in the
thermodynamic limit where N — oo.

Find the densities of bosons vy = ng/V in the single-particle ground state and v* =
n*/V in the excited states as a function of z, T and A. Express z as a function
of the total boson density v = N/V. Find the density of bosons 1y occupying the
ground state in the limit of V' — oo for z < 1. Show that limy ., 19 = 7y > 0 is
only possible when at the same time z — 1.

Hint: For the sake of clarity one may introduce the variable y = e®? > 1.

Plot or sketch v* as a function of z for A > 0 at different fixed temperatures 7.

Find the critical Bose-Einstein-condensation density v, above which vq is finite in
the thermodynamic limit (N — o00).

Find the critical temperature T, as a function of v, vg and A below which the system
is in the condensed phase.
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Exercise 14.25: Two-level condensation: Work out Einstein’s argument for the condensa-
tion of indistinguishable particles.

Consider a system of N = nj + ny particles, which can occupy two levels with energies €1
and €9 with €1 < g9. The number of particles in level ¢; is denoted by n;. In the following
the thermodynamic limit N > 1 may be assumed.

i) Distinguishable particles

(a) Find the microcanonical partition function Q and entropy S as a function of n;, in the
case of distinguishable particles.

(b) Determine the equilibrium value of n1/ng as a function of Ae = g5 — €1, for example,
by minimizing the free energy F. What do you expect for Ae = 07

ii) Repeat the calculation for bosons:

(a) Find the microcanonical partition function € and entropy S as a function of n;, in the
case of bosons.

(b) Determine the equilibrium value of nj/ny as a function of Ae = g9 — €1, for example,
by minimizing the free energy F. Analyze the cases Ae =0 and Ae > 0.

iii) Condensation: One says that the two-level system is condensed, when n; = N and
ny = 0 (67 < €2). Find out the conditions for condensation in the case of bosons and
distinguishable particles and bosons for "= 0 and 7' > 0 (Ae > 0).
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Exercise 14.26: The Bose-Einstein condensation appears very clearly, mathematically, as
a consequence of the fact that g3/o(2) is bounded for z € [0,1]. However, this does not
provide any physical understanding of the reason why the normal or excited phase cannot
sustain an arbitrary density of particles in equilibrium. Why is (n*) /N bounded? Why is
the system not willing to keep (n*)/N = 1 when the temperature decreases? Notice that
the contribution of (ng) to the entropy is zero, while the contribution of (n*) is not. One
could therefore expect that having the largest (n*) could be more favorable.

A plausible explanation (following Einstein’s argument) is that the entropy S, regarded
as a function of (n*) [(ng) = N — (n*)] increases too slowly with (n*) as compared to the
internal energy E. In this case a critical temperature would be needed in order that all
the particles are excited (i.e., in order to have (n*) = N). In fact, it is always possible
to consider a boson gas with an arbitrary number (n*) of particles in the states having
P # 0 —even if this does not coincide with the actual value of (n*) at equilibrium— and to
compute the energy and entropy of this gas as a function of T" and V' under the constraint
>_g+0(ng) = (n*). This corresponds to Landau’s microcanonical calculation of the entropy
of what he calls “an ideal gases out of equilibrium”.

The exercise is then to compute S = S((n*)), and E = E((n*)), to derive the free energy
F = FE—TS§S, and to analyze how F, S and F' depend on (n*). One expects that above T,
or for v > v, IF/I{n*) < 0 for all (n*), in which case (n*) is maximal, while for T < T,
one should have 0F/9(n*) > 0 for (n*) = N, implying that a fraction of the particles
condensates in the ground state (p = 0).

Exercise 14.27: Investigate the Bose-Einstein condensation in systems with arbitrary di-

mensions D, where e5 = % 5:1 p?. How do T, and v, depend on D?

Exercise 14.28: Investigate the effects of interactions in Bose gases. For example, one
could consider a two level problem and introduce a Hubbard-like local interaction U. Or
one could solve numerically a bosonic Hubbard model. It would be interesting to compare
repulsive and attractive cases.
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