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Abstract
Recently we have demonstrated control of valence-bond excitation of a molecule due to the
interplay of the induced charge oscillation with the precisely tailored phase of the driving laser
field (Bayer et al 2013 Phys. Rev. Lett. 110 123003). In this contribution we describe in more
detail the two-colour experiment—a control pulse sequence followed by an ionizing probe
pulse of a different wavelength. We provide details on the quantum dynamics simulations
carried out to reproduce and to analyse the experimental results. The procedure for averaging
over the focal intensity distribution in the interaction region and the method for orientation
averaging, which are both crucial for the reproduction of our strong-field measurements, are
also described in detail. The analysis of the temporal evolution of the expectation values of the
wavepackets on the relevant potentials, the induced energetic shifts in the molecule and the
modulation in the charge oscillation provides further insights into the interplay of the coupled
nuclear-electron dynamics. Because the measured photoelectron spectra reveal the population
of the target states we describe the quantum mechanical approach to calculate the
photoelectron spectra and rationalize the results using Mulliken’s difference potential method.

Keywords: strong-field control on molecules, ultrafast pulse shaping, coherent electron
wavepackets, coupled electron-nuclear dynamics, selective population of dressed states
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1. Introduction

The ability to control the course and the outcome of chemical
reactions using coherent light as a photonic reagent has
been a long-term dream of physicists and chemists alike
[1], since the invention of the laser in the 1960s. However,
it was not until the development of ultrafast pulsed laser
technologies, that active manipulation of photochemical
processes could be implemented successfully in the presence
of rapid intra-molecular energy redistribution processes. The
field of femtochemistry [2] delivered invaluable insights into
these ultrafast internal molecular processes and paved the way

to a detailed understanding of molecular reaction dynamics.
The interaction of femtosecond laser pulses with matter
(at a microscopic level) takes place on the natural time scale
of nuclear motions, which are at the heart of any chemical
reaction. Over the recent years even shorter laser pulses,
with pulse durations extending into the sub-femtosecond, i.e.
the attosecond time regime, became experimentally available
[3–5]. The emerging field of attosecond science opened the
door to the measurement of even faster electronic processes,
since attosecond laser pulses interact with matter on the
intrinsic time scale of electron motions in atoms and molecules.
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The beauty of those time-resolved experiments lies in our
ability to in situ observe such ultrafast processes as they occur.
However, one is by no means restricted to mere observation but
rather seeks to actively exert control on these very processes.
With the advent of sophisticated pulse shaping techniques
[6, 7] effective directed manipulation of photoinduced
dynamics became feasible [8]. At present a shaping precision
down to the zeptosecond regime is readily achieved [9].

Due to the high frequency (XUV) and correspondingly
high photon energy inherent to attosecond laser fields, these
pulses generally address inner shell electrons. Excitations
of outer shell electrons by attosecond laser fields suffer
from inefficient cross-sections and are likely to cause direct
photoionization. Here we focus on the control of valence-
bond chemistry, i.e. steering of nuclear motions along different
reaction pathways by optical excitation within the neutral
system. Electron dynamics involving a coherence with the
ground state allow for the fastest conceivable control in valence
chemistry, since they make use of the highest available energy
level spacings. Electronic transitions driven by optical, i.e.,
pico- to femtosecond laser pulses benefit from large transition
moments, being a prerequisite for efficient population transfer.
In addition, the application of non-perturbative interactions
associated with intense laser fields is mandatory in order to
achieve efficient product yields. Strong laser fields inherently
alter the potential energy surfaces (PESs) via AC-Stark shifts
and thereby open up new reaction pathways to target states
that are inaccessible in the weak-field regime [10–13]. The
non-resonant dynamic Stark effect acts on the time scale of the
intensity envelope of an ultrashort laser pulse [14]. It offers for
example the observation of non-Franck–Condon transitions in
bound wavepacket motion [16], population control in atoms
by shaped laser pulses [17], control of bound vibrational levels
[18], and control of the branching ratio in a dissociation
reaction [19]. The resonant Stark effect on the other hand
acts on the time scale of the electron dynamics. Moreover it
provides more efficient manipulation of the potential energy
landscape. In particular it enables bidirectional Stark shifting
of molecular states of several 100 meV to higher as well
as lower energies [15]. Although attosecond laser pulses are
an excellent tool for the observation of ultrafast processes,
they may not be the first choice for the control of valence-
bond chemistry—mainly due to the photon energy mismatch.
Here we discuss a coherent control scheme based on intense
femtosecond laser pulses which are shaped with attosecond
precision. The scheme is universally usable and has been the
subject of theoretical studies [20, 21]. In a generic scenario,
a moderately strong preparatory pulse resonantly couples the
ground state with an excited electronic state of different parity,
creating a coherent electronic superposition. The induced
electron dynamics may equivalently be considered as an
electronic wavepacket, a charge oscillation or an oscillating
electric dipole-moment. In either case the oscillation period is
determined by the carrier frequency of the driving field, around
2.7 fs for typical ultrafast infrared lasers. In the second step
of the interaction an intense main pulse, suitably timed with
sub-cycle precision, couples to the electron wavepacket and
steers the system efficiently towards a preselected electronic

target channel. The phase relation between induced dipole
and driving electric field determines whether the interaction
energy is increased or decreased, resulting in selection of
either a higher or lower energy target channel, both of which
entail different nuclear dynamics. The underlying physical
mechanism was termed photon locking (PL) in analogy to spin
locking well-known from nuclear magnetic resonance . PL was
recently discussed in the framework of selective population of
dressed states (SPODS) on atomic systems [22].

Recently, the observation and control of coherent charge
oscillations has attracted considerable interest [23, 24].

In preceding publications [25, 26] we reported on the
active manipulation of the interplay between an induced charge
oscillation and the driving laser field. The bespoke tailoring
of IR femtosecond laser pulses by spectral phase modulation
enabled us to selectively and efficiently excite a molecule into
predefined neutral target channels. In this paper we elaborate
on the experimental and theoretical approaches and give a
detailed analysis of the quantum dynamics induced in the
potassium dimer. In particular we establish the picture of a
driven charge oscillation as a suited description of strong-field
effects.

2. The basic control scheme

To elucidate the physical mechanism behind SPODS [27] we
consider a generic double pulse scenario, where both pulses are
tuned to an electronic resonance of the molecule [12, 20, 28].
The first pulse serves to excite the molecule and prepares a state
of maximum electronic coherence. Quantum mechanically this
coherent superposition of ground and excited state represents
an electronic wavepacket consisting of states with different
parity. Since the energy spacing of the involved quantum states
is in the order of several eV, the timescale associated with
the electronic wavepacket dynamics is the attosecond to few
femtosecond timescale. Therefore, in contrast to vibrational
dynamics, the electron dynamics are sensitive to the oscillating
electric field itself rather than the electric field envelope.
Classically, the electronic coherence represents an oscillating
charge distribution in space and time, i.e. an oscillating dipole
μ(t). In analogy to classical physics, the driven dipole follows
the resonant driving field E(t) with a phase shift of π/2 during
the excitation. The total energy of the interacting system is
given by

ε(t) = −�μ(t) · �E(t). (1)

This interaction energy depends on the amplitudes of field
and dipole as well as the phase relation between both. If the
second pulse is in phase with the first, it inherits the π/2 phase
relation to the induced dipole—provided the oscillating dipole
is not subjected to additional phase dynamics which we will
address later on. In this constellation the time average of the
interaction energy is zero which, in a quantum mechanical
framework, is equivalent to the equal population of upper and
lower light induced potential (LIP—light-induced potentials
are the molecular equivalent to dressed states in level systems).
However, if the second pulse is phase-shifted by −π/2 with
respect to the first it couples to the coherence out-of-phase
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Figure 1. Visualization of the control scenario for a two-level system. (a) The resonant electric field E(t) (red) induces a dipole-moment μ(t)
(blue), whose oscillation follows the driving field with a phase difference of −π/2, see also inset on the left. If the second pulse is shifted in
phase by π/2 with respect to the first pulse it will couple exactly out-of-phase into the persistent dipole-oscillation, cf right inset. (b) During
the first excitation of the dipole-moment the interaction energy ε(t) (black) averages to zero over one oscillation, as can be seen in the inset
on the left side. However during the second pulse, when electric field and dipole oscillate with a phase difference of π the interaction energy
is maximized and strictly positive, cf right inset. (c) Comparison of the total energy of the interacting system (black) and the energies of the
upper and lower LIP (green and blue). During the main pulse the total energy coincides with the energy of the upper LIP, see also right inset.

and thus maximizes ε(t). This maximization of the interaction
energy is equivalent to the selective population of the upper
LIP [12, 29]. As a result of the increased energy, higher lying
molecular target states which are inaccessible in the weak-
field limit can now be reached efficiently. Vice versa, if the
second pulse couples to the coherence in phase, the interaction
energy is minimized implying that the lower LIP is populated
selectively. This energy decrease opens up routes to lower
lying target states which are non-resonant under weak-field
excitation.

For clarity, the described double-pulse scenario is shown
in figure 1 for the simplified case of a two-level-system, i.e.
no vibrational dynamics are considered. The resonant electric
field (red) induces an electric dipole-moment (blue) in the
system, that will follow the excitation with a phase difference
of −π/2, as can be seen in frame (a). The second pulse is
shifted by π/2 with respect to the first and couples out-of-
phase to the induced dipole-moment. As a consequence the
interaction energy, as plotted in frame (b), is maximized during
the interaction with the second pulse. This is equivalent to the
selective population of the upper LIP in the system. Frame
(c) compares the total energy ε(t) to the lower (ε1(t)) and
upper (ε2(t)) LIP of the interacting system. While the total
energy oscillates around zero during the interaction with the
first pulse it coincides with the energy of the upper LIP during
the main pulse, verifying the selective population of the upper
LIP. The underlying mechanism was termed SPODS as it was
first discussed for the dressed states in atoms [27].

In general the situation in molecules will be more
complicated due to the nuclear dynamics which are launched
along with—and strongly coupled to—the electron dynamics.
The amplitude of the electric dipole, and hence the magnitude

of the interaction energy, depends on the overlap of the
nuclear wavepackets in the ground and excited state. Efficient
and selective control of the electron dynamics requires a
maximum overlap of the nuclear wavepackets. Moreover,
the nuclear wavepacket propagation generally leads to a
continuous variation of the electronic resonance condition.
This change in the eigenfrequency of the electric dipole results
in a phase drift of μ(t) with respect to E(t). The laser field has
to adapt to this additional phase dynamics if it is to maintain a
defined phase relation to the dipole. Therefore, a simple double
pulse sequence is not expected to be optimal for efficient
control of the coupled electron-nuclear dynamics in molecules.
Instead we employ laser fields that are more versatile in terms
of amplitude and phase. These fields are generated by phase
modulation of the spectrum of an ultrashort laser pulse [6]
with a periodic spectral phase of the form

ϕ(ω) = A sin[(ω − ω0)T + φ]. (2)

In general, sinusoidal spectral phase modulation results in a
multipulse sequence in the time domain [30–32]. The relative
intensity of the subpulses is controlled by the modulation
depth A, whereas their temporal separation is determined by
the sine-frequency T. If T is larger than the temporal width
�T of the input pulse, the subpulses are well-separated in
time. If T is smaller than �T the subpulses merge, forming a
single chirped pulse. The sine-phase φ controls the temporal
phase of the shaped pulse. It is the most important parameter
for the manipulation of the phase relation between induced
dipole and laser field. In summary, the pulse parameterization
described by (2) provides a great variety of tailored laser
fields ranging from regularly shaped multipulse sequences
to complex shaped single pulses. Due to this versatility
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Figure 2. Potential energy surfaces (PES) and electric
dipole-moments of the potassium dimer. In the weak-field regime
the absorption of two photons leads to an excitation of the 21�g

state. For intense laser fields the strong coupling of the X1	+
g and

the A1	+
u state results in a dynamic Stark splitting in the two-state

subsystem as indicated by the line segments around the A1	+
u state

around R = 3.9 Å. In addition to the 21�g state also the 41	+
g state

can be reached from the lower LIP. Population in the upper LIP can
be transferred into the electronic states 51	+

g , 61	+
g and 31�g that

cannot be reached in the weak-field case. The splitting and the
population of the LIPs are closely related to the interaction energy
of the driving laser field with the light-induced dipole-moment
between the X1	+

g and the A1	+
u state. Manipulating the interaction

energy according to (1) allows for control over the population in the
electronic target states. A maximization of the interaction energy
and the population of the upper LIP in the X1	+

g -A1	+
u system, as

suggested by the thick, green line segment above the A1	+
u state,

will result in the population of the upper target channel
(green-shaded states). The photoelectrons produced in the ionization
of the molecule by a second laser pulse with a central wavelength of
570 nm serve as a measure for the population in the target channels.
The inset in the lower right part shows the electric dipole couplings
between the relevant states.

sinusoidally phase-modulated laser pulses are well-suited to
adapt to the richness of dynamics and processes encountered
in complex molecular systems.

3. The physical system

As a molecular prototype system we chose the potassium
dimer (K2). We can treat this molecule experimentally and
theoretically on an equally accurate level, and it has been
the object of previous studies [20, 21, 33]. The PESs and
dipole couplings between the relevant states are displayed
in figure 2. Shown are only the relevant states accessible by

electric dipole transitions. Before the interaction with the laser
the molecule resides in its ground state X1	+

g as suggested
by the Gaussian shaped wave function in the sketch. When
irradiated with a weak resonant laser field population will
flow via the A1	+

u state to the 21�g state by a resonant
two-photon absorption. Higher lying electronic states such as
51	+

g , 61	+
g and 31�g are energetically inaccessible. Upon

irradiation with a strong resonant laser however an electronic
coherence between the X1	+

g state and the A1	+
u state is

formed, i.e. a charge oscillation is launched by the laser
field. Due to the strong coupling between the states the LIPs
(indicated by the blue and green line segments above and
below the A1	+

u state around the equilibrium internuclear
separation R0) split up in analogy to the dressed states in
the atomic case. If the intensity of the driving laser field is
strong enough, i.e. the splitting induced in the X1	+

g -A1	+
u

system is sufficiently high, population can also be transferred
to the higher lying states 51	+

g , 61	+
g and 31�g. In the case of

resonant excitation with a bandwidth limited (BWL) pulse both
LIPs are populated equally. Therefore no selectivity between
the bound electronic target states is achieved. Although the
presented description suggests, that dressing of the molecular
states and the formation of LIPs does only occur in the
subsystem consisting of the X1	+

g and the A1	+
u state, actually

the whole system is dressed. As the coupling in the X1	+
g -

A1	+
u subsystem is higher than the coupling of the A1	+

u state
to the higher lying target states the dressing will affect the
target states much less than the X1	+

g and the A1	+
u state. For

simplicity we omitted the dressing of the target states in the
preceding description. However, the simulations, as discussed
in the section 6, do include the complete interaction of the
laser pulse with all states in the molecule.

For later discussions we define the states 41	+
g and 21�g

as the lower target channel and the states 51	+
g , 61	+

g and
31�g as the upper target channel. The control objective is to
design laser pulse shapes which selectively populate only one
of these target channels. In the experiment the target state
populations are measured by post-ionization with a probe
pulse of a different wavelength and extracted from the energy-
resolved detection of photoelectrons (PEs) released from the
target states.

4. Experimental setup

The experimental setup is depicted in figure 3. An amplified
Ti:Sapphire laser system provides pulses with an intensity
FWHM of 25 fs, a central wavelength of 795 nm and a
maximum pulse energy of 0.8 mJ at a repetition rate of
1 kHz. The pulses pass a beamsplitter and one third of the
energy of the beam enters our home-built LC-SLM based
pulse shaper [34]. The pulses are then steered via a polarization
rotating periscope (P) and a variable ND attenuator (A) and
are focused by an f = 30 cm lens (L) into the interaction
region of a magnetic bottle time-of-flight spectrometer. The
remaining two thirds of the laser beam are used to pump an
OPA (optical parametric amplifier) to generate the probe pulse
at 570 nm. This wavelength provides maximum visibility of
the PEs from the molecular target states. The BWL OPA pulse
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Figure 3. Experimental setup for selective excitation of potassium
dimers with shaped femtosecond laser pulses. Near infrared
femtosecond laser pulses at a central wavelength of 795 nm and a
FWHM of 25 fs are generated and spectrally phase shaped by an
LC-SLM based pulse-shaper. An OPA generates visible probe
pulses at 570 nm wavelength, that are stretched to a duration of 2 ps.
The two pulses are collinearly focused into the interaction region of
a time-of-flight spectrometer. The PEs produced during the
interaction of the pulses with the molecular beam are detected.

has a duration of 20 fs FWHM. Before entering the vacuum
chamber however, it is temporally stretched to 2 ps FWHM
by a 175 mm N-BK7 glass rod (S), in order to average over
several periods of the wavepacket dynamics induced in the
target states. For exemplary wavepacket dynamics in the 51	+

g

and the 21�g state see figure 10. A magnifying telescope (T)
serves to expand the OPA beam and, hence, focus the probe
laser tightly into the central part of the IR laser focus. The
ratio of the two beam diameters is 0.4. By this means only a
small volume of the pump laser focus with an approximately
homogeneous intensity profile is probed. This counteracts the
cancellation of strong-field effects due to averaging over the
full intensity distributions. The two beams are combined by a
dicroic mirror (DM). Also the probe pulse can be attenuated
and was set for maximum visibility of the molecular PE signals
while keeping multiphoton ionization by the probe pulse at a
minimum. For an optimal temporal alignment of the control
and the probe pulse the control pulse can be shifted in time
by a delay stage (DS). The potassium dimers are produced
in a supersonic beam by heating atomic potassium to 400 ◦C
in an oven (O), expansion through a nozzle of 200 μm and
seeding with argon gas at around 1 bar. The molecular beam
passes through a skimmer and emanates into the spectrometer
chamber where it intersects with the laser beams. PEs released
by the control and the probe pulse are detected with an MCP in
chevron stack configuration and recorded with an oscilloscope.
A careful compensation of the residual phase of the IR-pulse,
introduced by the optical components, is performed prior to
the measurements. To this end the multiphoton ionization

0.1 0.3 0.5 0.7

-0.2

-0.1

0.0

0.1

-0.3

Pulse energy [μJ]

C
on

tr
as

t

0.33 1.00 1.67 2.33
Laser intensity [ ]0

0.7

0.8 1.0 1.2 1.4
Kinetic energy [eV]

0.1

0.3

0.5

P
ulse energy [μJ]0.1

0.3

0.5

12 Πg
15 Σg

+

11 2 = 8.5×10  W/cm0

1.0 1.4 1.8

Simulation
12 Πg

15 Σg

+ 4p

13 Πg

REMPI

2Π

5Σ

Kinetic energy [eV]

1.0

0.5

0.0P
ho

to
el

ec
tr

on
 S

ig
na

l [
ar

b.
 u

.]

REMPI Pump
Probe
2-Colour

4p

Slower Supper

0.3 µJ

Figure 4. Left side, top: measured two-colour PE spectrum, one
colour signal of the 795 nm control pulse (red), one colour signal of
the 570 nm probe pulse (yellow), two-colour signal (black). The
spectrum shows the PE signals created by either the control or the
probe pulse interacting with the particle beam as well as the signals
created by interaction with both pulses. The signals are the sum of
the molecular and atomic PEs. The relevant signals from the
molecular target states are clearly visible and almost background
free, i.e. not perturbed by any underlying additional signals. The
measured signals compare favourably to the simulated spectrum,
left side, bottom. Right side: PE spectra created by the probe pulse
after the excitation of K2 molecules with IR-BWL-pulses of
different intensities. The black dots indicate the corresponding
contrast values for the spectra according to (3).

of xenon-atoms, led effusively into the interaction region,
is maximized in situ by an adaptive optimization procedure,
using a polynomial spectral phase function up to the fifth order.

5. Treatment of spectra

The figure of merit of the presented control scheme is the
contrast between the populations acquired in the upper and
lower molecular target channel. In the measured PE spectra
this population contrast translates into a contrast of PE yields
from the two target channels. Therefore we define the contrast

C = Supper − Slower

Supper + Slower
(3)

as a scalar parameter to evaluate the fitness of a given laser
pulse shape. Supper and Slower are the signal yields from the
upper and lower target channel, respectively. As an example
the upper left side of figure 4 shows a PE spectrum generated by
the probe pulse after excitation of K2 with a BWL-IR-pulse.
The details of the spectrum will be discussed in the results
section. The relevant signal contributions are shaded in blue
and green and labelled by Slower and Supper. They are mainly
determined by the signal coming from the 21�g and the 51	+

g
state. A positive contrast C indicates more efficient population
of the upper molecular target channel as compared to the lower.
A negative contrast indicates more efficient population of the
lower target channel. Therefore C is a direct measure of the
selectivity of the molecular excitation to the target channels.

After an energy calibration of the time-of-flight axis the
one colour background created by ionization of the atoms and
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molecules in the beam by the IR-control pulse and the visible
probe pulse only is subtracted. The spectrometer resolution
is not sufficient to disentangle the signals from the individual
states directly. To evaluate the contributions of the upper and
the lower target channel from the overlapping PE spectra the
signals are fitted with Gaussian functions for every state using a
Levenberg–Marquard-algorithm. The lower bound of the peak
width is given by the spectrometer resolution of 70 meV at
1 eV PE energy. From these fits the contrast according to (3)
of each spectrum is determined.

6. Simulations

To model the strong-field interaction of shaped fs laser pulses
with K2 molecules we solve the time-dependent-Schrödinger-
equation numerically employing a grid-based split-operator-
technique. The Hamiltonian of the system interacting with the
control field in the length-gauge Ĥ0 is given by

Ĥ0(t, R, θ ) = T + V0(R) + W0(t, R, θ )

T = − �
2

2μ

∂2

∂R2
1̂

V0(R) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

VX (R) 0 0 0 0 0 0
0 VA(R) − �ω0 0 0 0 0 0
0 0 V4	(R) − 2�ω0 0 0 0 0
0 0 0 V2�(R) − 2�ω0 0 0 0
0 0 0 0 V5	(R) − 2�ω0 0 0
0 0 0 0 0 V6	(R) − 2�ω0 0
0 0 0 0 0 0 V3�(R) − 2�ω0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

W0(t, R, θ ) = −�

2

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 �+
XA(t, R, θ ) 0 0 0 0 0

�−
XA(t, R, θ ) 0 �+

A4	
(t, R, θ ) �+

A2�
(t, R, θ ) �+

A5	
(t, R, θ ) �+

A6	
(t, R, θ ) �+

A3�
(t, R, θ )

0 �−
A4	

(t, R, θ ) 0 0 0 0 0
0 �−

A2�
(t, R, θ ) 0 0 0 0 0

0 �−
A5	

(t, R, θ ) 0 0 0 0 0
0 �−

A6	
(t, R, θ ) 0 0 0 0 0

0 �−
A3�

(t, R, θ ) 0 0 0 0 0

.

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4)

The elements of V0 are the R-dependent potential energies.
Because all transitions involved are almost resonant, we
use the rotating-wave-approximation (RWA) to describe the
laser-induced coupling between the molecular states. These
couplings are the elements of W0 and they are given in terms
of the Rabi-frequencies

�−
MN (t, R) = �μMN (R) · �E−(t)/� = (

�+
MN (t, R)

)∗
. (5)

Here �E−(t) describes the complex envelope of the (negative
frequency) electric field. All target states are coupled to
the A1	+

u state but the transitions are driven by different
polarization components of the electric field [8]. The parallel
transitions (	 → 	) interact with the parallel component
of the electric field E−(t) cos(θ ) and the transitions 	 →
� are driven by the perpendicular component of the field
E−(t) sin(θ ), where θ is the angle between the molecular
axis and the driving laser-field. This results in the following
couplings:

��−
XA(t, R, θ ) = μXA(R)E−(t) cos(θ )

��−
A4	(t, R, θ ) = μA4	(R)E−(t) cos(θ )

��−
A2�(t, R, θ ) = μA2�(R)E−(t) sin(θ )

��−
A5	(t, R, θ ) = μA5	(R)E−(t) cos(θ )

��−
A6	(t, R, θ ) = μA6	(R)E−(t) cos(θ )

��−
A3�(t, R, θ ) = μA3�(R)E−(t) sin(θ ). (6)

The R-dependent PES and dipole-moments can be seen
in figure 2. In the simulations the contrast value achieved
by a certain laser pulse shape is calculated from the final
populations c2 in the target channels. They are computed as

c2
upper(∞) = |c5	(∞)|2 + |c6	(∞)|2 + |c3�(∞)|2

c2
lower(∞) = |c4	(∞)|2 + |c2�(∞)|2 (7)

in accordance with the definition of the target channels in
section 3.

The description of strong-field effects requires the
consideration of intensity averages in the interaction region
to achieve a more realistic description of our experiment. The
volume or intensity averaging describes the inherent averaging
over the intensity distribution in the focus of the IR-pulse by the
probe pulse. The averaged excitation 〈S〉 that is reached inside
a certain intensity distribution I(r, z) is given by weighting
the excitation for a given intensity S(I) with the differential
volume with this intensity dV = f (I) dI

〈S〉 =
∫ I0

Imin
f (I)S(I) dI∫ I0

Imin
f (I) dI

. (8)

The expression for f (I) is found starting from the spatial
intensity distribution of a focused Gaussian beam with a
maximum intensity I0 at (r, z) = (0, 0), a Rayleigh-range
zR and a beam-waist of w0 [35]

I(r, z) = I0
1

1 + ( z
zR

)2
exp

⎡
⎣− 2r2

w2
0

{
1 + (

z
zR

)2}
⎤
⎦ . (9)
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The volume of the rotational ellipsoid, that contains all
intensities higher than I is given by

V (I) = 2π

∫ zR

√
I0
I −1

0
r2(I, z)I(z) dz (10)

with

r2(I, z) = −w0

2

(
1 + z2

z2
R

)
ln

[
I

I0

(
1 + z2

z2
R

)]
. (11)

The volume containing the intensities [I, I + dI] is given by
∂V
∂I dI. Hence the derivative of (10) with respect to I gives the
sought-for distribution function f (I)

∂V (I)

∂I
= f (I) = πw2

0zR(2I + I0)

3I2

√
I0

I
− 1. (12)

The averaged excitations converge for eight gridpoints of the
distribution function of the intensity. A minimum intensity of
Imin = 0.05I0 proves to be sufficient, as there is no significant
excitation into the target channels at so low an intensity.

In addition, in the experiments the molecules are not
aligned before the excitation. Consequently their random
orientation with respect to the polarization of the driving
laser field has to be taken into account when calculating
the population dynamics. Especially as the intra-molecular
transitions to the target states are driven by different
components of the electric field (parallel or perpendicular to
the internuclear axis) it is crucial to consider these orientations,
cf (6). The averaged excitation obtained for a given distribution
of orientations f (θ, φ) is given by

〈S〉 =
∫ 2π

0

∫ π

0 f (θ, φ)S(θ ) sin(θ ) dθ dφ∫ 2π

0

∫ π

0 f (θ, φ) sin(θ ) dθ dφ

= 2
∫ 2π

0

∫ π/2

0
f (θ, φ)S(θ ) sin(θ ) dθ dφ. (13)

Again θ is the angle between molecular axis and laser
polarization, and φ is a polar angle which does not influence
the interaction. Comparison of simulations and experimental
data suggests that the best agreement is obtained under the
assumption of an isotropic distribution fiso(θ, φ) = 1

4π
of

molecular orientations. Also here eight sampling points for
the angular distribution function are sufficient to ensure a
convergence of the simulated excitations. In practice we
calculate the quantum dynamics at a given intensity for the
different molecular orientations and subsequently perform
the intensity averaging. A simulated contrast landscape, that
includes volume and orientation averaging, is shown in
figure 5. Still the exact features of the landscape are extremely
sensitive to experimental circumstances like the particular
intensity distribution in the laser focus or the spatial overlap
between the control and the probe pulse.

For a transparent analysis we will discuss the control
mechanism for the case of a molecule fixed in space at θ = 45◦

with respect to the driving laser field at a single intensity, the
maximum intensity I0 that is reached in the centre of the laser
focus. In view of the proposed control scenario it is of particular
interest to investigate the phase relation of the induced dipole-
moment in the X1	+

g -A1	+
u system and the electric field of the

Simulation Experiment

[r
ad

]

[r
ad

]

1

2

Figure 5. Comparison between a simulated contrast landscape (left),
including the averages over intensity distribution and molecular
orientation and the measured contrast landscape (right). The
experimental landscape was recorded using 795 nm control pulses
with BWL-FWHM of 25 fs and a peak intensity of
8.5 × 1011 W cm−2. The points ① and ② are highlighted for later
discussions.

laser pulse. The time-dependent dipole-moment is calculated
according to

〈μXA〉(t) =
∫ ∞

0
μXA(R) · {ψ∗

X (R, t)ψA(R, t) e−iω0t + c.c.} dR

(14)

where ψX (R, t) and ψA(R, t) are the nuclear wavefunctions in
the X1	+

g and A1	+
u state in their spatial representations5.

During the interaction with the driving laser field the
vibronic wavepackets propagate on the PES, resulting in
a time-dependent expectation value of the internuclear
separation 〈R(t)〉 = ∫ ∞

0 |ψ(R)|2 R dR. In accordance with the
calculation of 〈μXA〉(t) in the X1	+

g -A1	+
u system also here

the expectation value of the internuclear separation 〈R(t)〉 is
calculated within the subsystem consisting of these states. As
the wavepackets stay rather localized during the interaction
with the laser pulse the analysis of the single parameter
proves sufficient and allows for a transparent physical picture.
The time-dependence of 〈R(t)〉 leads to a time-dependent
change of the frequency and the phase of the dipole-oscillation
due to the changing energy-difference between the X1	+

g

state and the A1	+
u state at 〈R(t)〉. The crucial influence of

vibrational wavepacket dynamics onto the control scenario and
the consequences for the phase-evolution with respect to the
electric field were confirmed by simulations that disregarded
the kinetic operator T , cf (4). These simulations did not
include propagation of the wavepackets on the PES and
therefore no associated phase dynamics or changes in the
resonance frequency of the electronic charge oscillation did
occur. Although the described scenario particularly depends on
the in-phase and out-of-phase oscillations of the electric field
and the induced dipole-moment it is sufficient to calculate the
simulations in the framework of the RWA because the phase of
the driving laser field, vital to the control scenario, is contained
in the complex envelope of the electric field.

In our simulations we assume the ionization process to
be perturbative, i.e. it does not alter the populations in the

5 Supplementary material to [25].
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Figure 6. Construction of the partial PE spectrum arising from a
specific vibronic transition |ν〉 → |ν ′〉. The wavefunction ψn(R, t0)
in the electronic molecular state |φn〉 (blue potential) is decomposed
into the vibrational eigenfunctions. Ionization can occur from a
vibrational eigenstate |ν〉 of Vn(R) into any vibrational eigenstates
|ν ′〉 of the ionic state |φi〉 (black potential) for which the
energy-difference between |ν〉 and |ν ′〉 is equal or less than the
energy of the absorbed photon �ωp,0. The difference in energy (red
dashed arrow) will be carried away by the emitted electron as
kinetic energy.

neutral molecular (and atomic) states. For comparison with the
measurements the PE signals, as seen for example in figure 4,
are calculated based on the quantum mechanical population
dynamics simulations, that include volume and orientation
averaging, in the following way: We consider the diatomic
molecule in a previously excited neutral electronic state |φn〉.
Let Vn(R) be the electronic potential of this state as a function
of the internuclear distance R. Now the excited molecule is
ionized by a weak probe pulse, whose spectrum Ẽ+

p (ω) is
centred around a frequency ωp,0 which is sufficiently large
to induce a one-photon transition to an ionic state |φi〉 (cf
figure 6). Since the probe pulse is weak the ionization process
is treated perturbatively. To this end we expand the nuclear
wave function ψn(R, t0) in the neutral state at time t0 prior to
the ionization (but after the interaction with the control pulse)
as

ψn(R, t0) =
∞∑

ν=0

〈ν|ψn〉 χν(R). (15)

The χν(R) are the vibrational eigenfunctions of the potential
Vn(R) corresponding to eigenstates |ν〉 and eigenenergies
�ων . The absolute squares |〈ν|ψn〉|2 describe the population
distribution among the vibrational states |ν〉 after excitation.
Now consider a given vibrational state ν and a fixed frequency
ωp out of the probe spectrum. Starting from |ν〉 this frequency
component may induce transitions to any vibrational state
|ν ′〉 of the ionic potential Vi(R), whose energy �ων ′ is
smaller or equal to �ων + �ωp. The difference energy �ωe =
�(ων + ωp − ων ′ ) will be carried away by the ejected PE in
form of kinetic energy. In the framework of time-dependent
perturbation theory the probability Pνν ′ for such a transition
is proportional to the population of the initial state |ν〉, the

overlap of the nuclear wavefunctions given by the Franck–
Condon factor |〈ν ′|ν〉|2, and the spectral intensity of the probe
pulse at ωp = ωp(ωe):

Pνν ′ (ωe) ∝ |〈ν|ψn〉|2 · |〈ν ′|ν〉|2 · |Ẽ+
p (ωp)|2. (16)

The total PE spectrum as a function of the kinetic excess energy
�ωe is obtained by summation of this expression over all ν,
and for every ν over all ν ′ for which ωe � 0:

P(ωe) ∝
∑

ν, ν ′: ωe�0

∣∣∣〈ν|ψn〉 〈ν ′|ν〉 Ẽ+
p (ωe + ων ′ − ων )

∣∣∣2
. (17)

Alternatively the PE spectra are calculated based on Mulliken′s
semi-classical difference potential analysis [36–38]. This
analysis has the additional advantage of giving an intuitive
understanding of the shape of the PE signals produced from the
molecular states. Figure 10 shows the nuclear dynamics after
excitation of the 51	+

g and of the 21�g state. The mapping
of the changing internuclear separation onto the difference
potential directly translates into the distribution of kinetic
energies in the PE spectrum. The results of both approaches
are in excellent agreement with the measured PE spectra.

7. Experimental results

In the experiments we study intensity and phase control for
the selective population of the upper and the lower target
channel in the potassium dimer. First we demonstrate the non-
perturbative character of the excitation by investigating the
intensity dependence of the PE spectra after interaction with a
BWL IR-pulse. These measurements serve to rule out higher
order spectral interference as the key mechanism of changes
in the PE spectrum. In the second part of the experiment, the
intensity I0 = 8.5 × 1011W cm−2 was chosen and the spectral
phase was varied. In particular, we investigated the variation
of the contrast as a function of the sine-phase φ and the sine-
frequency T in the spectral phase function defined in (2).

7.1. Intensity dependence

Two-colour PE spectra resulting from the excitation of K2 with
BWL pump pulses of various pulse energies are shown on the
right side of figure 4. Upon weak-field excitation (spectrum of
the lowest pulse energy of less than 0.1μJ), only the 21�g

state is excited (cf figure 2), giving rise to a double-peak
contribution in the spectrum around Ekin = 1 eV. The two
humps in the 21�g signal structure are related to ionization of
the vibrating molecule at the inner and outer turning point. In
analogy to a classical vibration, the probability of finding the
nuclear wavepacket is highest at the two turning points [39, 40].
Because the difference potential �V (R) = Vionic(R)−V2�(R)

is quite steep (cf also figure 10), both turning points are mapped
onto different kinetic energies and are hence clearly discerned
in the PE spectrum. The contrast of C = −0.3 instead of
a perfect C = −1 can be explained by background signals
hampering the evaluation. With increasing intensity, however,
the energy-splitting in the resonant X1	+

g -A1	+
u subsystem

grows and the upper target channel becomes accessible as
well. As a result, at pulse energies above 0.1μJ an additional
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Figure 7. Contrast landscape for the systematic variation of T and φ. Every point of the landscape corresponds to a specific PE spectrum,
with the according contrast value C(T, φ) encoded in the colour and the height. A clear maximum, marked ① in the landscape, emerges
around T = 50 fs and φ1 = 1.8 rad. A change of φ by ca π leads to a point φ2 where the contrast is significantly reduced, ②. The measured
PE spectra, that correspond to the points ① and ② are also shown along with simulated PEs (dashed lines) to the left ① and the right ② side
of the landscape.

peak shows up in the spectrum at Ekin = 1.25 eV. This peak
is attributed to population of the 51	+

g state. The related
difference potential is almost flat, therefore the two turning
points are mapped onto the same kinetic energy in this case so
that the 51	+

g signal shows up as one localized peak. Once the
51	+

g state can be populated its signal dominates the spectrum
and the contrast starts to increase up to C = 0.12 for I0 at a
pulse energy of 0.3μJ. The explanation for the observation,
that even the BWL pulse switches the population between
the target states, is related to the off-resonance of the central
wavelength of our laser spectrum. Due to a slight blue-shift
of the laser central wavelength (at 795 nm) with respect to
the X1	+

g -A1	+
u resonance at 830 nm (around R0 = 3.9 Å)

field and dipole already oscillate almost out-of-phase upon
creation of the dipole. Therefore the excitation is biased
towards population of the upper LIP and consequently towards
the upper target channel once the latter becomes energetically
accessible (green contribution to the spectra at higher pulse
energies). Laser pulses at the exact resonance frequency are
expected to perform even better in terms of selectivity to
both directions. Experiments with an optimized spectrum are
currently being carried out. As all PE spectra were acquired
by laser pulses with the same spectral amplitude and phase,
these results verify that the appearance of signal from the
upper target channel is a genuine strong-field effect and cannot
be explained by the weak-field control scenarios of spectral
interference.

For the phase-control experiments the pulse energy of
0.3 μJ was chosen because at this pulse energy the BWL
pulse addresses both target channels and adjacent background
signals from direct ionization are yet negligible (cf red and
yellow line in the spectrum). The corresponding spectrum is
marked in red on the right side of figure 4. The same PE
spectrum is shown on the left side of the figure. The simulated
signals, calculated based on the description in section 6 are
in excellent agreement with the measured ones, including
the atomic signal resulting from one-photon-ionization of the
potassium 4p state by the probe pulse.

7.2. Phase control

In section 6 we have shown that the relative phase of the
molecular dipole and the laser field controls the interaction
energy. Therefore, we investigate control exerted by the
relative temporal phase by manipulation of the spectral phase
of the laser pulse. Control over this temporal phase is achieved
by sinusoidal spectral phase modulation (according to (2)).
From coarse scans we found that at an amplitude of A = 0.8
a high degree of control over both target channels is observed.
At this sine-amplitude we varied the parameters T and φ and
recorded spectra for a contrast landscape [22], that is shown
in figure 7. For T = 0 fs the phase modulation (2) only
introduces a constant phase which does not affect the control
process. Therefore the corresponding line in the landscape
shows the contrast as achieved by the BWL-pulse. The use of
actually shaped pulses creates a rich topology, with a marked
maximum for the parameters T = 50 fs and φ = 1.8 rad,
point ① in figure 7. The PE spectrum with the contrast value
of C = 0.21 can be seen on the left side of figure 7. The
yield from the upper target channel clearly exceeds the yield
from the lower target channel indicating selective population
of the 51	+

g state. Also the yield from the higher target channel
that is reached by excitation with the BWL-pulse (cf figure 4)
is surpassed by the shaped laser-field. In the spirit of earlier
SPODS-experiments [12] we follow the line of constant T on
the landscape and arrive at a point around φ2 = φ1 + π of
inverted contrast C = −0.2, point ② in figure 7. From the
PE spectrum behind this landscape point on the right side of
figure 7 we see, that PEs from the lower target channel
dominate the spectrum, while only little signal from the upper
target channel was detected. As seen in figure 5 the simulation
reproduces the measured contrast landscape well. For the
discussion of the control mechanism behind the distinct points
① and ② in the next section we refer to these calculations. The
global minimum of the landscape is found at higher T .
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(a)

(b)

(c)

(d) (e)

Figure 8. Dynamics of the population of the upper target channel. (a) Simulated population dynamics for the control pulse depicted in (b).
The bright green line is the population accumulated in the upper target channel. The shaped electric field is decomposed into its envelope
(red background) and temporal phase (blue line). (c) Oscillations of the electric field (red) and the induced dipole-moment in the
X1	+

g -A1	+
u system (blue). The slowly varying black line is the relative phase of the oscillations of the dipole-moment and the electric field.

(d) Energy of the LIPs in the X1	+
g -A1	+

u subsystem (black and red) and of the 51	+
g (green) and the 21�g (blue) state at 〈R(t)〉 shifted by

two photon energies �ω0. (e) Temporal evolution of the expectation value of the internuclear separation (black) and the corresponding value
of the difference potential between the X1	+

g and the A1	+
u state of K2 (blue). The grey-shaded background marks the decisive

time-window of the final population transfer in all frames.

8. Physical mechanism

In this section we illuminate the physical mechanism that
allows us to selectively populate one of the molecular target
channels using shaped femtosecond laser pulses. To this end
we analyse the quantum mechanical simulations as described
in section 6. The physical mechanism is revealed by inspection
of the calculated neutral population dynamics induced by the
shaped laser field. Figure 8 shows the population dynamics for
point ① in figure 7. Initially around t = −50 fs, the potassium
dimer is steered into a coherent superposition of the X1	+

g and
the A1	+

u state, i.e. a coherent charge oscillation is formed,
cf frame (a). As the central wavelength of the laser pulse is
blue detuned with respect to the X1	+

g -A1	+
u resonance the

induced oscillation follows the driving laser field with a phase
difference of π , as can be seen in frame (c) from the oscillations
and more directly from the relative phase. However during
the ensuing interaction with the laser pulse the electronic
coherence is influenced by vibrational wavepacket dynamics.
Frame (e) shows the expectation value of the internuclear
separation 〈R(t)〉 in the X1	+

g -A1	+
u system (black). The

wavepacket starts at the equilibrium distance of R = 3.9
Å. 〈R(t)〉 then increases due to the wavepacket propagation
on the PES. The blue line represents the difference potential
between the X1	+

g and the A1	+
u state that is proportional to

the oscillation frequency at 〈R(t)〉. This frequency decreases
in accordance with the decreasing difference potential. Due to
the change in frequency also the phase relation between charge
oscillation and laser field is changed and the condition of out-
of-phase oscillation for maximizing the interaction energy is
no longer fulfilled. Due to the spectral shaping of the laser
pulse, leading to a time-varying phase of the electric field (blue
line in frame (b)) the desired phase relation is maintained.
The most intense part of the laser pulse around t = 0 fs
energetically opens up the upper target channel, cf frame (d).

At these intensities the induced splitting of the LIPs in the
X1	+

g -A1	+
u system, indicated by the red and black dashed

lines, is sufficient to shift the upper LIP (red) into resonance
with the energy of the 51	+

g state (green line), as marked by the
black circle. By virtue of the maximized interaction energy the
population is steered into the upper target channel. Although
the lower target channel, specifically the 21�g state (blue line
in frame (d)) could be reached during the whole interaction,
the phase relation between electric field and induced charge
oscillation prevents an efficient population transfer. A detailed
analysis of the vibrational wavepacket dynamics reveals that
between the built-up of the coherence at t = −50 fs and
the transfer of the population to the upper target channel the
internuclear distance increases by 9% entailing a change of
the Bohr-frequency in the X1	+

g -A1	+
u system of 110 meV,

which corresponds to a wavelength change of 70 nm.
The simulated population dynamics corresponding to

point ② are shown in figure 9. The system is also led into
a coherent superposition of the X1	+

g and the A1	+
u state,

as seen in frame (a) around t = −50 fs. After some Rabi-
type oscillations the population is finally transferred to the
lower target channel, the time-window for the switching being
highlighted by a grey background. The coherent population
return during the pulse is due to the stronger coupling of the
A1	+

u state to the lower target channel in comparison to the
upper target channel, cf figure 2. The oscillation of the time-
dependent dipole-moment with respect to the shaped electric
field, cf frame (c) in figure 9, reveals that the final population
transfer to the lower target channel at t = 50 fs is indeed
due to in-phase-oscillation and a resulting minimization of
the interaction energy. Despite the blue-detuning of the laser
central frequency, which promotes an out-of-phase oscillation,
the electric field was shaped to ensure the required phase
relation during the time-window of excitation. At earlier times
during the interaction around t = −50 fs the two quantities
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(a)

(b)

(c)

(d) (e)

Figure 9. Same as figure 8 for the population of the lower target channel.

oscillate out-of-phase. However during this time the upper
target channel cannot be reached as the induced energetic
splitting of the LIPs is not yet high enough. Frame (d) shows
this splitting in the X1	+

g -A1	+
u system together with the

energies of the 51	+
g (green line) and the 21�g (blue line)

state at 〈R(t)〉. For these early times the upper target channel
cannot be reached from the upper LIP (red line) therefore no
population transfer occurs. During the most intense part of
the pulse around t = 0 fs the upper target channel would be
accessible. By virtue of the shaping electric field and dipole
oscillate in phase during this time. Hence no population is
transferred to the upper target channel. Instead at slightly later
times around t = 50 fs the energy of the 21�g state shifts
into resonance with the lower LIP of the X1	+

g -A1	+
u system

(black, dashed line) at the current internuclear separation,
as marked by the black circle. It is the lower LIP that is
populated, due to the in-phase oscillation of field and dipole
(cf grey-shaded time-window in frame (c)) and the population
flows into the lower target channel. In general the phase
dynamics are less smooth than in case ①. Despite the steps
in the temporal phase of the electric field the dipole readily
returns to the out-of-phase oscillation, as seen until around
t = 0 fs. At this time the field is strong enough to force the
dipole into the required in-phase oscillations. An analysis of
the quantum dynamics at lower intensities reveals that it is
indeed a genuine strong-field effect that forces the dipole to
oscillate in-phase with the electric field. For lower intensities
the phase dynamics gradually change into a constant phase
difference of π as determined by the blue-detuning of the
driving field. Still the excitation will result in population of the
lower target channel as the energetic splitting in the X1	+

g -
A1	+

u system is insufficient to reach the upper target channel.
The interaction time of the molecule with the laser pulse
between the built-up of the coherent superposition, i.e. the
charge oscillation, around t = −50 fs and the final population
transfer at t = 50 fs is longer than in the case of point ①. The
nuclear dynamics during this time entail a larger change in the
internuclear separation, black line in frame (e). Also they prove
to be more complex than in the first case and 〈R(t)〉 shows a
more structured behaviour. The Bohr-frequency decreases by
190 meV =̂ 130 nm as the internuclear distance is changed
by 18%.

The movies in the supplementary material (available
from stacks.iop.org/JPhysB/47/124015/mmedia) show the
complete electron dynamics during the excitations with the
fields of point ① and ②. They illustrate how the stationary
ground state distribution of the X1	+

g state is shaken into a
superposition with the A1	+

u state by the field. To reach the
target state also the higher lying electronic states contribute to
the electron density at later times of the light field. Finally the
molecule resides in one of the target channels, that comprise
specific three-dimensional electron densities. The oscillation
of the whole electron distribution with respect to the field
during the interaction once again exemplifies the discussed
phase relations for the two distinct cases. Also shown are the
time evolution of the population in the contributing electronic
states during the interaction with the light field as well as the
amplitude and the relative phase between the electric field of
the light pulse and of the oscillating charge distribution. For
details of the computation see footnote 5.

The global minimum of the contrast landscape in
figure 7 occurs at larger sine-frequencies T . An analysis of
quantum dynamics for large T shows, that the dipole-moment
in the X1	+

g -A1	+
u system induced by one subpulse vanishes

before the next excitation takes place. Due to the increasing
temporal separation of the subpulses the wavepacket created
in the A1	+

u state has time to propagate far enough for
the wavefunction-overlap (cf (14)) to decrease to zero. No
oscillating dipole-moment remains and an interpretation of
the quantum dynamics and the acquired target channel
population in terms of the discussed control mechanism is
therefore not applicable. It is rather a matter of successive
population of the lower target channel by each subpulse after
the wavepacket in the A1	+

u state has moved out of the
Franck–Condon-window.

In order to exemplify that by selective excitation of
specific molecular states different temporal nuclear dynamics
are induced in the molecule figure 10 shows the ensuing
nuclear dynamics in the states 51	+

g (left) and 21�g (right)
after excitation with the discussed control fields. The different
roundtrip-times for the wavepacket can clearly be seen along
with the different ranges of internuclear separations that are
covered. Together with the difference potentials of the ionic
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Figure 10. Wave packet dynamics in the states 51	+
g (left) and 21�g

(right) during and after the excitation with the control pulses as seen
in figures 8 and 9. Also shown are the difference potentials of the
ionic PES and the respective state. They visualize why the signals
from the 51	+

g state (left) and 21�g state (right) differ significantly
in shape, as seen from the PE signals. In these the measured signals
are indicated as hatched areas, the coloured peaks are calculated
signals.

molecular state and the 51	+
g state, respectively the 21�g state,

these nuclear dynamics rationalize the shape of the associated
measured (hatched areas) and simulated (filled areas) PE
signals.

9. Conclusions

We have shown experimentally that the specific shaping of
the temporal amplitude and phase of an ultrashort laser pulse
enables efficient control of the interplay between induced
charge oscillation and the driving field. Control of the
coupled electron-nuclear wavepacket dynamics was achieved
by adapting the phase relation between field and dipole in
order to selectively populate LIPs in the driven system by
minimizing or maximizing the interaction energy. A deeper
analysis of the quantum mechanical simulations reveals the
delicate interplay between the oscillating charge distribution
and the control field. Especially the nuclear dynamics and
their influence onto the electronic resonance prove to be
an important factor in this regard. In addition the temporal
intensity distribution of the driving field. i.e. the amplitude
of the field, is essential to induce energetic splittings and
level shifts, that also depend on the wavepacket propagation.
Moreover, for the reproduction of the experimental findings,
orientation averaging and averaging over the focal intensity
distribution turn out to be indispensable. In conclusion
tailoring the intricate interplay between driving laser field and
induced dipole-moment results in a modulation of the relative
phase and the energetic splitting and provide an avenue to
steer the system selectively into bespoke target channels, that
may even be completely inaccessible in the case of weak-field
excitation.

In ongoing experiments with K2 we explore the recurrence
of the electronic coherence in the X1	+

g -A1	+
u subsystem

around 500 fs after the first excitation by using interferometric
double pulses for selective excitation. Simulations indicate that
the dipole-moment is even stronger at this point of the temporal
evolution and would enable an even higher degree of control
over the populations in the target channels [33]. Additionally
first experimental evidence shows that femtosecond laser
pulses that are shaped with spectral phases consisting of second
and third order polynomial modulation [42] offer a high degree
of control over the populations in selected electronic states of
the potassium dimer.

Additionally first hints as to the same control mechanism
being at work also in larger systems were found in experiments
on isopropyl alcohol. Sinusoidally phase shaped femtosecond
laser pulses were used to trigger a controlled fragmentation
of the molecules [41]. We observed a clear modulation of the
ion yield in dependence on the sine-parameter φ, that could
not be attributed to effects like intensity variations. Therefore
we think that the devised scheme is universal and has promise
for applications ranging from control in complex systems to
quantum information processing [43].
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